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ABSTRACT

An objective map analysis technique applicable to quasi-steady,
translating atmospheric circulations is developed from the mathematical
premise that distributions of meteorological variables can be represented
by an infinite sum of independent, harmonic waves. In addition to the
usual space-weighting of simultaneous observations to .obtain interpolated
values at regularly arrayed grid points, the scheme uses asynoptic obser-
vations by positioning them relative to a moving dlsturbance and weighing
them according to both space and time. : -

Arbitrary weight function parameters provide analyses for specific.
needs: they depict only long wave components or extract whatever detail
is represented in the data set. The rate at which an analysis converges
to fit observations is controllable--required details can be resolved in
only one iteration of the technique.

Analysis response for several choices of the arbitrary parameters is
tested on simple analytically determined distributions and on selected
meteorological observations during the passage of three thunderstorms
over the National Severe Storms Laboratory mesonetwork of surface and
upper air stations in central Oklahoma. Incorporating time series observd=
tions improves the analysis of those disturbances that are large enough to
be sensed unambiguously by the station network. However, basic resolution
capability is governed more by the spatial density of observations as
opposed to frequency of observations. The analyses are not particularly
sensitive to small uncertainties (or real variations) in the disturbance
translation velocity.

Upper air analyses tested for along-the-wind (elliptic) enhancement
of the weight function are insensitive to this enhancement except when
actual wind speeds exceed the '"characteristic" speed by a factor of two or
more, but then analyses deteriorate.

vii




MESOSCALE OBJECTIVE MAP ANALYSIS USING
WEIGHTED TIME-SERIES OBSERVATIONS

Stanley L. Barnes
National Severe Storms Laboratory

1. INTRODUCTION

‘The basis of this objective map analysis was developed in an earlier
paper (Barnes, 1964) upon a suggestion by Sasaki (1960). The scheme,
similar in some respects to the Cressman method (1959), uses weighted
averages of observed data to determine two-dimensional distributions of
interpolated values at grid points of a square mesh. In the previous
application, the distance-dependent weight factor could be selected
judiciously to maximize details supportable by the observation density and
representativeness. The interpolated field was made to converge to observed
values by adding weighted correction fields in an iterative fashion. The

attained convergence was a function of wavelength (or the aracteristic

distance between extrema) %Eg the pumher of iterations.

Two recent modifications of this ob]ectxve ana1251s method have been
i h d o

Both modifications have grown of necessity in developing computer
analyses .applicable to mesonetwork surface and upper air data of the
National Severe Storms Laboratory (NSSL). The extraordinary number of
surface observations obtained in only one thunderstorm required inordinately
long computer time to derive small-scale details supportable by this high
resolution data. However, by changing a weight function parameter, details
heretofore requiring four or more passes through the data became discernible
only with two passes (one iteration). The first portion of this paper
describes the modification details and discusses a technique for choosing

the initial weight function parameter to obtain desired pattern detail. b
AN
Although the NSSL upper air rawinsonde networks have been densely Jf;?
instrumented in keeping with the scale of the phenomenon under study, %ﬁf N

relatively large data gaps in time and space still exist in individual
storms. Balloons released at irregular intervals from various sites seldom
reach given altitudes at the same time; furthermore, they are displaced
horizontally according to the vagaries of the wind fields through which they
EIEET~Z§I§6 it's imperative to consider the positions of these observations
relative to the poving storms. Clearly, a useful analysis technique would .
accommodate these uncontrollable variations in data acquisition. Bk

Several authors have proposed methods to ipcorporate.past_data into %r
dynamical analysis-prediction schemes (e.g., Miyakoda and Talagrand, 1971).
These methods usually involve positioning past observations according to
some prediction scheme and mixing these data with current data, either on



an equivalent basis or weighted according to the data's age. Optimal
interpolation methods are used to minimize the variance between observed

nd predicted values. -

In the study of mesoscale circulations, large severe thunderstorms
in particular, dynamical prediction of essential three-dimensional atmospheric
properties has not been accomplished yet with adequate skill. Indeed, many
important thunderstorm characteristics have not been adequately described (or
even observed). We face the task of developing a method that will reveal
these details (hopefully) or indicate the nature of required additional
observations. The method presented here provides a "first-look'" at the th
dimensional structure of the atmosphere; horizontal distributions are analyzed
at selected levels without constraints on the vertical distributions. Sophis-
ticated, dynamically-constrained analyses may be required before a more
complete picture of thunderstorm mechanics emerges.

Since severe thunderstorms tend to be large (20 to 50 km) and long lived
(several hours), analysis by time-to-space conversion has been used frequently
assuming the data relevant to a quasi-steady, moving system (Fujita, 1963).
Typically, time series observations at individual stations (of temperature,
for example) are manually plotted according to the translation velocity of the
phenomenon being analyzed. ch obser i e i d _in space, is
subjectively evaluated to determine the (temperature) d1qtr1bu§~9n. Generally
the analyst does not accommodate all the data, but consciously smooths the
distribution according to some concept of the observed phenomenon's relevant
——pattern. Influence assigned to "off-time! observations is often a function of
data density. When positioned among observations not well correlated, usually
EEE"”Bff:EEﬁe" observation is suppressed or '"averaged" with the other obser-
:\i vations. However, when occurring by itself, the off-time observation frequent:
is assigned a high influence simply because there are no other reports to weigl

i In this computer technique, piggﬂgerles observatlons are treated 1n ‘much
the same fashlon.

\ glstaﬁt from a prid po;ét"fhose'néérer'to map timé“carfy thé gfeatéiwwélght
\\ at that Boint.

Although the objective time-to-space analysis technique was designed
especially for application to sounding data, it has been highly useful in
analyzing the more densely instrumented surface network data. In the
following sections are technical details for applying this scheme, a
discussion of tests which guide the choice of arbitrary parameters, and
typical results.

2. SPACE RESPONSE FUNCTION

For clarity in discussing the time weighting technique, we derive in
detail the response function summarized in an earlier paper (Barnes, 1964).

Suppose an atmospheric variable distributes as f(x,y) = A sin ax which
is uniform in y-direction for simplicity. Assume a continuum of obser-

2



vations regarding f(x,y), and filter (we1gh) these data accordlnggxo the1r

distance from an arbitrary point (x,y). That is, :
&ﬁ’
o “’J 7‘
1 g(x,y) = J‘ I f(x+rcos@, y+rsine) w(r k) r dr dO @
s 00

where r is shown in figure 1, and the wéight function is

\ w(r,k) = [1/4nk] exp(-r2/bk);

g(x,y) = D(a,k) f(x,y) (3)
.’T'“ﬂ f‘ s:hpr\?

th dependent (wave number

D(a,k) is the response function and is waveleng

a = 1 /L, where L is half the wavelengt

OBSERVED DATA POINT "

(X+rcos8, Y+rsin8) a2

\

GRID POINT (X,Y)

Figure 1. Coordinate system used in objective analysis expressed by (1).
Point (x,y) is conveniently chosen as a grid point of a square meshj;
point (x + rcos®, y + rsin®) represents one point where information is
observed. Theoretically, these are continuously arrayed over the x-y
plane, but in the practical application, they are discrete points,
irregularly arrayed. ‘
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P\d

J,“
Consider .T'Q s
f(x+rcos®, y+rsine) = A sin[a(x+rcoso) ] %)

s> = A sin(ax) cosfa(rcose)] + A cos(ax) sin[a(rcose)].

Substltutlng (2) and (4) into (1),

/;w“L;»g(x,y) A 31n(ax)fo f cos[a(rcos@)](l/ﬂnk)exp(-r /ik)rdrde (s)

o

. 2m
+ A cos(aX)Jo fO sin[a(rcos@)] (1/4nk)exp(-r2/ﬂk)rdrd9.

Considering only the integral with respect to © in the first term, we note

that it is an integral form of zero order Bessel function (see Abramowitz
and Stegun, 1965; page 360, Eq. 9.1.18): '

2n ™
fo cos[a(rcoso) ]de =_2fo cos[a(rcose)]de = 2 Jolar). (6)

The second term of (5) vanishes for the following reason (page 361, Eq.
9.1.45 of Abramowitz and Stegun, 1965):

am . > K am
Io slp[a(rcosg)]dg = 2 ﬁeo (-1) J2k+l(ar) fo cos[(2k+1)0]d6

o

- oy (-1)% Tppsn(ar) (1/2k+1) sin[(2k+1)0727 .

= 0 _
since only integer multiples of 11 appear as sine arguments.

By (6) and (7), (5) becomes

g(x,y) = (A/Qk)sin(ax)f: Jo(ar)exp(—rg/uk)rdr. (8)

The integral in (8) has the same form as Eq. 11.4.29, page 486 of Abramowitz
and Stegun (1965) and meets the conditions for solutlon expressed therein
Thus, the filtered response_ to f(x,y) is

g(x,y) = exp(-ak) [A sin(ax)]. (9)

Note that the response function

Ty TN - g
=/ (Dfa,k) = exp(-a®k) 7 1 (10)

N S 37
op” "*
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F1gure 2. Relationship of response
function (10) to wavelength 2 for
various choices of parameter k.
Responses correspond to one pass
through the data with filter (2).

D=expf-x24k/>?
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amplltude. (We discuss in sec. 3 a 31mple technlque for rega1n1ng amplltude )

Figure 2 indicates the nature of D(a,k) as a function of wavelength, A = 2L,

and for various arbltrary choices of parameter k. In_geperal, response is °
A3 e _ , hes ¢ f . The

wavelength range in flgure 2 covers the scale of phenomena most 1nterest1ng

to NSSL studies. However, applications of the analy31s technique aren't

restricted to mesoscale distributions.

We can approximate a more complicated function, f(x,y), as the finite
sum of a number of independent waves of type (4) and discuss the properties
of D(a, k) that make it a selgctive filter. As k decreases, the gffgg;;xg )

the range of Wavelengthswfor“whlch’the response is between 0.2 and 0.8 is f
about 88 km. With 4k = 36 km2 this range is only 25 km. -

thlS dlscu551on, a continuum of 1nformat10n exists concernlng f’x,y). In the
real world, this is never achieved; the data distribution further degrades the
response to the filtering process. If the spacing between data points is

20 km, then it isn't relevant to talk about response to smaller than.40zkm.
waves except as they may appear aliased in longer waves. If the data are not
evenly distributed, then phase changes and a higher '"noise" level are inherent
to the analyzed (interpolated) field; consequently, further restrictions are
placed on the smallest meaningful resolvable features. These problems,
demonstrated in test results, are discussed later.

5
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defined. For example, with 4k = 441 km? , | R



3. FORCING ANALYSES TO FIT OBSERVED DATA

In the earlier paper describing this analysis technique, a method of
successive corrections fits the interpolated function, g(x,y), to the
observations within an arbitrarily small difference. Briefly, the technique
involved successive applications of thé{Same(filter (weight function) to the
residual differences between g(x,y) and f(x,y) on each of an arbitrary number
of passes through the data. The devised scheme was also mathematically
convergent. Its main drawback was the large number of iterations and
computer time required to achieve adequate response to short wavelengths.

COrrectlon pass increases the cog%gggencé Tate To meet SrbI rary analysis
requirements and saves considerable computation time.

Rewrite (9) and (iO) as

g, (x,y) = D_f(x,y). | (11)

fdnétighwvme“ ex“(-r%/ﬁkoymubIn‘a manner”51m11ar'to (13) through'(15)vof
the previous paper, the second pass yields smoothed values of the residual
differences between f(x,y) and g(x,y) which are added to the first pass field:

Arssh, R .. ‘i\\..)mw s
B e ¥ g st Sffaramans T 7 )
L , L) o e N g SN :.,&.fg,_;_:" ~

v

95 paei gl(x,J) = 8, (x,y) + [f(x,y) - 8,(x,y) Dy (12)

where D is the response résulting from application of weight function

_ 2
ny = exp(-r°/Uk,); ki = yk, and y > 0, (13)
Tvatnaef B on 15T pos?
Thus, b
sSo
2 for”
: = - o 2 “
D; = exp(-a kl) = exp(-a vk,) = D, Ys D{ (14)
Substituting (14) and (11) into (12), we have
g1 (x,¥) = £(x,y) D, [1 +D Y™* - D Y. (15)



The new response function is now
P . 2

5 S o ;’i’&ﬂ' ‘.
D' =D (1 +D, YT - oY) - @ae)
instead of . o~
N n V'\ . N
D'"=D_ £ (1- D a7
n=0 :

as derived in the previous paper (Eq. 20).

Compared to the Cressman (1959) method for restoring short waves by
successive scans with decreased influence radii, this method has these four

advantages.

1. Weight factor 4k can be chogen prior to the analysis so that pattern
scales supportable by the data distribution will be revealed, and to a known -
response amplitude.

2. Because (2) approaches zero asymptotically, the influence of data
can be extended any distance without changing the weight function and,
therefore, the response characteristics. In the Cressman technique, the.
weight function shape is tied to an influence radius beyond which zero
weight applies. To insure that sufficient data influence the interpolation
in data sparse regions, the current scan radius is locally increased in some
applications (Inman, 1970) until a minimum number of observations are
included. Such a locally varying weight factor produces unknown response in
the final result, and introduces small scale irregularities (''moise’) which
must be smoothed by later application of arbitrary filters.

3. Small scale irregularities are adequately suppressed by this
technique so further smoothing by application of additional numerical filters
(e.g., Shuman, 1957) is not necessary.

4. The desired pattern resolution can be achieved in only one iteration,
instead of four or more required with Cressman's technlque, thus effecting a
modest savings in computer time.

These advantages are illustrated by test results in appendix A.

Figure 3 is a graph of (16) showing D' versus Dy for various values of

v . Recall that the initial response (given k) is proportional to wavelength

(see fig. 2). The line y = 1.0 corresponds to_ the response after one
iteration using the old technlque (17). The new technique with Y <1
recovers short wavelength amplltudes very quickly. Compare the increase in
D' at two wavelengths, one that has been represented with initial response

Dy = 0.5 and one that has initial response Dy = 0.2. The result of one

(o}

A



1.0 iteration using the old method (Y= 1.0)
0.9 increases the responses to about 0.75
and 0.36. By the new method with
o8 v = 0.5, say, the responses will be
07 about 0.85 and 0.56. { The short wave- _
length amplitude gain is 20 percent
06 compared with 10 percent for the long
D' o5 wave.| A comparable response using the
old fiethod required three iterations
0.4 (four passes) through the data (see
03 fig. 2, Barnes, 1964). Even greater
responses. at short wavelengths are
0.2 obtainable by choosing ¥y smaller than
0.1 0.5, but the wisdom of such a choice
A depends upon several factors including

O O] 02 03 04 05 06 07 08 09 1o the purpose of the analysis and the

D data representativeness. Our experience

o indicates that Yy can't be smaller than

about 0.2 without creating underflow
checks on most computer systems (i.e.,
negative arguments of the exponential
function too large to evaluate). Also,
specifying ¥ > 0.5 does not produce
rapid analysis convergence. Empirically
then, an optimum Yy appears to lie in
the range 0.2 to 0.4.

Figure 3. Response D' after one
correction pass as a function of
initial response D, and arbitrary
parameter ¥ (see (16)).

With information derived thus far, practical guidelines for choosing k
(and ¥ in the spatial weight function can be considered. Suppose observations
\ are available at points more or less evenly distributed and spaced on the
‘order of 20 km. Further suppose that magnitudes of instrumental and data
processing uncertainties are small compared with the expected amplitude of
i atmospheric variations on the same scale (i.e., wavelength 40 km). Require
that the analysis depict at least 90 percent amplitude of this smallest

v | resolvable scale of variations. Tentatively let ¥ = 0.3. Turn now to
}{ figure 4 in which D' is plotted as a function of 4k and X\ for y = 0.3. The
df§ intersection of the curve D' = 0.9 with A = 40 km occurs near the value

%‘ | 4k = 110 km2. Thus, for the prescribed analysis, 4k = 110 km?2 and vy = 0.3
. should produce the desired response. Choose some other Y, say 0.2 or 0.4,
! and the same response (D' = 0.9) is achieved with 4k = 145 km2 or 4k = 95

(dashed curves in fig. 4).

PRER
i
¥

When accuracy or representativeness of data are questionable, it is
unwise to force the analysis to represent the smallest scale definable by the
data distribution. Rather some filtering of the ''moise'" is desirable. Had
this been the aim in treatlng the above data set, we might have required the
final response at A = 40 km to be less than 0. 5. With y = 0.3, 4k = 410 knm?
(fig. 4) gives the desired result.

Practically, the actual data distribution is by far the most critical
factor influencing the analysis. As the density of observations decreases or
becomes irregular, results become more sensitive to choices in the weight

8



. to use the atmosphere's predictable

3

parameters.l

800

4. RESPONSE FUNCTIONS FOR STEADILY

TRAVELLING WAVES 7004

In the real atmosphere, distur- s0o

bances invariably move and change —
character. When a large number of N

simul taneous observations aren't ,§4m-
available for recreating the spatial s

distribution of a given meteorological 3001
variable, then it becomes necessary

characteristics to enhance the 100
available information. (iie manner

in which temporal information is . or
put into the apalysis is critical} '

Averaging in time before analyzing
spatially produces results which
are strongly damped over a wide

range of translation velocities Figure 4. Final response D' as a
common to meteorological distur- function of wavelength )\ and weight
bances. Another technique, time-to- parameter k for ¥ = 0.3. For

space conversion, yields results responses with other Y, compare
similar to those obtainable with dashed curves to D' = 0.9 curve.

simultaneous observations alone,

: but with enhanced details-—-a conse-

quence of an effective increase in ohsexrvation density. Furthermore, as

shown later, pattern details in the latter scheme are relatively insensitive
to small variations (uncertainties) in translation speed. The time averaging
technique can be treated mathematically, while time-to-space conversion is
amenable only to numerical experiments.

4.1 Respohse to Time—Averaging Technique

Arithmetic or other weighted averaging of time series data over some
arbitrary interval is an effective means of reducin "sigpal" variance due
to high frequency components (Panofsky and Brier, 1958), and a Gaussian
weight function (similar in form to (2)) provides better control over aliasing

1In the 1964 paper, the weight function M = exp(—r2/4k) (see fig. 5) was
chosen on the basis of an arbitrary relationship 4k = R2/E with E = 4 and

R defined as the "radius of influence" beyond which an observation exerted
zero influence in determining g(x,y). The tendency was to choose R only
slightly larger than the average distance between observations to allow
g(x,y) to converge more quickly to f(x,y). However, irregular observation
density generates noise in g(x,y) if R happens to be choosen near the dimen-
sion of the data gaps. In the current technique, weight function parameter
4k, can be chosen large enough to reduce noise due to variations in obser-—
vation density because the convergence is controlled by the choice of Y .



problems than does arithmetic ("boxcar") averaging (Muller, 1966). Although
the analysis technique described in this section has not been used for
assimilation of time series data in an objective map analysis, it may interest
the reader to discover the response of time-averaging schemes to travelling
waves. ' '

In a manner similar to section 2, consider

g 211‘ . o
g(x,y,%t) =‘£ J’O J‘O fx+rcos® - c(t+t'), y+rsin®wrdrdedt!' (18)

where x is in the direction of wave motion, ¢ is phase speed, t is some
reference time, and t' is time difference from reference time. TFor convenienc
we define

w(r,t) = [1/(8n2ky2) Jexp (2 /ik - £12/4y), (19)

Figure 5 indicates the weight function shape as it relates to k and v .
| Y

Figure 5. Exponential weight function
for space and time analysis ((19) witl
coefficient suppressed). Abscissa i
either radial distance from obser-
vation to grid point (see fig. 1) or
time difference from reference map
time. Shape of weight curve is
determined by choice of arbitrary
parameters k or V.

¥
1
1
1
:
o -
o TVAR ol
=34y

The coefficient in (19) stems from the requirement that

o 2 o
f J’ﬂj‘ wrdrdodt! = 1. (20)
- "0 %0

Consider a single translating wave train:
f(x+rcose = c(t+t'), y+rsind) = A sin[a(x+rcoso - c(t+t'))]. (@1)

Expanding by the trigonometric relations for angle sums, (21) becomes

10



b
il

+ sin[a(rcoso)][sin(actjcbs(act') + cos(act)sin(act') 7]
+

Asin(ax)[cos[a(rcose)J[cos(act)cos(act')-sin(act)sin(act')]

Acos(ax)[sin[a(rcoso)]{cos(act)cos(act')-sin(act)éin(act’)]'

- cosfa(rcos®)j[sin(act)cos(act') + cos(act)sin(act')]].

Substituting (22) into (18) and considering individual integrals, we note

that terms involving sin a(rcos®) vanish by virtue of (7). Also,

[ sin(act') exp(-t'2/4y) dt = O.

Proof:

#(o) = f exp(-o’cgte) sin(bt)dt

where o ? - 1/4 vy, b = ac (the prime notation on t has been dropped
temporarily). Differentiating,

g = %% = f t exp(a®t?) cos(bt)dt.

-

Integrating by parts with

u = cos(bt)

du = =b si?(bg)%§
dv = t exp(-a<t<)dt

v = -(1/2a2) exp(-02t2),

we have

gr= -(1/2&2) exp(-agtg) cos(bt) | ki

t==

D% p D
=~ (b/20%) [ exp(-a®t?) sin(bt)dt.
-00
The first term vanishes in the limit, and we are left with the ordinary
differential equation

# = -(b/20°)g.

s e

11

(22) -
(23)
(24)

(25)

(26) -

(27)

(28)



The'generalAsolution of (28) is
g=c exp(—bg/ﬂag). ’ (29)

To evaluate C, we note the particular solution

#(0) = [ exp(-a®t?) sin(bt)dt = o - (30)

-0

for all possible values of t. Thus, §# (b) = 0, (23) is proved, and (18)
simplifies to '

(31)

® 27 o
g(x,y,t) = Asinfa(x-ct)) S fd fOCOSEa(rCOSO)]cos(act')wrdrdgdtt,
By virtue of (6) and (19), ‘
g(x,y,t) = 2RAGCYT (7 5 (ar) exp(-rP/mc)rar (G2
ﬂ Uk (rv) 0

. j cos(act!') exp(at'z/ﬁv)dt-

-0
The first integral is the same one that appeared in (8) and has a solution

fO Jo(ar)exp(rrz/Hk)rdr = 2k exp(—azk). (33)

The second integral is solved by the same technique used to solve (24).
The result is

[ dos(act')exp(—t'g/uv)dt = 2(m))l/2 exp(—azcgv). (34)

-0
Thus,

g(x,y,t) = gxp[—ag(k + czv)]Asin[a(X-ct)]. (35)
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This_response function for time-weighted data applied at the point.of
observation may be written

B = expL-(r"/a%) (e + o M\B (36)

where X = 2L is waveléngth.

The sense of this result was anticipated. - Short,.fast=moving.waves

e damped while the response.to.long, .slow-moving waves approaches ope.
However, the response is quite sensitive to variations in VvV because it
appears in a product with the square of phase speed c. Consider, for
example, these parameters.in relationship to typical mesoscale phenomena

as resolved by the NSSL surface network of autographic recorders.{ Spacing
of observations is about 10 km and typical phase speeds.are-on.the order

of 20 kt (0.62 km min~l).  The response of analysis scheme (18) and (19)
for various wavelengths is shown in figure 6. Parameter 4k has been set
equal to 64 kmZ. The line 4V = 0O shows the response corresponding to
analysis of reference time observations only. This line is identical to
the curve labeled 64 in figure 2. Time averaging by weighting according

to exp(-t'2/4y) and applying the weighted values at the observation site :
always result in some damping of even the longer wave components. Weighting
observations + 5 min from reference time by -l (4v = 25 minz) further
diminishes the analyzed amplitude of 40-km waves by 4 percent, while similar
weighting of + 10 min data (4v = 100 min2) reduces the response by nearly

15 percent. The fagter the phase speed, the_more-drastically reduced is
the response. Figure 7 shows a similar set of curves with c = 40 kt

(1.24 km min~"). The decreases in response for the above examples are now
14 percent for 4v = 25 minZ and 40 percent for 4 v= 100 min2.

10 10
o8 ' 4,.0/// o8t ' 4v=0
S 25
100 .
06| 525 sl 106
225
Dy . D
’ * 2 2
04 900 D°=exp[-%2(4k+cz4v)] 04p Di=exp = (4k+cz4,)]
j ¢=20kt=0.62Km min! 290 ¢=40kt=1.24Km mir?
02t 4k=64Km?2 oz} 4k=64Km2
3600 min?
0 N . R . N . o 6 R X X 360Qmin?
] 20 40 60 80 100 120 140 160 {80 200 [¢] 20 40 €0 80 100 120 140 160 180 200
Afkm] Afkm]

Figure 6. Response function (36) for Figure 7. Same as figure 6 except
time—averaging technique applied to translation speed is doubled to
simple harmonic wave translating at 40 kt.

20 kt. Because time averaged values
are evaluated at point of observa-
tion (see fig. 10), this technique
suppresses short, fast waves with
remarkable efficiency.
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For observations near reference time (t'<<V4y in fig. 5), the

technique approximates arithmetic averaging of time series data.

Clearly,

a spatial analysis of such data also yields results significantly damped at

small wavelengths.

The responses described here are strictly applicable only when.a

continuum _of observations exists in tim

."Response influences due to

instrumental characteristics and discrete sampling have not been considered,
but both are possible sources of noise which should be considered indivi-

dually.

4.2 Response of Time-To-Space Conversion Technique

The weight function for time~to-space treatment of data has the same

form as (19), but the interpretation is
from reference time applies two ways.

the observation relative to the moving storm such that ' = €t" where &

not the same. Time difference, t',

First, it determines position of

A

is storm velocity and ' is position vector from the station to the displaced

observation (fig. 8).

Thus, £' and T'', the position vector from grid point:

to station, added give position vector £ for the off-time observation relative

to a grid point (compare fig. 8 with fig. 1).

Second, t' determines the

weight (as in fig. 5) assigned to observations according to their age

relative to the arbitrary reference time.

Parameter y has this-significanee:

large V is used for essentially steady systems (all data apply with nearly

equal weight regardless when observed);

small V is properly assigned when

the phenomenon is changing rapidly relative to the time interval between

observations.

Figure 8. Schematic of time~to-space
objective analysis technique illus-
trated for surface wind observations
at 5-min intervals. Station has
fixed location, 2'', relative to
the example grid point at (x,y).
Map time observation is positioned
at station and influences inter-
polated value at %rid point in
proportion to r''4, Off-time
observations are displaced along
storm translation vector, &, by
an amount ' = €t' and influence
grid point wvalue in proportion
to rZ and t'2 (see (19)).

} STATION
LOCATION

3 GRID
POINT

\—o
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The response function for this T[
analysis scheme is similar to that

for the space weighting scheme in A "P‘\\\\ =¢
section 2. For steady-state, trans- ol-e,2 e /L : 163 —sx
lating waves, the response  is identi- T2 \\\\\‘_/////

-A /

cal to space response function (10).

However, if amplitude or phase velocity A _—p
vary with time, the response will be &45//7 \\\\\
®

different from (10) in a manner not °r .‘71__'3 \\\\\_’////ffﬁz

. easily determined by analytical -a g '
methods. Note the intractability of /
(21) and (18) if A and c are even ¥ //’6\\\\\
linear time-dependent functions. of > o—o e 1= x
Therefore, we cannot determine a o {\\\_’////

general response for the time-to—space
weighting technique, but we can
demonstrate that response to a

steady, translating wave is equiva- Figure 9. Steadily translating, one-
lent to the space weighting response. dimensional wave train observed at
stations located at solid dots.
Consider a simple harmonic wave Time-to-space conversion of sample
(fig. 9) observed at three sites observations (open circles) demon-
located at x = 1, 2, and 3. At time strates undamped response (see
t = 1, the wave peak (an arbitrarily . sec. 4.2 for further explanation).

identifiable feature) was observed at

x = 1, and subsequently at t = 2 and

t = 3 was observed at x = 2 and x = 3, respectively. The wave is unchanging
in amplitude and moving in the x-direction at constant speed c. Arbitrarily
we choose as reference time t = 2. Because data are equally spaced (for

‘simplicity only), the observations from x = 1 and x = 3 at times t = 1 and

t = 3 are displaced to x = 2 at t = 2 by application of the time-to-space
conversion. Applying the interpolation formula (Eq. 5 in the previous paper)
to point x 2, we find that

g(xg’tg) = ['nl'f(xl3tl)+n2 'f(Xg:te)"'ﬂB’f(XS)tB) ]/‘(_T!l+ﬂ2+‘n3) (37)

where N3 = exp [-(t] - t2)2/4\J] with similar relationships existing for
N2 and MN3. Note that space weighting does not appear explicity in (37)
since exp[-(x2 - x2)2/4k] = 1 and all data are treated as though at x = 2.
Recall from the abgve discussion that f(x1,ty) = f(x2,t2) = f(x3,t3).
Therefore, (37) reduces to .

g(x5,5%,) = f(xe,tz). (38)

The response in this case is not a function of either ¢ or vy, as it was in

_ the time-averaging technique. The fundamental difference in the time-to-space
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Figure-10. Schematic of time-
averaging technique for
; steadily translating, one-
\\\\;-’///7ﬁ =3 dimensional wave train. .
Weighting off-reference-time
observations t = 1 and t = 3
at same point in space (solid

|

=
7
/

!

€0 ¢ ~— ~—09
n

—— e — >0 —0<————9—0,
/ .

-A

|
i
!
[}
O,
] 41,__;._:% L =2 X dots) as reference time
T | \S\\\‘_,////i observation severely damps
I I ‘response to fast-moving,
//’$~\\ : "short waves (fig. 6). '
O, | /
= ;ng/_ s x
3 .
T~
7 - :/w_ o I
T a3 Swi )
/ 3a ®38 L
i / o]
/ Z' [®4c iy looke =] N
- ™ 3
s 4 "
P
. N R {“’ ' e Figure 11. Forty-four station
ok NSSL mesonetwork for 1970.
NEAENENE +n » - Dots are surface station
S v g o N 8 o . - .
:f | AV A locations; circles denote
S A = rawinsonde sites. Grid shown .
\\ - is 24 by 20 portion of the 36
by 30 surface analysis grid.
) Mesh size is 3.175 km. Heavy
2 . iesininel I line is X-X' is reference line
e o for figures 12 through 18.
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conversion and the time-averaging methods can be seen by comparing figure 10
with figure 9. 1In figure 10, the same steady-state wave moves past observing
sites at x = 1, 2, and 3, but in the time-averaging :scheme, the observations
at times t = 1 and t = 3 are averaged with the reference-time observations
“(t = 2). -Conservative wave features have not been used to enhance the
information content of the observations, but to suppress it. Hence, the
strongly damped responses we noted in figures 6 and 7.

5. EMPIRICAL TESTS ON ANALYTICAL DATA

For the empifical tests, a simple analytical function specifies the data

observed at an array of sites identical to the 1970 NSSL mesonetwork (fig. 11).

The 44 surface stations are spaced at roughly 10 km intervals. To accommodate

the displacement of off-time observations along the storm vector, we constructed

a 36 by 30 grid with mesh size 3.175 km (equivalent to 0.5 inches on a
1:250,000 map; also a convenient dimension for gridded information on a
standard 10 character per inch line printer). Fok display, only a 24 by 20
portion of the larger grid was used. Dots indicate locations of surface
stations and circles rawinsonde sites.

In general, the computer program flows as follows: input weight functié;\\

parameters and program constants, input disturbance velocity and reference
time, input data, perform bookkeeping calculations that locate data in space
and time relative to station location and reference time, interpolate data to
grid points with a one pass correction (as in sec. 3), output results.

In these tests based on analytical data, the function
f(x,y,t) = A sinfa(x-ct')] 39

determines both the "observed" data and the verification values at grid
points. Two wavelengths are studied, both relatively short compared to the
station spacing: A = 20 and 40 km. Wave amplitude A is set equal to 1000
arbitrary units and results are printed to the nearest unit. Both waves move
from west (left) at 20 kt.

Observations from all 44 stations are analyzed, but in figures 12 through
18 we show only results along the west—east line X-X' in figure 11. Solid
lines are the test curves (39). Dashed lines connect interpolated grid point
values using 4k = 64 km2 and 4V = 900 min? with ¥ = 0.25. Dotted lines are’

\
!
i

for 4k = 36 km 2, 4y = 70 min2, and ¥ = 0.25. The circles at the bottom depict
spacing of observation sites within one grid length north or south of line X-X'.

The tic marks along the line through the rightmost circle (NSSL) denote rela-
tive positions of off-reference-time observations at 5-min intervals. By
inagining other lines extending west—east through each station, the increased
density of information becomes clear.

According to figure 2, the expected initial responses at 20 km with
4k = 64 and 36 km2 are 0.21 and 0.42, respectively. From figure 3 with
" 0.25, the corresponding corrected responses are 0.74 and 0.89. In the
more densely observed left half of figure 12, the experimental responses are
close to the theoretical responses for space weighting. In the more sparsely

i

17



v~ Figure 12. Test response to (39) along

” line X-X' in figure 11 for 20 km wave
moving 20 kt from left to right. Solid
line is test function; dashed line

', connects grid point values using 4k =
X 64 kmz, 4v = 900 min2; dotted line is
for 4k = 36 km2, 4v = 70 minZ. Both
responses were calculated with ¥ = 0.25
Circles denote station locations within
one grid distance from line X-X'. Tic
- marks either side of rightmost station
circle show relative positions of 5-min
interval observations for + 15 min from
reference time. Identical distribution
exist at each of the other stations.

- .iFigure 13. Same as figure 12 except

x - wavelength is 40 km.

Figure 14. Response to "synoptic' data
generated by (39) for 20-km wave.

Only data at reference time were
considered at each of the 44 stations
(fig. 11). Parameters for the analy-
sis are 4k = 64 km® and y = 0.25.

Figure 15. Same as figure 14 except
wavelength is 40 km. Compare
figure 13.
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observed right half, both test result amplitudes and phases are noticeably
poorer. The 40 km results (fig. 13) are considerably better than the 20 km
results (fig. 12). Both expected and test responses are over 0.95 for the
longer wave. '

Figures 14 and 15 show results of a more conventional analysis of (39)
in which only data observed at the reference time are considered. Parameters
used in the analyses are 4k = 64 km2 and Y = 0.25. Except for the region
between asterisks in figure 14, the response to the 20 km wave is very
poor. The 40 km wave (fig. 15) is well represented except near the left
boundary and in the sparsely observed region on the right. Comparing this
with figure 13 clearly demonstrates the value of the asynoptic data.

Two other tests using analytical data (39) are relevant in applications
to meteorological data. For the 20 km wave, observation frequency was
increased to one per minute over a 15-min period at each station to test the
sensitivity of the result to the time scale of observations. Weight function
parameters and wave speed were the same as those used to produce the dashed
curve in figure 12. The result, shown in figure 16, indicates no particular
improvement in the representation of the 20 km wave. In retrospect, this
result could have been anticipated on the basis of the response curve
4k = 64 km? in figure 2 which indicates nearly zero response for wavelengths
smaller than 10 km. Had there been information in the l-min observations
concerning small scale waves, it would have been suppressed, since the total
length of the data line (illustrated for the rightmost station in fig. 16)
is only 9.3 km.

This exemplifies some points to be considered when choosing the time
interval between observations (assuming such a choice is available as with
continuously measured surface data). Typically, small scale atmospheric
phenomena are also short lived. They may change markedly during passage
from one station to the next, or they may pass unobserved between statiomns,
and will not appear in the analyzed result no matter how small the data time
interval. 1In general, details much smaller than the average station separa-
tion cannot be depicted by simply clustering time-series observations around
stations if large data gaps are left between stations. The weight function
should be so designed that it resolves only features well correlated with
observations at surrounding stations. Details are most easily improved by
increasing the data density uniformly over the anmalysis area (and at the
same time decreasing the mesh size to no more than half the shortest wave-
length expected to be resolved.

The final analytical test concerns the effect of errors in determining
phase speed. The computer program was modified to create a 25 percent speed
error for the 20- and 40 km waves. Consequently, the correct observations
(from Eq. 39) were placed at the wrong points in space. There is negligible
difference between the "correct" analyses (figs. 12 and 13) and the "erroneous'
analyses (figs. 17 and 18), because the speed error produces a 1 km (approx.)
relative displacement error between observations. This introduces noise at
very small wavelength compared with the wavelength of the test functions, and
the response to such small scale noise is essentially zero. Thus, even
modest errors (uncertainties) in phase speed have little effect on the analysis
of relatively long wave features. The next section considers the effects of
errors in both speed and direction as applied to meteorological data.
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Figure 16. Response to 20-km wave
(39) using l-min data observed
over a 15-min period at each
station. Compare with dashed

curve in figure 12,

Figure 18.

wavelength is 40 km.

figure 13.

+15 0

Figure 17. Response test to 20-km
wave similar to that in figure 12
except for an artificially induced
positioning error in observations
due to a 25 percent error in the

phase speed.

Same as figure 17 except
Compare
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6. EMPIRICAL TESTS ON METEOROLOGICAL DATA
- 6.1 Surface Analyses

' The analysis scheme was first tested on wind data from the NSSL surface
mesonetwork stations for 30 April 1970. An isolated, well-organized thunder-
strom producing hail and a tornado passed over the network (fig. 11). This
storm's meteorological aspects were discussed in another paper (Barnes,
1972). Here, attention focuses on the analysis scheme's treatment of the
data.

Average wind speeds and directions over 5-min intervals were determined
manually from autographic records. These data were punched on cards, edited,
and then processed by computer to yield gridded and contoured distributions.

The surface wind analysis program is in appendix B. For these studles,
phase velocities were determined by the average velocity of the storm's radar
echo centroid at 0° antenna tilt. Although an 8-hr ensemble of 5-min
observations was available, the surface analysis scheme considers only
observations taken within 15 min of the reference map time. Thus, each
reporting station generates a sub-set of seven observations per map. When
all observations are available, each analyzed field is based on 308 discrete
data points. Figure 19 shows the distribution of wind vectors for 0030 CST,
30 April 1970. This particular time was chosen to test the scheme because

A0
soree 7 + » +

Figure 19, Distribution of surface
winds averaged over 5-min inter-
vals for + 15 min of map time
0030 CST, 730 April 1970. On-time
observatlons are bold vectors
projecting in direction from
which wind is blowing. Individual |.»
spacings of observations along

storm vector (233° 41.6 kt) is
easily seen at station R1 (NOB)
in the southeast corner of grid. 8
Rectangular area encloses 24 x 20
display grid (fig. 11).

25+ | 20 knots

NSSL MESONETWORK
1370

© Surface

Rawinsonde
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flow pattern contains two singular points (a mesocyclone and col) and a shear
line (the gust front or pseudo-cold front from the thunderstorm). The

0030 CST observations are drawn as bold vectors (at each station) in the
direction from which the wind is blowing. The storm vector for this analysis
is from 233° at 41.6 kt. The relative positions of the off-time observations
are 111ustrated clearly by the NOB data in the southeast corner (the 0015 CST
data falls Just out31de the figure northeast of the station).

Wind analysis proceeds in the following manner.s’Observations are reduced
to u and v (magnitudes of easterly and northerly.components). These scalars
are independently interpolated to the grid points using an equation analogous
to (37) with N 's corresponding to the exponential part of (19). Then the
fields of speed and direction are reconstructed from the analyzed u and v
fields. - (Storm vector components can be subtracted to yield the flow relative
to the storm, but only flow relative to the earth is shown.) For easier
visualization, analyzed speeds and directions at grid points are machine
plotted as wind vectors; streamlines are sketched manually and the machlne—
contoured 1sotachs superimposed. h : '

Analyses of surface'wind observatiohs (fig. 19) were tested three ways:
1. wusing seven observations from each statlon and 4k = 64 kmz,
4v =128 min2, ¥ = 0.5; '

2. wusing only reference time observations and 4k = 64 kmz, ¥y = 0.5

3. using seven observations from each station but weighiné them equally
with respect to time by choosing 4k = 64 kmz, 4% = 99999 min4 (approximates
infinity), and ¥ = 0.5.

Figures 20, 21, and 22 respectively illustrate these tests and show that the
principal differences are the positionings of the circulation center, the col,
and the flow near the gust front. The "synoptic'" analysis (fig. 21) places
the circulation center about 1 km farther west of station 4A than either of
the other two tests. The original data records suggest this center passed
very close to 4A. Also in figure 21, the col has been extrapolated to a
position near the grid boundary, but the analog records suggest that it

passed southeast of R5 (winds veered), very near W6 (winds backed) just to

the northwest of W7 (winds backed) where the other analyses (figs. 20 and 22)
place it. Finally, the treatment of the gust front in the southwest corner

of the map is poorer in the 'synoptic" analysis where it's indicated near

Wl (for which, incidentally, wind data were missing) when actually it had

just passed W2 at map time. Also in figure 20 and 22, the flow behind the
front in the area west of W2 seems more consistent with that analyzed at later
times (not shown) farther into the network area.

It is now quite evident from these tests that time-to-space objective
analysis yields significantly more information concerning qua31—steady
meteorological patterns than similar analyses of ''synoptic" data alome.
In fact, considering the redundancy of information displayed in figure 19,
it's questionable whether all data were required (or would be required in
future networks) to ascertain the significant flow features near large.
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Figure 20. Surface wind analysis at
0030 CST, 30 April 1970, based on
observations shown in figure 19
with 4k = 64 km2, 4y = 128 min2,
and ¥ = 0.5.

Figure 21. Same as figure 20 except
only reference time observations
(0030 CST) were used.

Figure 22. Same as figure 20 except
all observations were given equal
time weighting as though from a
truly steady, translating disturbance.

23



thunderstorms. This question will be addressed in a later paper.
6.2 Upper Air Analyses

The problems encountered in analyzing sounding data are considerably
more complicated than those just described. At the surface, observation
sites are fixed and time intervals between data abstracted from continuous
‘recordings can be chosen with considerable freedom. ‘On the other hand,
typical NSSL soundings are released at irregular intervals, rise. at
uncontrollable rates, and drift in various directions (Barnes, Henderson
and Ketchum, 1971). Accurate account is kept of the balloon trajectory,
but rarely are sufficient data obtained at the same altitude and time to
warrant analysis of a given parameter. These problems, inherent in any
ensemble of soundings, usually are considered less important to analyses of
macroscale data. On the individual thunderstorm scale, it is imperative
to consider observations relative to the storm. All of these problems
emphasize the need for appropriate objective map analysis techniques.

The relative sparseness of upper air data prevents testing the

analysis scheme in the same manner as surface data were tested. Generally
there is no information redundancy, and each observation must either be
accepted literally or rejected on the basis of observational irregularities,
known or unknown. Acceptability of test analyses was determined subjectively
from guidance information objectively calculated; i.e., root-mean-square
(RMS) differences between interpolated values and observed data for the grid
area in the immediate vicinity of the network, and the number of observations
for which the interpolated results had not converged to within arbitrary
-limits. These not only provide information on overall agreement between
 the analyzed result and observations, but also serve to flag extreme obser-
vations. A low noise level (lack of numerous, small extrema and isopleth
wiggles) in such gradient-dependent variables as divergence and vorticity
also indicates analysis quality. This information further corroborated
.the quality judgments based on. the above calculations, and, therefore, is

not presented here.

The test data were observed on 29 April 1970 a few hours prior to
the surface test data. (Upper air data at 0030 CST 30 April 1970 were
less abundant.) Chosen map times are 1805 and 2240 CST at the 1500 m
(MSL) level. This level was chosen because it's above the planetary

' boundary layer--where natural variations are poorly sampled by the sounding

network--but still low enough to retain some link with surface-measured
distributions. A small storm entered the network near CHK at 1805 CST, and
soon dissipated. At 2240 CST, a larger storm.in its mature stage covered
the entire central portion of the network along the southwest-northeast
diagonal. Both cases were sampled by 15 soundings.

The grid for upper air analyses is 35 by 19 mesh points 6.35 km apart
and is oriented along the storm motion vector. The analyses are displayed
over the 25 x 17 interior portion of the grid. The center of the grid is
always fixed on WHT (Wheatland, Okla.). Figure 23, showing the grid
orientation for the 2240 CST storm, illustrates the scale of the computer
results to follow.
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Figure 23. Wet-bulb potential temperature analysis for 2240 CST, 29 April
1970, at 1500 m (MSL) with 4k = 1225 km2, 4V = 3600 min2, V¥ = 50 m sec™
and ¥y = 0.343. Grid values are . in tenths °C; isotherms shown by letter
'shading are every 1°C. Open circles are rawinsonde sites identified in
figure 11. Dots show positions of balloons after time-to-space conversion
relative to map time. Grid orientation is along 227°-47° line with true
north indicated by line N through NSSL. Outline of 1500-m CAPPI radar echo
was derived from digital reflectivity data. (Dashed line indicates limit
of digital radar data due to ground_ clutter.) Wind barbs follow convention
of one full barb equal to 10 m sec .

In addition to time and space weighting, the upper air data were
modified by two other factors. Anisotropic weighting along the wind direction
was applied in a manner similar to that suggested by Inman (1970). That is,
factor 4k in (19) was modified according to the relationship

hr* = 4k(1 + g cos® %) (40)

= V/V*, and § is the angle between the position vector, from grid

point to observation, and the wind vector V. V% is some characteristic value
of wind speed which, as Sasaki (1971) has shown, should modify the effective
radius used in the space weighting by a factor ranging from 1 to about 3.

The second modification--first suggested by Sasaki (1958)-—includes an
additional weight factor reflecting the observation accuracy (representa-
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tiveness). Thus, the weight function for the upper air analyses is
n= o + exp[~re/ik* - £12/ly] | (41)

where 0 SO =1, The Q's in this application were assigned arbitrarily
upon guidance from quality control information (see Barmnes et al.; 1971)

for individual soundings or upon reviewing results of preliminary analyses
(particular attention was given the observations that produced extrema in
the divergence patterns). In practice, the quality of thermodynamic data
and wind data are evaluated independently. In the 1500-m analyses presented,
only two wind observations were discarded (& = 0), and two other thermo-
dynamic observations were downgraded slightly (@ = 0.8 and 0.9) because
balloon position data were not available.

Five basic parameters are analyzed from the upper air data (see appendix
C for program details): (1) wet-bulb potential temperature calculated by
the method of Prosser and Foster (1966), (2) temperature, (3) mixing ratio,
(4) u and (5) v wind components (u is defined positive in the direction of
storm motion with v positive to the left). Parameters 4k, 4V, and V¥ varied
over a range of values and the fit (representativeness) of the analyzed fields
evaluated by the described methods.

The results are summarized in tables 1 through 3. Analysis variations
due to parameter 4k are shown in table 1 for 4k = 196, 441, 784, and 1225 km?2
(These numbers are the squares of 1.4 times 10, 15, 20, and 25 km. ) Other
parameters were fixed: 4 V = 3600 m1n2, V¥ = 50 m sec”™™, and Y = 0.343, a
constant for all tests. For each of the five meteorological variables, the
upper row of numbers is the RMS difference between the interpolated result
and those observations lying within a 14 by 16 grid portion centered at
WHT, i.e., in the network area. On the row below is the -number of observations
that differ from the interpolated result by an amount exceeding the tolerance
in parentheses. The total number of observations of each variable appears
below that variable's coded name.

As expected, a poorer fit results when 4k is large, and so a considerable
portion of the variance is not explainable by the longer wavelengths. On the
other hand, with 4k = 196 km? observational uncertainties and meteorological

2Of the 58 soundings available during these storm periods, data accuracy
was suspect (@ < 1) in portions of only 5 soundings.

3The factor 1.4 was chosen for reasons relating to the ratio of weight

factor influence radius to average station spacing as developed in the
previous paper (Barnes, 1964), but these reasons have lost their
relevance in this treatment.
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Table 1. Analysis scheme responses to variations of space weight parameter,
4k. NSSL sounding data for 1500 m, 29 April 1970 were used. Number of
observations appears below variable's code name.? 1In each row, upper -
number is RMS difference between analyzed result and observations, lower
number is number of observations different from analyzed results by more
than tolerance. Parameters 4V, V*, and y ‘were constants 3600 minZ,’

50 m sec"l, and 0.343.

1805 CST

Tolerance bk = 196 441 784 1225 km?
WBPT ' 0.2 0.4 0.6 0.7
10 * 1°C) _ 0 0 1 2
T - 0.4 0.7 0.9 1.1
10 QtO.S°C) 2 5 8 8
MXR -1 0.3 . 0.5 0.7 0.8
10 (+0.5 g kg ™) 2 3 5 7
U i 0.8 1.3 1.6 1.8
6 (+1 m sec ) 1 . 3 3 3
v . 0.3 0.6 0.9 1.0
6 (+1 m sec 7) 0 2 2 2
2240 CST
WBPT : 0.4 0.6 0.8 0.9
6 (*+1°C) 0 0 3 2
T , 0.1 0.3 0.4 0.5
6 (+0.5°C) 0 1 1 1
MXR . 0.5 0.9 1.1 1.3
6 (#0.5 g kg ™) 3 4 4 5
U 4 0.3 1.3 2.4 3.4
6 (+1 m sec ) 0 2 3 3
v i 0.8 1.3 1.6 1.8
6 (+1 m sec ) 2 2 4 4

4Wet—bulb potential temperature (WBPT), temperature (T), mixing ratio (MXR),
wind components along and to left of storm's translation vector (U and V).
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Table 2. Empirical responses for varlations of time weight parameter, 4y,
Parameters 4k and V* were held constant at 441 km2 and 50 m sec 1,
respectively. See table 1 for additional explanation.

1805 CST
: . 106min2
Tolerance 4yv = 225 900 3600 8100 (Px)
WBPT ' 0.8 0.4 0.4 0.4 0.4
10 #1°C) 3 0 0 0o 0
T 1.3 0.7 0.7 0.7 0.7
10 (+0.5°C) 5 4 5 4 5
MXR -1 - 0.9 0.5 0.5 0.5 0.5
10 (0.5 g kg ) 4 3 3 3 3
U N 2.4 1.7 1.3 1.3 1.2
6 (1 m sec ) 2 3 3 3 3
A -1 1.2 0.7 0.6 0.6 0.6
6 +1 m sec ) , 1 1 2 2 2
2240 CST
WBPT 0.9 0.7 0.6 0.6 0.6
6 (+1°C) 2 2 0 0 0
T 0.5 0.3 0.3 0.3 0.3
6 (+0.5°C) 1 1 1 1 1
MXR N 1.4 1.0 0.9 0.9 0.9
6 (+0.5 g kg ) 3 3 4 4 4
U -1 1.5 1.4 1.3 1.3 1.3
6 (+1 m sec ) 2 2 2 2 2
v -1 1.5 1.3 1.3 1.3 1.3
6 (#1 m sec 7) 2 2 2 2 2
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Table 3. = Empirical responses for variations of anisotropic weight parameter,
V*, which increases influence of observation along direction of wind (see
Eq. (40)). - Parameters 4k and 4V were held constant at 441 km? and 3600
min“, respectively. ' See table 1 for additional explanation.:

1805 CST

V% (m sec—l)
Tolerance 1 10 20 30 40 50 75 - 100
WBPT 1.0 0.6 0.5 0.5 0.4 0.4 0.4 0.4
10 (+1°C) 3 1 o o0 0 0 0 0
T 1.3 1.0 0.9 0.8 0.7 0.7 0.6 0.6
10 (+0.5°C) 9 7 7 6 7 5 5 4
MXR 4 L2 07 0.6 0.6 05 05 0.5 0.5
10 0.5 g kg ) 7 5 3 3 3 3 3 3
u 4 24 1.6 1.4 1.4 1.4 1.3 13 1.3
6 (+l m.sec ™) 5 ° 3 3 3 3 3 3 3
\ 4 14 .09 0.7 0.7 0.7 0.6 0.6 0.6
6 (Il msec ) 3 2 2 2 2 2 T | 1
2240 CST .
WBPT . 1.2 0.7 0.7 0.7 0.6 0.6 0.6 06
6. {#1°c) -2 1 0 0 o0 -0 0
T . ‘ . 0.6 0.3 0.3 0.3 0.3 0.3 0.3 0.3
6 (+0.5°C) 2 1. -1 1 1 -1 1 1.
MXR. o, L7 1.0- 0.9 0.9 0.9 0.9 -0.9 0.9
6  @0.5gkg ) 5 - 4 4 4 4 4 4 4
U ¥ —l ¢ 4.6 2-0 1.6 1.4 1:4 1.3 1.2 1'2
6 (+1 m sec ) 6 . 3. -2 2 2 T2 2 2
v © T4 .26 15 14 1.3 1.3 13 1.3 1.3
6 (+1 m sec 7) 4 4 4 3 -2 2 2 2
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Figure 24. Same as figure 23 except 4k = 196 kmz.
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Figure 25. Same as figure 23 except 4k = 441 km2
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Figure 26. Temperature analysis at 1500 m (MSL) for 1805 CST,
29 April 1970, with 4 v = 3600 minZ. See figure 23 for
symbol convention.
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Figure 27. Same as figure 26 except 4V = 225 minz.
31

DL

N

AAAAAAAAAAA Izs

BABPLAAAAAARAAAMAABAAAAAAAA
/7.8



WBP1

214
214
215
215
214

2

213

213

214

28
cI‘.‘CCEBDDI:CDDBCCtl:tt[CIZGEBCCDDBE(DCDDBBDCDDD&DDDO 'Eé’g‘ DCCEDDDODDCOCDODEECE BDBBEBBDZI 00D0DD
CCi

0CCLCCCDEECDDELLTLTLL!

221

O0CCCOCOCL0ODCCLCCCCECOCCCCOOCD
CCCLLCODCECOBLELCLLCLECCLLCOODOL

221

CCCECCCDECCOCLELEECCCCOLLL CENCOL
OCCCCoLoCLCoOCCCCOCCCCCeCLTEOOCOE

DATE 42973 TIME 2243 CST RE= 441, FNU= 225, STAR= 50 STCRM VECTCR. 227./24.5 LEVEL= 15: . M

213

214

214

215

215

215

216

216

2301211 a7
],\?’ZU 218 219 zzfozlx 222 222

221

~ NO.= . €. BAR= =a5 R¥FS= -9

212 216 269 207 286 255 284 263 242 201 1S9 197 194 192 189 187 185 185 195 187 175
L T T A A I T BERBREARARERAEEBEER  ©  BBSGBS
CCCCOCEECCECE CCCECCLTEeCOCeeeceeeece BBBRBREERBEEDAEED pBBEBS

212 211 299 261 26 254 203 a3 201 155 15T 19% 192 1% 188 s 1ss 194 23 107
€CCCECCCEEEe CCeteeeeeeCteeteeeeee aseesee 8088

eecgccccoec cecceaeceaececeaoe ccecocee o
2 e 26 204 22 i1 e 155 193 191 1m 243
: cgggggggﬁgggccccccgu:ctccc :
cecceecee ceccom ceecbeccce cccc /peassn
211 239 286 2.4 282 ia: uoéIBOlns 1
€Ceeceeeceeeeceeeeee
€CCLCCLCLECeeeeeeee
20T 204 261 19

212

214 212

215 214 212 223 225 226 -225

b4
ccc

223 226 227 228 2217 ﬁ5 22: 213 196 2
cc

€ECCLLLCCeeee
215 215 213 52 2i5 212 il$
ceceeccee

249 216 222 225 221 9 228 A1 Qb 22:
obttovctcocton 2.8 Inl:l:l:l:n fococccooooe
onnucunug@nnmcn ooooccocpfcecCocecocco

224 2

DDODDDDREETRnF s cnD]
poce ]

216 215

216 215 214 214 21

Zl'lQL‘l 219 228

0. 7“2"' 2s 213 2z 318

25 226 \g28. 2 26 223 218 213 217 21

D.w
D0DO0DDDO! e COBCCECOCE cceee
225 2 2
DDDOCCCODNCD0DDDCDDD0LLLLLLLODDELLCC DT ccoocccoccon

22% 221 222 223 223 223 23 224 225 27 225 221 216 214 222 222 213 221

221

221

C0CCDOQEOL0D00DCCECEDDELT ococecoco
225 227

v o4 b b=t o b

221 222 223 223 222 222 222 423 '3 22z

27 226 223 219 215 218 224 221@ z11 218
€ CCCODCDECED
£Lecoppocceece

222 222 223 223 222 222 222 23 EZ;/ZZQ 225 226 228 \IQS 222 217 215 223 224 ZZI 218 218
CCe coe

7 .

COl
CCCELOTOD

(x4
221 222 222 223 223 222 222 222 222 2’2;/223 223 224 225 225 224 g 216 218 225 224 z21 215 218
[ L

cecccecoccponceCCCCCCCDECCLoonDE
0CCCLOCOCCDOCECLTCLLCLOCCECO0EOT

CCocCCCECenococcLo
COCCOCECCTROCELDCELD

2

2:2 222 223 222 223 222 222 222 222/i22 223 223 224 224 225 223 218 5 223 225 223 221 22 22i
E »

Figure 28. Wet—bulb potential temperature at 2240 CST with

4v

®0P1

12

156

OATE 42972 TINE 224% CST RE= 441, FNU= 3€da. STAR= 14, STCRM VECTCR  227./24.5 LEVEL= 153

181

199

BEEBBBELEBE

225 min2. Compare with figure 25.

NO.* €. BAR= .2 RPS= .7

218 199 193 195 197 199 267 282 23 1S? 14 192 193 188 186 134 185 178 178 173 16§ 168
cc

17

177

11.7
"17.3

177

233
wrsvounCO cco T ceeccce

219
000D

(lCCCDC\‘.BmCCI:B:ttt[hCEl’.‘KOCBD(DﬁDDDBDDWDIDEDDDDDDDDEDDDEB ’DDEBUGDDE[BED poocpcCcod ODDDDDDD

225

0D0DD

225
0DDD
DDDD

ZZ!

221

DDDD
221

168

ceceeec 8B8B0BBAEEARRBEEEABEEED AABAAAPAAAAAA
C 868088BPBPERGBBBEEEEBBERD AAAAAAKAAAAAAA

185 186 192 196 199 199 1GB 195 197 1S4 1S1 194 188 187 185 183 18 184 178 171 16¢/ 166

cc
BT 192 196 240 2 1 199 1§7 203' 158 189 188 188 186 83 179 177 174 168 /164 165
BBEBBBEEEBBEBBBAND| BBeH
ccecccecceceee ‘BEBBBRA )
154 Qe 232 2983 22 19% 15¢ 154 1.9&,80 198 191 19
sgeeecccecccecceece

ceeecc (tCCCCCCCCCC(CCC (O

2¢3 0% 6 266 2.4 156 19 191 1s# $2 195 24,

171 169 /165 162 163

198 187 17f 168 Ass 163 161 163

) 251
ceceeceececcecece CEC(""“"'CCCC ceccecccccccec eeee HARAAAA AAAAAIAAAAAAAAA
ceeceeccccceececccececees CC 2’ IECCC gCCeeeececcccccecccee esed AARA l5 o.AAAAA

232 245 2.8 239 219 7 154 192 I.GS 2! 257 211 211 2¥5 192 179 AT1 187 165

2 e taccateccan tecateccomengece
ceecccccccccee ot hecttticece cceeee ccccc  ephee AARBAAMAA
154

216

ceeeececce ceoeenpgeccee
cee
2¢9

212 214 215, 214 212 209 2.5 al il 212 22%

218

211

2¢4

2.8

(44
21l

224

cceeco
Ccececeen |

221

216

209

249 57
ceececcececcccceccecccccccece cceece
ceecececccccccecceccccccccccee

282

Figure

V*

cceccc cceee 8888 AARAAAABAAAAAAA,
219 211 211 239 2) 2.2 196 Zlé 215 219 22¢ 217 209 197 B5 178 174 171 171 173
p cec opocoocd ccec BBEEBBE

cceceecesgeece CCCCC 000CODDLOBODDD CCE EEBEE8EBE

212 212 212f 218 227 27 159 156 2.2 215 223 225228 186 182 179 181

creececceosec cceeee £cecocepo CCC naeeaaar """" 88858

ceeeeceecedee ceeece oL CB”DBDDDD ceeece 206 a8

1 25\ 2 6 199 194 ” 189 19 2

cecececccceesgeccee D0 CO0DOCLD cC CC

167

AAAAAAAAAAAAAAA
naeenpseees AAMNAAAAAAAAAAAA

166
aslanaananananana [ 7. 3
AAPRAAAARAA AAAAAAASD

166

ARAAPAAAAAAAAAAZAAARAAAAA
AAMAMAAAAAAAAAAABAAAAAAAAA

166

169

7:/28

co¥c
. Q ccecceccecccsgee anHTtnnnnnnnnnn cccccds cceeeccde
216 1570 . d16 215 21ANALL 2.8 256 43 224 6 210 28 22 208 ps3 207 M2

23.0 22,0 Ceectccce 0DCODDLEEDCEDDODDDDDPAN ¢cccocecceeetereceeecekeceec

cceeccee ouncnuuncnon:ouncup 22 """CCCCCCCCCCCCCCCCCCﬂ.‘C
21z 229 ‘l/ 221\ 225 26 226 2 2 2‘4 285 248 211 214 217
peof o { of o oo of o o o oL

218 211 2

]
217 215

21 222 217 211 287 246 239 213 216 215222

219 17 217 215 211 212 216 23 222 224 22 6 212 2J6 249 213 216 219 221 224

22 et

217 216 215 214 . 213 215. 215 221 2@2 22 222

€ceeeeceec
18 214 288 207 212 216 218 220@ cee <24

22.9

Q.

0 €Ceceeeeeeeceeee nnnunn

225 .

[ ceceeeccecccecce COODODDODD
CEECCCOD DDDDODODEDDECBREC N S S L ceeceeecceecc 0CODODDDDOD

227

oCD ccceccccce. 02, QIDDDDDD

N
n
L
b

£00DDOODOD! ceeeecceeee £CCDDDEDDDDOODD

CODD!
214 214 213 212 213 216 219 k] 11 247 268 213 216 219 226 222 224
D, C

ceeeceeccc C0oEDDDEDDOCODODD

225

geeeeeceecec £0CD0D0DDDDDODBD

299 249 212215 -218

S 211 214 216 217 217 215

242 293 283 235 2w9 21Y 216/i17 217 214 209 235 293 21
\J

29. Wet-bulb potential temperature at 2240 CST with
10 m sec~l. Compare with figure 25.
32

ceedgecccecccce CCCODDCODDOD00OD
4 2¢7 213 216 218 224 223 221.

22¢



114 DATE 4297¢ TIME 1845 CST RE= 441, FNU= 3¢di. STAR* 5s. STORM VECTCR  221./18.F LEVEL= 15% « N
NO.=_1f. BAR= =s1 R¥S= b

193 194 195 195 165 193 189 1€3 175 1768 177 177 177 176 177 177 177 177 17¢ 173 1713

159 197 N§5 194
BBBBBESBBE
BBBBEEBER : N
156 133 194 1ss 163 188 1€ 178 177 177 176 176 176 176 176 177 176 174 :
8BBBBBB
2RE T ] L 888BBBAE
163 192 1 191 194 164 192 183 135 178 177 1717 178 116 1]7. 45 176 176 177 178
BBBBBBBE :
Bee 8888B8)
15 188 186 155 _tes . 186 178 177 17T 177 176 176 17,372
BBBER ) 5jsssess /79
BEEFEBRBEEBBEEE EERRECEADGREBES @ ~*“idssessnpees
167 186 105 185 152 189 16 1e: 17¢ 177 177(Ops 178 178 % 11 178 178

EBBBBBBBBBAEA
BE!EEEBBEEBBBEEEBEBEEEBBEBEB BEBBR BEBBBBBBBBBAES I7.4
181 179 178 178 177

1€3 183 182 . 181 18l 15 188 184 1E L8’ 178 187 183 189 18 18.
BBB8

BEEEEABBEEL BB EH
BREEEDBBEEBBBE B

182 182 188 179 179 189 . 183 B6 1E4 \1e3 182 84 183 182 lBZ/(HV 182 17 178 177 177
BREEEBBBERBB B BHBBBEBBBEBEBBBBEBF ‘""'FBBB BBRAY I76

gassaen unassdaana'la £BBES g
gs 159 ‘189 189 M 185 /184 183 181 18 178 gv/.u
e88EBRRELHBRFEREPAREBOBAAEREEE

195 151 19% 192 191 18}/186 185 184 182 18 178 178 177

: ccccc . Ae
2, WHT 19, 189 187 185 184 183 181 18 179 178

BBE!GGBBBEU!BE
15 la.

eees| £CCCCCCCCLCCCORE arriere
191 152 195 2i2 269 gii 292[711 19.25¢ 191 189 181 186] 8.6 104 183 181 1s: 179

cceec ceceeccece \\ JBAL BBBBEREEDEE!
ccc ceeeeceecccecccccececce ccc Q BBRE ‘;JQ'L
215 213 239 6 275 285 2.7 211 24 =z 211 22 6 192 1 188 167 “186 185 184 183 182 181 18
ceeeeecceccceecee cc BeS| .

2i1 219 217 216 215 215 215 216 217 ilS 211 25 A4 NSSL 195 188 186 185 185 184 184 183 182 181
ccccl

18,50 o8

193 189 187 !’ 155 184 184 182 182 181

BCLLCCOD
EOCCCCODCEODELEE 22.1;
224 224 223 ea ‘219 218 218 315
Sott coTogr 0D cE COYE ECorErEeD
ECCLCOODECCODECLOLCECTOECCLLDDDE
227 227 226 225 224 223 221 219 211 il4
£CCCCO0DLLDODECEOLCLECODECEDODDLIDD

188 186 185 185 185 185 1684 183 182 182

cccetecereee

DBCCELDDDELODDLCLELCLETOCLECODDOLDY CCCCCCCCCCCC
229 228 228 2271 226 224 222 21% 21 229 2@é& 222 198 193 \QB 186 186 185 185 185 184 182 182 182
CCLLECDDCEDDCLELOCCCCLOCODTOOCOLID CCCCCCCCCCCCCC Qe

ccreecccecccccee -

CCECLCDDELCOBCCLECLCLLDDLOCOBCOL

229 229 228 221 225 223 228 21 214 Z11 2:8 245 zdé2 199 194 197 \N8T 186 186 185 185 184 183 182 182
»

Figure 30. Wet-bulb potential temperature for 1805 CST with
actual storm vector determined from echo centroid motion.
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j Figure 31. Wet-bulb potential temperature for 1805 CST with
’ "erroneous' storm vector which differs from actual vector
by 10° and 2.6 m sec (5 kt). Note contour interval is

! one-half that shown in figure 30. Analysis differences

: in the network are judged to be minor.

33



"noise" are retained. These extremes are illustrated in figures 23 and 24
for the 1500-m wet-bulb potential temperature distribution at 2240 CST.
Circles are rawinsonde release sites, dots are balloon positions after time-
to-space conversion relative to map time, and the 1500 m radar echo is
outlined by the solid curve. The cross passes through the radar site at
NSSL and denotes the orientation of true north. ' '

Although the analyzed distributions, inside the radar echo are not
to be accepted literally (insufficient observations to describe even
general details), certain aspects of the storm's WBPT distribution are
substantiated when referenced to the more detailed surface observations
(see Henderson, 1972). TFor instance, the observation of high WBPT near
WHT is known to be associated with a large vigorous updraft, and the area
of minimum WBPT north of the echo (upper right corner of grid) resulted v
from locally sinking mid-level air. In the analyzed depictions, figure 24
seems to represent the extent of these features better than figure 23.
However, considering the possible influence of less certain data, it seems
advisable tg relax the analysis fit obtained with 4k = 196 km? and use
4k = 441 km“ as the "standard" for other tests (fig. 25). Within a reasonably
broad range, the chosen value of 4k isn't very critical.

The analysis response to variations in 4V can be anticipated only in
a general sense. Choosing 4V = 225 min? is similar to a "synoptic"
analysis because observations older than + 15 min from map time weigh
insignificantly. With 4 V essentially infinity (= 106 min2), a steady,
translating system is implied, and all observations are weighed without
regard to time. It follows if 4 V is chosen somewhere between these values,
a quasi-steady system is implied, and the validity of the analysis response
can be determined only by trial where no knowledge exists as to the actual
steadiness of the disturbance.

Table 2 indicates significant reduction of variance as 4V 1is changed
from 225 to 900 min2. There is a little improvement from 900 to 3600 minz,
and almost no change thereafter. The test standard was chosen as 4v =
3600 min2. '

A particularly interesting comparison of time weighting effects is
illustrated by 1805 CST temperature analyses in figures 26 and 27. A small
thunderstorm just entered the network, produced pea-sized hail at CHK, and
dissipated immediately afterward. At 1805 CST, surface wind data indicated a
moderate downdraft under the radar echo and no organized updraft. The
surface wet-bulb potential temperature pattern (not shown) appeared confused
(many extrema). Considering the decaying stage of this storm, one might
expect similarly confused thermal patterns extending aloft. Figure 26 is not
disappointing. (The pattern's meteorological significance, if at all discern-
ible, will be reported in a future paper.) Here's the point--when little
weight is given to off-time observations, the pattern is remarkably flat, and
the agreement between analysis and observations is relatively poor (fig. 27).
When the off-time data are influential, the analysis agrees more closely with
all observations. The key to '"goodness'" of fit in this case is indicated by
the average differences ("BAR") between interpolated values and observed
data. For figure 26, BAR is nominally zero, but in figure 27 it is 1.1°C.
Moreover the RMS differences are significantly higher in figure 27 although
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" the number of observations failing the limit test (table 2) is still five
(but not the same five).

The 2240 CST WBPT analysis (fig. 28) with 4V = » 225 m1n2 exhibits a
similar lack of detail compared to the analysis standard, figure 25. Also,
average and RMS differences are higher in the network area.

In figure 28, there are two notable examples of analysis response to
closely-spaced observations at different times. The values 20.3°C and 18.0°C
near ELR were observed 4 and 17 min from map time. Near TAB the values
22.9°C and 20.7°C were observed 5 and 26 min from map time. With 4V = 225
min2, the analyzed values around those two stations are largely dominated by
the observations nearer map time. On the other hand, more distance (1n time)
observations exert considerably greater influence when 4 V = 3600 min?2
(fig. 25). Consequently, as reference time changed, the figure 25 pattern
was more nearly conserved.

The effect of along-the-wind enhancement (ellipticity) of the weight
function was investigated by varying V¥* between 1 and 100 m sec -1, Table 3 :
indicates that the analysis fit for V¥ = 1 m sec -1, relatively poor, improves
markedly from V¥ = 10 to 20 m sec_l, and remains rather uniform during
further increases in V*. Generally patterns obtained with V¥ = 1 m sec™
lacked detail. With V# = 10 m sec™! details improved somewhat but weren't
satisfactory. The example in figure 29 shows the WBPT field at 2240 CST.
Compare this with figure 25. A significant difference is noted in the
minimum center north of the echo. These results suggest caution when
applying anisotropic weight functions based on wind direction alone. They
don't always improve thermodynamic analysis.

Finally, several tests determined analysis sensitivity to uncertainties
in the storm translation vector governing off-time observation displacement.
Figures 30 and 31 illustrate the relatively small pattern changes in 1805 CST
WBPT effected by an "error" in the storm vector of 10° and 2.6 m sec” (5 kt).
Comparing the values analyzed at stations, the average difference is about
0.3°C. The pattern differences are considered likewise insignificant. (Note
that the figure 31 grid is rotated clockwise relative to true north, and
the contour interval is 0.5°C, whereas it is 1.0°C in figure 30. Figure 31,
an early display program result, has V¥ = 20 m sec™. However, we've seen
that results with V¥ = 50 m seE1 aren't significantly different.)

7. CONCLUDING REMARKS

Several methods proposed recently assimilate asynoptic data into
analysis and prediction schemes (Miyakoda and Talagrand, 1971; Talagrand
and Miyakoda, 1971; Bengtsson and Gustavsson, 1971). These computationally
sophisticated schemes generally position data according to a suitable
prediction equation and assign weights to the observations according to
their "age." Weights are determined empirically in a manner similar to
this study--by finding some suitable minimum in the RMS residuals between
analyzed-versus—observed values.
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The "prediction'" equation for positioning observations in this
analysis scheme is a simple one-dimensional advection equation with constant
advection velocity.. So far, applications have been restricted to distribu-
tions associated with phenomena that are long-lived relative to the interval
between observations. The principal advantages of this scheme are that the
response to various scales can be selected to accommodate (or take advantage
of) pre-existing information regarding the phenomenon's physical attributes
or the peculiarities of the data set, and computational simplicity makes it
a useful tool for analyzing a wide range of geophysical phenomena whose .
complicated physical interrelationships are poorly understood.

. The mesoscale upper air analyses presented here are considered to be
only a "first look." To date, each physical parameter has been analyzed
independently and without constraints on its vertical distribution.
Hopefully, this simple technique will prov1de useful information suggestlng
methods for amalgamating the different variables into dynamlcally consistent
analyses. The more sophisticated treatments likely will be based on
variational schemes now being developed by several investigators (e.g.,
Sasaki, 1970).
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APPENDIX A

Comparison of Analysis Techniques

Analyses of upper air observations (figs. 23 and 30) tested Cressman's
(1959) weight function against the weight function defined by (41) to deter-
mine their relative merits. Computer programs were identical except ’
subroutine INTERP (see appendix C) was replaced by one 1ncorporat1ng the
Cressman weight function

(R® - a®)/(R® + d°). (A1)

R is the influence radius and d is the distance from grid point to observation.
A short computation developing statistics for grid point values was added to
both subroutines (not shown in appendix C).

'The manner in which (41) was applied makes it equivalent to (2), the
space weight function. All data were treated as though observed §1multa—
neously; time weighting was suppressed by setting 4 v = 10000 min Along-
the-wind enhancement was also suppressed by V* = 1000 kt. Space Welght
factor 4k = (21 km)Z2 and y = 0.343.

To make the initial Cressman weight nearly equivalent to the above weight,
we set W = e"l, let d be some proportion of R such that d = pR where O<cpel,
and solved (A.l) for p. The result p = 0.68 required R = 30.86 km or, since
the mesh size is 6.35 km, R = 4.86 grid lengths. This value is comparable
to the 4.75 grid lengths Cressman used for initial R in large-scale
operational analyses. On each of two succeeding scans, R was decreased by
one grid length. We adopted Inman's (1970) requirement that no fewer than
two observations should determine a grid point value, thus R may locally
increase to be greater than the assigned influence radius for the current
scan. Grid point values were not smoothed in either technique.

Five variables were analyzed for each of two data sets: 1805 CST and
2240 CST at 1500 m altitude. We tested the statistical agreement between
analyzed results and observations on the one hand, and the pattern of analyzed
gridded values on the other. Table Al summarizes these tests.

For each analyzed variable, observations within + 7 grid points of WHT
(fig. 23) are compared to the field value bi-linearly interpolated from the
four adjacent grid point values to the data point. The "Data Point" statistics
are as described in section 6.2. The "Grid Point'" statistics are derived
from the 425 analyzed values. Mean (AVG) and variance (VAR) have their usual
definitions. The rightmost column is an estimate\ of the local field curvature.
The absolute value of the Laplacian (sans division by the grid length squared)
was calculated from the five values adjacent to and including each grid point:

LAP = |g(x+1,y) + g(x-1,y) + g(x,y+1) (A2)
+ g(x,y-1) - be(x,y)|.
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These values, averaged over 425 points, indicate the noisiness, or lack of
point-to-point correlation, of the analyzed fields. :

Except for the "LAP" column entires, the statistics from the two weightin;
techniques are in close agreement. The RMS values for Cressman weighting
average 20 percent smaller, indicating that method coverges more rapidly to
the observations in these tests. However, by obtaining closer fit at data
points, Cressman weighting generates considerable noise throughout the rest
of the field. In every test but one, the point-to-point curvature is at
least two times greater. Also, the Cressman field variance averages 14 percer
higher for the 2240 CST data set.

The need for additional smoothing of Cressman-weighted results is under-
standable. However, this cosmetic destroys the advantage of rapid convergence
to observations, since the agreement at data points will be compromised by
the smoothing filters. Furthermore, additional smoothing necessitates longer
computation times, and in these tests the abbreviated Cressman technique
already requires 10 percent longer execution time. The more efficient techniq
described in this paper converges directly (one iteration) and smoothly to
the desired pattern correlation, and its versatility in accommodating asynopti
observations increases its value as an analysis tool.
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- Table Al. Comparison of analyses using weight function (41) versus Cressman
weighting technique based on data plotted in figures 23 through 31. Data
point statistics include number of observations in network area, average .
difference (BAR), and RMS difference between observed data and analyzed
value at same point. Grid point statistics include mean (AVG), variance
(VAR), and the average absolute Laplacian (LAP) of the 425 grid p01nt
values for each map. See table 1 for additional conventlons.

1805 CST
DATA POINTS GRID POINTS

Technique No. BAR RMS AVG VAR LAP

WBPT = Cressman 10 0.0 0.2 18.9 1.5 0.48
Eq. (41) 10 0.0 0.3 19.0 1.5  0.23

T 10 0.0 0.4 18.2 1.7 0.79
‘ 10 0.1 0.5 18.1 1.7 0.36

MXR 10 0.0 0.3 8.5 2.2 0.63
10 0.0 0.4 8.6 2.2 0.28"

U 6 0.3 0.9 18.3 3.7 1.67
6 0.4 1.1 18.2 3.4 0.60

v 6 0.0 0.4 10.4 2.3 1.06
6 0.0 0.5 10.3 2.3 0.44

2240 CST

WBPT  Cressman 6 0.0 0.5 20.5 2.4 0.92
Eq. (41) 6 0.0 0.6 20.6 2.1 0.41

T 6 0.0 0.2 17.4 1.7 0.77
6 0.0 0.3 17.4 1.4 0.34

MXR 6 -0.1 0.7 10.8 3.5 1.34
6 0.0 0.9 10.9 3.1 0.60
U 6 -0.1 0.8 13.3 4.8 2.53
6 -0. 1.1 13.4 3.8 1.29

v 6 -0.1 1.1 14.3 4.9 1.98
6 -0.1 1.3 14.4 4.5 0.88
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APPENDIX B

Surface Wind Analysis Program

This program is written in FORTRAN IV language. The main program inputs
data from a previously prepared magnetic tape (device 4), reads from cards
(device 5) the output device number (L0O), total number of observations per
station in the data bank (NTOBS), weight function parameters (4k = RE,
4v = FNU; see (19)), number of observations per station to be included in
each map analysis (NT), storm direction and speed (SD,SS), reference time
(NTIME), and date (IDT). After bookkeeping calculations for the time-to-space
conversion of data points, the program calls subroutines which accomplish the
interpolation to grid points (INTERP), divergence (DIV) and vorticity (VORT)
calculations, and outputs contoured maps of the analyzed fields (CONTUR).

[ SURFACE ANALYSIS WITH TIME~-SPACE CONVERSION
(o FOR SURFACE WIND FIELDs ACTUAL AND RELATIVE

DIMENSION STA(44)+IT(109)s DIR(444+4109)+sSPD(44+109)+U(44+109)»

1 V(44,109), DX(O7) eDY(07)eXS(44) +YS(44),

2 KK(6)sDGP(36+¢30) +SAVE(36+30)

COMMON KT (O7)sDT(O7) ¢XL.(44907)eYL{44+07)+IMIN(44407)

1 JIMIN(44+407) sMAP(24+420) sRE+FNUISUISVIUR(24+20)¢VR(24+20) «NTHLO

DATA KK/4H UsdH Ves4H SPD+4H DIRs4H DIV+4HVORT/

DATA XS/-9eB831=2¢551-22e431~16e¢819~8¢92¢—32e29:~22129~14:23»
1=3e9=41054¢~33e200~11e804~25e469~116969=43e¢97+—33e51—25e169~1T7e42»
200 1=48e98¢~22.T761-35e63+-30632+1-44¢58¢~38e20+~28e¢34+-53¢38+-45:49
3-38620429e¢710=60e511=57463s=52e773s~560110-49,58+~40¢03¢~3123¢
8563841+5095¢3e373=260079=847e¢469=17042¢=17e12/

DATA Y¥S/43e49037¢01+41663131e820132e19027e¢7502775924697922e56
118863 18686418e864+17¢19010e¢89910071+6626+96¢0792¢0+0009=3e¢749—0e41
207840004+ —-8Be551—=0e48+—7e081—16652+-15604¢~18e93+-15e¢979~-11+150
3-3e5642e18112¢56920634+30e71037¢01+~8¢93119¢04147¢38:45¢53:432¢010
417199856/

DEL.=8.1015

RAD=5729578

CT=0415444

READ(5+996)L0+NTOBS

996 FORMAT(I2,13)
20 READ(44100) ((STA(N)+IT(M) +sDIR(NosM) ¢+ SPD(NsM) +M=1+sNTOBS) sN=1+44)
100 FORMAT(A3¢8Xs14+2XeFQ360¢F440)
WRITE(LO:103)(STA(N) +N=1044)
103 FORMAT(18H10RDER OF STATIONS/(1H .sA3))

19 READ( 5 +102) RE+FNUJNT :
102 FORMAT (2F5e0+15)
REWIND 4
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C
(o]
21
101

C

221

22

24

25

26

29

INPUT STORM VECTOR IN DEGREES AND KNOTS+ANALYSIS TIME AND CALCULATE

COMPONENTS OF STORM VECTOR
READ( 5 +101) SDsSS«NTIME,.IDT
FORMAT(F4e0+FSelsI5¢1X016)
CALL DISPLA(20H NOW WORKING AT TIME.NTIME)
IF(NTIME+EQe99999) GO TO 36
ANG=SD/RAD
SU==SS*SIN(ANG)
SV==SS*COS ( ANG)

CALCULATE COMPONENTS OF ACTUAL AND RELATIVE WIND FIELD IN KNOTS

DO 22 N=1+¢44
DO 22 M=1.NTOBS
IF(DIR(NsM)eNEe999¢) GO TO 221
U(NsM) =999,
V(NeM) =999
GO TO 22
ANG=DIR(NsM)}/RAD
U(NeM)= =SPD(N+M)*SIN(ANG)
V(NeM)= ~SPD(N+M)*COS (ANG)
CONT INUE
DU=SU*CT
DV=SV*CT
CALCULATE DISPLACEMENTS (KM) OF NT OBSERVATIONS SURROUNDING MARPTIME
DO 23 L=1sNT
FJ=L=-(NT/2 + 1)
DX (L )=DU*FJ
DY (L) =DV*FJ
CALCULATE LOCATIONS INDEXES OF DATA TO BE ANALYZED
DO 25 M=1sNTOBS
IF(IT(M) «NESNTIME) GO TO 25
J=M+NT/2
DO 24 L=1.NT
KT(L)Y= J-L+1
GO TO 26
CONT INUE
GENERATE TIME DIFFERENCES BETWEEN 0BS AND MAP TIME
DT(1)= SH¥(NT/2)
DO 27 L=2+NT
DT(L)=DT(L-1) ~ Se.
CALCULATE DISPLACEMENTS IN KM FROM NORMAN FOR EACH OB
DO 29 N=1,44
DO 29 L=1NT
XL (NL)=XS(N) + DX(L)
YL(N.L)=YS(N) + DY(L)
CALCULATE GRID POINT NEAREST EACH OB
XX=XL(N«L)/3e17S
YY=YL(NsLL)/3e175
I=(XX=-FLOAT(IFIX{XX)}) + XX
J=(YY=FLOAT(IFIX(YY))) + YY
1=27 + 1
J= 20-J
IF(lelLTel) I
IF(1 eGTe36)
IF(JelLTel) U=
IF(JeGTe30) U=30
IMIN(NJ.L)=1I
JMIN(NsL)=J

1
=36

[ ||
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200

32

33

250

34

35

36

600
610

630

620
650

660

670
640

WRITE(LO«200)KK(1) 4+ IDToNTIMESREFNUsSD+SS

FORMAT(1H1 + A4, 9H ACTUAL +5X9s4HDATE s I 793X+ 4HTIME s 1Ss4H CST+5Xs
13HRE=34FS5e0 32X s 4HFNU= sF 660 ¢+ 5X s 1 2HSTORM VECTOR.F7.0,1H/.F4.1)
CALL INTERP(U+sS5s14¢DGP)

WRITE(LO+200)KK(2) 4 IDT, NTIME.RE.FNu.so.ss

CALL INTERP(V+5s1lesSAVE)

CALL DIV(DGP,sSAVE sDEL)
WRITE(LO;ZOO)KK(S)oIDToNTIME.REoFNUcSDoSS

CALL CONTURI(50)

CALL VORT (DGP s SAVE ¢ DEL )
WRITE(LO+200)KK(6) ¢ IDTsNTIMEWRE FNU+SD+SS

CALL CONTUR(50)

DO 32 J=1+20

DO 32 I=1+24

MAP(I+J)=DGP (] +J)

WRITE(LO+200)KK(3)+ IDTsNTIME+RE+sFNU+SD+SS

CALL. CONTUR(S)

DO 33 J=1+20

DO 33 1I=1.24

MAP (1 +J)=SAVE(1I+J)
WRITE(LOs200)KK (4} + IDT«NTIMEJREFNU+SD+SS

CALL CONTUR(30) )
ACTUAL WIND FIELD ANALYZED TO THIS POINT
WRITE(LO+s250)KK(3) 9 IDTsNTIMEWRE+sFNU+SD+SSsSUSV

FORMAT (1H1+sA4+s9H RELATIVE +SX+s4HDATE» I7s3X+4HTIME s I1S44H CSTe5X
13HRE=sFS5s 012X +4HFNU=+F 660 +5X+ 1 2HSTORM VECTOPoF?-Ole/vF4oI.
23X e3HSU=eF S el ¢ 3XsBHSV=eFS561)

DO 34 J=1,20

DO 34 I=1,24

MAP (14 J)=SART(UR( I+ JI¥UR( I s JI+VR(I:JI*¥VR(I4J))

CALL CONTUR(S)

DO 35 J=1,20

DO 35 I=1+24

MAP( 1+ J)=ADIR(UR(I+J)sVR(IsJ))
WRITE(LO+250)KK(4) ¢« IDToNTIME'+RE+sFNU3+SDsSSesSUsSV

CALL CONTUR(30)

GO TO 21

CONT INUE

CALL EXIT

END

FUNCTION ADIR(UsV)

IF (U)6104+620+630
ADIR=90.-57+2958%ATAN(V/U)
GO TO 640
ADIR=270¢-57«2958%ATAN (V/U)
GO TO 640

IF (V165046604670

ADIR=360.

GO TO 640

ADIR=999.

GO .TO 640

ADIR=180.

RETURN

END
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10
11
12

13

14

16

17

18

SUBROUTINE INTERP(P+ INT+FACTOR sDGP)

DIMENSION P(44+109)+DIF(4447)¢DGP(36330) ¢« XGP(36)+YGP(30)
COMMON KT(O7)sDTC(O7) +XL(44407)2YL(44407)+sIMIN(EG44+07)

1 JIMIN(44407) s MAP(24420) +RE 4FNU+SUsSVsUR(244+20) s VR(24+20) oNT+LO
DATA XGP/—82-550-7903750f76.29-7300250’690850"66.6750“63-51
1-60e3254~57e154=53e975¢=50e8+=87e66254=44e45,~81e275:=38e13~34,925,
2-316751-28e5751-25¢4¢-226225+—19¢053=15e875+-12e74-9e5254~6¢35,
3-301751064301751663519¢5254112e7+15e8754+190054226225+2504428¢575/
DATA YGPR/ 6032515715953 e975150e8347e6525144e45
141¢2754380¢1134¢925131e¢75128e57512504122e2251196¢055156875+12e7
29052596.3503.175'000—30175'-6-350‘90525'—12.70“15-875)‘19.050
3=22e2253 25044 =28¢575¢=3175/

NREP=0

A=RE

B=FNU

INT=INT

DO 14 JU=1,30

DO 14 I=1+36

SUM1 =0,

SUM2=0.

DO 12 N=1.44

DO 12 L=1sNT

K=KT (L) )

IF(P(N«K) eEQe999s) GO TO 12

XX=XL(NsL)=XGP (1)

YY=YL(NsL)=YGP(J)

R2=XX¥XX+YY*YY

T2=DT (L) *%2

EWT=-R2/A - T2/B

WT=EXP(EWT)

IF(NREP.EQes1) GO TO 10

SUM1 =SUM1+WT*#P (NsK)

GO TO 11

SUM1 =SUM1+WTH*DIF(NsL)

SUM2=SUM2+WwT

CONT INUE

IF(SUM2.EQeOe) SUM2=1,

IF(NREP.EQ+0) GO TO 13

DGP(1+4J)=DGP(1+J) + SUMI/SUM2

GO TO 14

DGP(1+J)=SUM1/SUM2

CONT INUE

IF(NREP+EQe1) GO TO 17

DO 16 N=1s+44

DO 16 L=1¢NT

K=KT (L)

I=IMIN(N.L)

J=IMIN(N.L)

DIF(N+sL)=P(NK)~=DGP(14+J)

NREP=1

A=RE*0+5

GO TO 9

DO 18 J=1,+20

DO 18 I=1,24

MAP(I's J)=DGP(I+6+¢J+5)¥FACTOR + SIGN(0eS+DGP(I14+6+J+5))

CALL CONTUR(INT)

RETURN

END
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SUBROUTINE CONTUR(INT) :
DIMENSION KALP(17)+LINE(131)sLIN(24)
COMMON KT(O7)+DT(07) o XL(44407)2YL(44407)+IMIN(GE+07) s
1 JMIN(44407)sMAP(24+20) sREsFNUsSUsSVsUR(24+20) s VR(24320) sNT+LO
DATA KALP/1H +1HA31H «1HBs1H s1HCs1H +1HDs1H +1HEs1H +1HFs1H o
* 1HGv1H s 1HH s 1H*®/ '
MIN=MAP(1,41)
MARK=KALP( 1)
DO 101 J=1.20
DO 101 I=1.24
M=MAP (1 +J)
IF(MeGTe99999¢OReMoL.T « ~9999 ) M=99999
IF (MeLTeMIN) MIN=M
101 CONT INUE
IF(MIN.GE.O) GO TO 102
MIN=(MIN/INT-1)%INT %10
GO TO 104
102 MIN= (MIN/INT)*INT *10
104 WRITE(LOs201)(MAP(141)41=1,24)
201 FORMAT(/1HO0.2415)
INT10=INT*10
DO 1 JR=2:20
DO 2 JJ=1.2
DO 3 L=1+24
3 LINCL)=((MAP(L +JR)~MAP (L ¢ JR~1) ) ¥JJ%*10) /3+MAP (L + JR—1) %10
K=1
DO 4 I=1,23
LINI=LINCI)
LINE(K)=LINI
NDZ=LINCI+1)-LINI
DO S5 L=1.4
K=K+1
5 LINE(K)=(NDZ*L) /5+L INI
K=K+1
a CONT INUE
LINE(K)I=LIN(24)
ICOUNT=1
M=4
GO TO 1212
1313 ICOUNT=L+5
M=4
1212 DO 6060 L=ICOUNT+116
M=M+1
K=M/5
IF(KeEQel) GO TO 1010
1111  IDF=LINE(L)—-MIN
I=IDF/INT10
IS=1=(1/16)%16+1
LINE(L)=KALP(IS)
GO TO 6060
1010 M=0
IF(LeEQe116) GO TO 1111
NDZ=LINE(L)=LINE(L+5) ]
IF(IABS(NDZ)eLT«4%INT10) GO TO 1111
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6060

901

900

30

31

LP1=L+1
LP2=L+2

LP3=L+3

LP4=L+4

LINE(L)Y=KALP(1)

LINE(LP1)=KALP(1)

LINE(LP2)=KALP(1)

LINE(LP3)=KALP(1)

LINE(LP4)=KALP(1)

GO TO 1313

CONT INUE

IF(JUReEQe 166ANDsJJeEQe 1) MARK=KALP(17)
WRITE(LO+901 IMARK s (LINE(L)sL=1+116)
FORMAT(1H +A1,3X,116A1)

MARK=KALP (1) J

CONT INUE
WRITE(LO«9O00)(MAP(I1+JR) s I=1424)
FORMAT(1H +2415)

CONT INUE

DO 7 L=1+116

LINE(L)=KALP(1)

LINE(101)=KALP(17)
WRITE(LO+901)IMARK ¢ (LLINE(L)sL=1+5116)
RETURN

END

SUBROUTINE DIV(DGP4+SAVEDEL)
DIMENSION DGP(36+30) +SAVE (364+30)
COMMON KT(O7)¢DT(O7) +XL(44407)sYL(44,307)+sIMIN(44,07)

1 JMIN(44407) ¢ MAP (24 +420) sREsFNUsSU+SVIUR(24+20)sVR(24420) +NTHLO

DO 30 JU=1.+20

DO 30 1=1,24

UR(I+J)=DGP(I+6+¢J+5)~SU

VR(I+J)=SAVE(I+6+J+5)-SV

MAP(14J)=DEL¥(DGP(I+7¢J+5)=DGP(1+54 J+S5)+SAVE(1+64J+4)=SAVE(I+64+J+6
1))

RETURN

END

SUBROUTINE VORT(DGP s SAVE +DEL.)

DIMENSION DGP(36+30) +SAVE(36+30)

COMMON KT(O7)+DT(O7) s XL(44407)sYL(A44+07)+IMIN(44407)

1 JUMIN(44407)sMAP(24420) +RE+FNUsSUsSVIUR(24+20) +VR(244+20) o+NT.LO

DO 31 JU=1.20

DO 31 I=1,24

MAP (1 ¢J)=DEL*(SAVE(I+74J+5)=SAVE(1+5,J+5)~DGP(1+6,J+4)+DGP (1 +64J+6
1))
DGP(1+¢J)=SQRT(SAVE(1+6+J+5)%*SAVE(I+6+J+5)+DGP ([+6 ¢ J+5) ¥DGP( I +6 ¢ J+5
1))

SAVE(] ¢ J)=ADIR(DGP(I+6+J+5) s SAVE(I+6+J+5))

RETURN

END
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APPENDIX C

Upper Air Analysis Program

Bookkeeping functions in this program are considerably more complicated
than those of the surface analysis program (appendix B). The irregular rtimes
of observation and drift of balloons in space necessitate the more elaborate
treatment. The progrdm calculates distributions of both wind and thermo-
dynamic variables, whereas the surface program treated wind data only (other
variables are analyzed in separate programs). The input data for this
FORTRAN IV program are the NSSL rawinsonde archive tapes (see Barnes et al.,
1971). Control parameters input from cards include:

I0 I index (in +x direction) of center grid point.

JO J index (in -y direction) of center grid point.

NX Total number of grid points in x direction.

NY Total number of grid points in -y direction.

DEL Mesh size (km).

X0 Location (km) of center point (at station WHT)

YO from NSSL. Grid.is rotated about this point such
that x axis aligns along storm vector.

MS Total number of soundings applicable to analysis.

STAR Characteristic speed V¥ (m sec—l) for along the
wind weight enhancement. See (40).

RE 4k (see (19)).

FNU 4y (see (19)).

Z Analysis level (meters above mean sea level).

MXR Mixing ratio contour interval (10 = 1 g kg~1).

ZA Height of data to which following confidence factors

apply.

M Station identification number.

L Sounding number in this series.

A Confidence factor for wind data.

B Confidence factor for theormodynamic data.
SD Storm direction (from).

SS Storm speed (kts).

TIME Reference map time.

DT Data.

In addition to the subroutines identified in appendix B, balloon positions

are plotted in subroutine XYPLOT. This allows convenient checks between data
and analyzed features.
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C

520

PHASE 1 ANALYSIS FOR 1970 RAWINSONDE DATA REVISION G JAN 1972
DIMENSION ID(948)sX(9s8)9sY(9¢8)eTM(938)+sT(9+8)+sAM(9+8) +WBPT(F¢8)»

1 U(9e8) e V(948)9sSRI9+8) +DX(9+7)+DR(9+18) s XS(9)1YS(9) +DGP(35+19)
2 SAVE(35+19) sKK(11)+UG(De8) s VG(998)sTA(T+8)+WA(9+8) sAN(9+8)
COMMON UR(25¢17) s VR(25+17) ¢+ NEAR(O) yDELT(948) o« XL(948) 2 YL(Fe8)
1ILLCU948) +JLLC(948) 1MAP(25+19) +yRE+FNUsSUsSVsSTARIXGP(35) +sYGP(19) s
2D(948)eS(9:8)sLLSAVE(I) s TEST ¢+ XOs YOeB+CsDEL + SD¢RAD s RMS » BAR

DATA XS/=845e5¢=17e¢115¢31=84¢01—17¢5+6¢09=47e4¢—260e0:3e4/

DATA YS/=15¢0+-8¢61~8¢9410¢791609119¢09132¢0+45e4+473/

DATA KS/2H1S/

DATA KK/4HWBPT +4HTEMP+4H MXRe4H Ue4H Ve4H DIV e4HVORT o 4H SPDe
14H DIRs4H XY +4HWIND/ : '
DXY=100000+/12700.

CT=1853248/60

RAD=57.29578

READ(S91) I0e¢JOINXINYsDEL e+ XOsYOsMS
FORMAT(213+2144F6e3¢2FT7el1¢14)

TEST=FLOAT (NX/2) *DEL

READ(5+520) STARRE +FNU

FORMAT(3F10.0)

XGP(1)=FLOAT(1-10)*DEL

YGP(1)=FLOAT (JO-1)*DEL

DO 3 K=24NX

XGP (K)=XGP (K-1)+DEL

DO 4 K=24sNY

YGP(K)=YGP (K~1)-DEL

3000 DO 45 M=1,9

45

DO 4S5 L.=1,8
ID(MoL)=0
TA(MsL)=1e
WA(MsL)=1e
AN(MqlL )=999,
X(MelL) =999
Y(MslL )=999
S{MeL )=999e
D(MsL)=999.
T(MsLL) =999
TM(M.L )=999.
AM (ML )=999,
XL (MslL)=999,
YL(MoL)=999,
U(MeL) =999
V(ML )=999.

UG (ML )=999.
VG (ML )=999.
SR(M.L )=999,
DR (ML )=999.
DELT (ML) =999
WBPT (MsL )=999.
READ(546) Z+«MXR
FORMAT(F6e0415)
IF(ZeEQeOe) GO TO 36
REWIND 4
WRITE(64+801)
NS=0
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MO

1000
76

5000
5002

5001

78

85

300

303

86

304

20

21

DO 8 K=149

LSAVE(K)=0

READ(54+2) ZAsMsL.sAWB

FORMAT(FS5e04212¢2F44e1)

IF(M.EQeO) GO TO 1000

IF(ZAeNEeZ) GO TO 5

TA(M.L)=A

WA(M.L)=B

GO TO 5

READ(4+476) KEY

FORMAT (A2)

IF(EOF (4)) S000+5001 -

PRINT 5002+ NS+sKEY1SSS+ISN«Z ’
FORMAT(13¢A2:A3+154F70)

GO TO 36

IF(KEYeNEeKS) GO TO 1000

READU4 +78)SSS+LDATESLTIME s IRSNsHTS+SLAT +SLONG+ IDDs ISNs ICN
FORMAT(1H +A342X 121641 7sFS5e0eF6e2sF7e2:3X012:16417)
IF(SSSeEQe3HEDMe AND L TIME «EQe0127)GO TO 6932
ICN=ICN/100

IF(ICNeNE«.12) GO TO 1000

NS=NS+1

M=1DD

READ(4+300)

READ(4+300)

READ(4+85) MAX

FORMAT (8H MAX = 413)

READ(4.+300)

FORMAT(1H +19X)

DO 86 N=1,MAX

IF(NeEQel111) READ(44+300)
READ(4+303)HsP1sT1eTD1+sAM1,SPD1+DIR1sULlsV1eX1aY1lsTMI
FORMAT(1H +2F 701 12F 601 46X sFT7e2:26XsF6014F6e0:+2F601+15Xs2FBe34F7e2)
IF(HeEQeZ) GO TO 20 :
CONT INUE

WRITE(6+¢304) Z+sSSSsISNILTIME

FORMAT(21HOUNABLE TO FIND LEVEL +F70¢9H DATA F0R05X0A305Xv
16HASCENT s IS+5X+4HTIME, 16)

GO TO 1000

L=LSAVE(M) +1

LSAVE (M) =L

IF(DIR1eNE«999¢) GO TO 21

SPD1=999.

U1=999,

V1=999,

X1=0e

Y1=0e

TLC=TD1-(0001296%TD1+061963)*(T1-TD1)
TLK=TLC+273.16

TK=T14+273. 16

PD=P1#(1e—(TLK/TK) ¥%¥3e5)

P2=P1-PD

PS=P2%P2

P3=P2#PS
B=—102¢406784+0¢29999%¥P2=(2e¢ 7T64E—4) ¥*PS+9 . 9E-8%*P3
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401

402

115

209

210

6932

0O00

112
113
2000

IF(TLC-B)401¢402+402
A=—135.018054+0¢33800929#P2=2 ¢ 887E—4*PS+9+ 6GE-~8%#P3
WBPT(MsL)=10e+(TLC=A)*¥10+/(B=A) o
GO TO 115

==56e5666+01973568%P2~1 ¢ 705E—-4 *¥PS+5.98E-8%P3
WBPT (MsL)=20e+(TLC=B)*10e/(C-B)

T(MeL)=T1

AM(M,L)=AM1
UML) =UL
VM. L)=Vv1
XML )=X1

Y(MeL)=Y1

S(MeL)=SPD1
D(M,L)=DIR1
AN(M.L)=ISN
LH=LTIME/100
LM=LTIME -~ LH%*100

TM1=FLOAT(LLM) + TM1

IF(TMl oLLTe60e¢) GO TO 210
LH=LH+1

TM1=TM1-60¢
GO TO 209

TM1=FLOAT(LH)*100s + TMI

IF(TM1 el.Te0600e) TMI=TM1+2400.

TM(M,L)=TM1

ID(MsL)=M

IF(NSeNEsMS) GO TO 1000
REWIND 4

IF DISPLACEMENT IS UNAVAILABLE OR NO CONFIDENCEs SEARCH FOR
CLLOSEST OB FROM THIS STATION HAVING GOOD DISP AND SUBSTITUTE.
REDUCE CONFIDENCE PARAMETER FOR THERMO DATA BY 20 PER CENT.
DO 113 M=1,9
N=LSAVE (M)

IF(N.EQ.0) GO TO 113

DO 112 L=1sN
IF(D(MsL.) eEQe999e e OR«WA(MeL.) eEQeOe) GO TO 114
GO TO 112

I=1

K=1

J=L

J=J+K

IF(JeGTeNeOReJeLTel) GO TO 110
IF(D(MeJ) eEQe999e e OReWA(MsJ) eEQeOe) GO TO 110
X(MsL)=X(MoJ)

Y(MeL)=Y(MsJ)

TA(ML)=08%¥TA(MsL)

GO TO 112

K==1I%( IABS(K)+1)

==]

GO TO 111

CONT INUE

CONT INUE

READ(S+s7) SDeSS«TIMELIDT
FORMAT(FQ3e0sFS5e¢13sF5¢001X0s16)
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IF(TIME«EQe99999+) GO TO 3000
IF(TIMEe«LTe0600e) TIME=TIME+2400
C CONVERTS KNOTS TO KM/MIN

SS=SS*CT
ANG=(270¢-SD)/RAD

" B=SIN(ANG)
C=COS (ANG)
PHI=SD/RAD

- C COMPONENTS OF STORM VECTOR IN M/SEC

SU==SS*SIN(PHI )%1000¢/60 -
SV=—SS*COS (PHI )*1000+/60+
DO 116 M=1,9 :
N=LSAVE (M) -1
IF(NeLE.O) GO TO 116
DO 117 L=1sN
ITI=TM(MsL)/100,
IT2=TM(MsL+1)/1004
HR=(IT2~1T1)%*60
FT1=1T1%100 :
FT2=1T2%100
DT STM(MsL+1)=FT2=TM(MsL)+FT1+HR
DX (ML )=—SS*DT
117  CONTINUE
116  CONTINUE
c GENERATE ARRAY OF TIME DIFFERENCES IN MIN BETWEEN EACH OB AND MAP TI
DO 118 M=1,9
N=LSAVE (M)
IF(N+EQeO) GO TO 118
DO 119 L=1eN
ITI=TM(MsL)/100.
IT2=TIME/100.
HR=(1T2-1T1)#60
FT1=1T1%100
FT2=1T2%100
DELT(MsL)=TM(MsL)+FT2-TIME=-FT1~HR
A=X(MoL)+XS (M) =XO
TK=Y (MsL)+YS (M) =YO
XL(MeL)I=AXC + TK*B
YL (MesL)=TK*C—A*B
119  CONTINUE
118  CONTINUE
c FIND OB NEAREST MAP TIME AND USE THAT BALLOON DISPLACEMENT
c AS THE ORIGIN FOR POSITIONING DATA LINE. (FIND THE L OF NEAREST OB)
DO 18 M=1,9 -
N=LSAVE (M) -1
NEAR (M) =1
IF(N) 17,18470
70 DO 16 L=14N
TEST1=ABS(DELT(Ms+L))
TEST2=ABS(DELT (MsL+1))
IF(TEST1eGT«TEST2) NEAR(M)=L+1

16 CONT INUE

GO TO 18
17 NEAR (M) =0
18 CONT INUE
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C CALCULATE DISPLACEMENT OF -NEAREST OB IN TIME FROM MAP TIME
DO 28 M=1.9
L=NEAR (M)
IF(L+EQeO) GO TO 28
DTX==DELT (ML) *¥SS

o CALC DISPLACEMENT (KM) OF OBSERVATION FROM WHT IN GRID COORDINATES
XL (MsL)=XL (MsL) + DTX _ - :

C CALCULATE DISPLACEMENT OF EACH OTHER OB FROM NEAREST 0B REF GRID

25 L=L-1

IF(L+EQeO) GO TO 26
XL (Mo ) =XL (MsL+1)=DX(MsL)

GO TO 25
26 L=NEAR(M)
27 L=L+1

IF(LeGTeLSAVE(M)) GO TO 28
XL(MsL)=XL(MsL=1)4+DX(MsL.=1)

GO TO 27
28 = CONTINUE

C DETERMINE 1 AND J AT LOWER LEFT CORNER OF GRID BOX CONTAINING oB
DO 38 M=1,9 .
N=LSAVE (M)

IF(N.EQs0O) GO TO 38

DO 37 L=1sN

DO 12 J=2,19

IF(YL{MsL) eGTeYGP(J)) GO TO 13

12 CONT INUE
J=J=1
13 DO 10 1=2+35
IF(XL(MesL)sLTeXGP(I)) GO TO 11
10 CONT INUE
I=1-1
11 ILLC(MslL)=1-1
37 JLLC (ML) =J
38 CONT INUE

IF(TIME«GE¢2400¢) TIME=TIME-2400.
NTIME=TIME

c STORM SPEED CONVERTED TO MPS

SS=SS*#1000e/606
c CALC RELATIVE WINDS AND CONVERT UsV COMPONENTS OF ACTUAL WIND TO
c GRID COMPONENTS

DO 52 M=1,9

DO 52 L.=1.8

IF(D(MsL) eEQe999s) GO TO 52
Ul=U(M,L)~-SU

V1=V(M,L)-SV

SR(M+L)=SQRT (U1#U1+V1*V1)
DR(M+L)=ADIR(UL1sV1)
UG(MsL)IZU (ML) ¥C+V(M,L)*B
VG(MsL )=V (ML) ¥C~U(M,L)*B

52 CONT INUE
801 FORMAT (1H1+19X)
B=0e

BAR=9999.9
RMS=9999.9
WRITE(6+200)KK(1)+ IDT+NTIMEIREsFNU+STARSD1SS+Z+B+BARRMS
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50
800

802

51

53

200

DO 50 M=1,9

WRITE(6+4800) Mo (AN(M4L) e XL (Mol ) 4L=1,48)

WRITE(6+800) Ms(DELT(MsL)sYL(MeLL)sL=1,+8)

WRITE(64800) M!(TM(MQL)OWBPT(M’L)OL 1.8)

WRITE(64¢300)

FORMAT(1IH +13:8(3XesF5e604F7e1))

WRITE(6+802)

FORMAT(1H 'ISX'IHI014X01H2014X01H3014Xo1H4;14X91H5014X01H6014X0
11H7+14X41H8)

WRITE(64+200) KK(ll)0IDTQNTIME!REOFNUOSTAROSD!SS’ZQB.BAR'RMS
DO S1 M=1,9

WRITE(6+¢800)Ms (TM(M4L ) sS(MsL. ) slL=14+8)
WRITE(60800)M9(DELT(M0L)oD(MoL)’L 1.8)

WRITE(6+4300)

WRITE(6+802) ] )
WRITE(6+200) KK(11)+IDT+NTIME+WREIFNUsSTARI1SD+SS+Z+B+BARRMS
DO S3 M=1,9 , ' '
WRITE(64800) Ms (TM(MslL) s SR(MsL)sL=1,8)

WRITE(64+800) Ms (DELT(MosL) +DR(MsL)sL=1,8)

WRITE(6+300)

CONT INUE

WRITE(6+802)

WRITE(6+200) KK(10)9IDT|NTIME'REQFNUQSTARQSDOSSOZoBQBAR.RMS
FORMAT(1H1 +A4 45X+ 4HDATE+17+3Xs 4HTIMEs IS+4H CST+5X).
13HRE=93FS5e0+2Xs4HFNU= 4F6¢0 15X+ SHSTAR= 4F5e OqSXclEHoTORM VECTORF7e0s
21H/ +F4e1 4 10X sO6HLEVEL=4F6e0+¢2H M/42X +4HNOe=9F 40031 2X+14HBAR=4F7e1+4Xos
34HRMS=4¢F7e1)

CALL XYPLOT(AN)

CALL INTERP(WBPT+10¢10e¢sDGP+1e0+904+TA)
WR'TE(6.200)KK(1).IDTQNTIMEORE'FNUOSTAROSD’SS‘ZOB!BARQRMS
CALL CONTUR(104+461+10417)

CALL INTERP(Te10910e¢4DGP30e¢5+90esTA)
WRITE(60200)KK(2)9IDT.NTIME.RE.FNU;STAR.SD.SS;Z.B BAR RMS
CALL CONTUR(10+614104+17) '

CALL INTERP(AMIMXR+10¢+sDGP+0¢5¢90e9TA)
WRITE(60209)KK‘3).IDTQNTIME'RE'FNU’STAROSDOSSQZOBQBARQRMS
CALL CONTUR(MXRs61+10417)

" CALL INTERP(UGs504104¢+DGPs140+90esWA)

wRXTsts.aoO)KK(a).IDT'NTIME.RE.FNU.STAR.SD.ss.z.B.BAR.nvs
CALL CONTUR(S50461410+17)

CALL INTERP(VGs50410e+¢SAVES1e¢0:90e+WA) )
WRITE(6+200)KK(5) ¢ IDTsNTIMEsRE +FNU3sSTAR+SDs5S+Z2+B+BARRMS
CALL CONTUR(50:61410417) '

CALL DIV(DGP ¢SAVE 4DXY+SS)

B=0e

BARz=9999,9

RMS=9999,9 o B N
WRITE(64+200)KK(6) + IDT+NTIMEJRE +FNU+STAR+SD+5S5+Z+B+BARRMS
CALL CONTUR(50:61410417)

CALL VORT (DGP,SAVE +DXY)
WRITE(60200)KK(7)clDT;NTIME.RE.FNU.STAR-SDoSScZoB.BAR'RMS
CALL CONTUR(S0:61410+17) '
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32

33

34

35

36

600
610

630

620
650

660

670
640

DO 32 JU=1417

DO 32 1=1425
MAP(1+J)=DGP(14J)%10e
CONT INUE ’
WRITE(6'200)KK(B)0IDTQNTIMEQREQFNUQSTAROSDOSS'Z'BOBARORMS
CALL CONTUR(S50¢614510417)

DO 33 J=1417

DO 33 I=1+25

MAP(I+J)=SAVE(IsJ)

CONT INUE
wanE(e.zoo)KK(g)'IDT.NTIME.REOFNU,STAROSD'SS'ZOB.BARORMS:
CALL CONTUR( 30+61410417)

DO 34 JU=1417

DO 34 I=1+25

MAP( I+ J)=SART(UR(I s JIXUR( T+ JI+VR(I+J)¥VR(I4J))*10e

CONT INUE
WRITE(69200)KK(8)9IDTONTIMEOREoFNUoSTAR;SD.SSOZ.B.BARvRMS
CALL CONTUR(50461410,17)

DO 35 J=1417

DO 35 I=1+25

MAP( I+ J)=ADIR(UR(I+sJ)eVR(I4J))

CONT INUE
WRITE(6+¢200)KK(9) s IDTeNTIMEJRE+sFNUsSTARsSD 1SS +Z+B+BARIRMS
CALL CONTUR( 30:61410+17)

GO TO 2000

REWIND 4

CALL EXIT

END

FUNCTION ADIR(UsV)
IF(U)610+6204630
ADIR=90¢~57¢2958%ATAN(V/U)
GO TO 640
ADIR=270e~572958%ATAN(V/U)
GO TO 640

IF(V)650+:660.670

ADIR=360.

GO TO 640

ADIR=999.

GO TO 640

ADIR=180.

RETURN

END
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45

SUBROUTINE INTERP(P+ INTsFACTORDGP+DF s TL s ALPHA )
DIMENSION P(948)+sDIF(09+08) +DGP (35, 19) s ALPHA (9,8)

COMMON UR(ZS.I?)’VR<25017).NEAR(9)qDELT(9o8)'XL(9o8)cYL(908)q
leLC(g.a).JLLC(9.8).MAP(25.19).RE.FNU.SU.sv,STAR.xep(ss).YGP(19).
20(9.8).5(9.8).LSAVE(9).TEST.xo.vo.s.c.DEL.so.RAD.RMS.BAR'

ANG=270e-SD .

TSTS=7« *DEL
NREP=0

A=RE

BB=FNU

INT=INT

DO 31 J=1,19

DO 31 I=1,35

SUM1 =0,

SUM2=0.

DO 30 M=1,9

N=LSAVE(M) ]

IF(N+EQe0O) GO TO 30

DO 29 L=1N

IF(P(MyL) eEQe999¢) GO TO 29

IF(ABS(XL (ML) )eGTTEST) GO TO 29

XX=XL (Mol ) ~XGP (1))

YY=YL(MsL)=YGP (J)

R2=XX*¥XX+YYH*YY

PHI=ADIR(XXsYY)

IF(PHI eEQe999¢) PHI=D(MsL )+ANG

RHO=(D(MsL )+ANG=PHI ) /RAD

E=COS(RHO) )

BETA=S(M+L)/STAR

 FK= A¥(]e+BETAXEX*E)

50
51

T2=DELT(MsL ) *#%2
EWT=-R2/FK~T2/BB
WT=ALPHA(M-L )*EXP(EWT)
IF(NREP+GE+1) GO TO S0
SUM1=SUMI+WT* P(M,L)
GO TO 51

SUM1 =SUML+WT*DIF (ML)
SUM2=SUM2+WT

29 CONTINUE

30

41
31

CONT INUE

IF(SUM2.EQeOe) SUM2=1.
IF(NREPOEQ.O) GO TO 41
DGP(1+J)=DGP (1 +¢J)+SUML1/SUM2
GO TO 31 .
DGP(1+4J)=SUM1/SUM2

CONT INUE

DO 40 M=1,9

N=LSAVE (M)

IF(NeEQeO) GO TO 40

DO 39 L=1sN

IF(P(MsL) eEQe999e) GO TO 39
IF(ABS(XL (ML) ) eGTTEST) GO TO 39
I=SILLC (ML)

J=JLLC (ML)
R=(XL(MsLL)—-XGP (1)) /DEL
Q=(YL(MsL)-YGP (J))/DEL
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39
40

48

44

47
46

18

OMR=1e-R

oMQ=1..-Q

DIF(MyL)=P(MyL )~ (OMRX¥OMQX¥DGP (I +J)+R¥OMQX¥DGP( I+1 + J) +Q*OMR*
1 DGP( I ¢ J=1)+R*¥Q¥DGP (I +14J-1)) )
CONT INUE

CONT INUE

NREP=NREP + 1

A=A%¥0¢343
C IF(NREPL.Te2) GO TO 45

WRITE(6+48)

FORMAT (1H1 ¢ 19X)

B=0e

SUM1 =0,

SUM2=0,

DO 46 M=1,9

N=LSAVE (M)

IF(N.EQeO) GO TO 46

DO 47 L=1,N

IF(P(MeL) eEQe999e) GO TO 47

IF(ABS(XL(MsL))eGTeTSTS) GO TO 47

IF(ALPHA (ML) eEQeOe) GO TO 47

FORMAT (30H FOLLOWING ANALYSIS NOT WITHIN«F4a1+42X+10HAT STATION,
113¢2X%X+4HTIME.I345Xs 10HPARAMETER=3F10e¢3+3X+4HDIF=4F10e3

23X +SHDEL. T=+F740)

E=DIF (ML)

WT=DELT(M,L)

B=B+1e

SUM1 =SUM1+E

SUM2=SUM2+E*E.

IF(ABS(E) e GT eDF e AND o ABS(WT) e LT e TLIWRITE(6+44)DF sMsL s P(MoL.) sEsWT
CONT INUE :
CONT INUE

BAR=SUM1/8B

RMS=SQRT(SUM2/B- (BAR*BAR))

DO 18 JU=1417

DO 18 I=1+25

MARP(14J)=DGP(I+S5:J+1)%¥FACTOR + SIGN(OeS+sDGP(I+5¢J+1))
RETURN

END
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SUBROUTINE CONTUR ( INT + NCOL ¢ NROW s NL)
DIMENSION KALP(17)sLINE(131)+LIN(25)

COMMON UR(25.17).vn(as.lv).NEAR(g).DELTtg.s).XL(9.8).YL(9.e).
lILLC(908)0JLLC(9¢B)oMAP(25o19)-RE.FNU:SU;SV-STAR;XGP(35)oYGP(19)¢
2D(948)+S(9+8)+LSAVE(I) +TEST+X0+YOsBsCsDEL + SD+RAD +RMS + BAR

DATA KALP/1H s1HAs1H +1HBs1H +1HCs1H +1HDs1H s 1HEs1H s 1HF 4 1H -
* THGs 1H s 1HH s 1H%/ ‘ g ELT el owe T

MIN=MAP(141)

‘MARK=KALP( 1)

DO 101 J=1.NL

DO 101 I=1.25

M=MAP(1+J)

IF(MeGTe99999¢OReMeL T ¢ ~9999 ) M=99999

IF(MeLTeMIN) MIN=M

101 CONT INUE

IF(MIN.GE+0) GO TO 102

MIN=(MIN/INT=1)%INT %10

GO TO 104 _

102 MIN= (MIN/INT)*INT %10
104 wnxTE(6.201)(MAP(!.I).I:l.ZS)
201 FORMAT(/1HO0,+2515)

INT10=INT*10

DO 1 JR=2,NL -

DO 2 JJ=1,2

DO.3 L=1+25

3 LIN(L)-((MAP(L.JR)-MAP(L.JR—I))*JJ*IO)/3+MAP(L.JR—1)*lO

K=1

DO 4 1I=1,24

LINI=LINCI)

LINE (K)=LINI

NDZ= LlN(l+1)—LINI

DO 5 L=1+4

K=K+1

S LINE(K)=(NDZ*L ) /5+LINI
K=K+1

4 CONT INUE

LINE(K)Y=LIN(25)
DO 6 L=1.121
IDF=LINE(L)~-MIN
I=IDF/INT10
IS=I1-(1/16)%16+1
6 LINE(L)=KALP(1IS) }
IF(JReEQeNROWe ANDeJJeEQe 1) MARK=KALP(17)
WRITE(64+4901) MARK, (LINE(L).L 1.121)
901 FORMAT (1H +A1+,3Xs121A1)
MARK=KALP(1)
2 CONT INUE
WRITE(6+900) (MAP(1+JR)s1=1,425)
900 FORMAT (1H +2515)

1 CONT INUE
DO 7 L.=1+121
7 LINE(L)=KALP(1)

LINE(NCOL ) =KALP(17)

WRITE(6+901) MARK, (LINE(L)sL=1+121)
RETURN

END
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SUBROUTINE XYPLOT (AN)
DIMENS ION KAchxa).LINE(130).1x(9.8).1v<9.a)
“DIMENSION AN(9,:8)
" COMMON UR(25.177.VR(25.17>.NEAR(9).DELT(g.a).xL(9.e).vL(9.a).
11LLCU948) v JLLC(9+8) +MAP(25+19) +RE+sFNUsSUsSV+STARIXGP (35) + YGP(19) »
2D(948)+S5(9+8) s LSAVE(9) s TEST ¢ XO+ YO 4B +C +DEL s SD s RAD s RMS ¢ BAR
DATA KALP/1H141H241H341H4 4 1HSs 1H6s 1H7+ 1H8 4 1HO s 1H¥* 4 1H s1He/
WRITE(64902) ‘ "
902 FORMAT (/1HO 4 19X)
: DO 10 M=1,9
DO 10 L=1.8
X=XL (MsL) /16270 + 65
IX(MeL)=(X-FLOAT(IFIX(X))) + X
Y=YL (MeL) /26117
IY(MsL)=(Y—FLOAT(IFIX(Y))) + Y
IY(MsL)=25—-1Y(MsL)
10 CONT INUE
DO 6 IR=1,49
DO 3 L=1,+130
3 LINE(L)=KALP(11)
' IF(IR«NE«25) GO TO 14
DO 18 K=1:5

KP=K+125

LINE(K)=KALP(12)
18 LINE(KP)=KALP(12)

LINE(65)=KALP(12)
14 DO 5 M=1,9

DO 4 L.=1,8
IF(IReNE«IY(MslL)) GO TO 4
K=IX(MslL)
IF(KeLTe4¢e0OReKeGTe130) GO TO 4
KM1=K-1
KM2=K=-2
KM3=K-3
TAN=AN(M.L)
IAT=1AN/10
I1AU=IAN~-TIAT*10
LINE (KM3)=KALP (M)
LINE(KM2)=KALP(IAT)
LINE(KM1)=KALP(IAU)
LINE(K)=KALP(10)

4 CONT INUE

S CONT INUE
WRITE(6+901) LINE

901 FORMAT(1H +130A141X)

6 CONT INUE
DO 7 L=1+130
7 LINE(L)=KALP(11)

LINE(6S5)=KALP(12)
WRITE(6+4901) LINE
RETURN

END
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N N
~< NN ()

SUBROUTINE DIV(DGPsSAVEsDXY sSS)

DIMENSION DGP(35+19) ¢SAVE (35,19)

COMMON UR(25.17)-VR(25017)'NEAR(9)oDELT(9'8)oXL(9'8)9YL(908)o
1ILLC(948) +JLLC(9+8) yMAP(25+19) sRESFNUISUISVISTARIXGP(35) ¢ YGP(19) »
20(9.8)95(9-8)9LSAVE(9)aTESTcXOqYO.ByCoDELvSDoRADoRMSoBAR

DO 30 JU=1.17

DO 30 I=1.25

UR(14J)=DGP(I+54J+1)~SS

VR(I+J)=SAVE(I+5+J+1)

30 MAP(1+J)= DXY*(DGP(I+60J+1)-DGP(I+40J+l)+SAVE(I+50J)-SAVE(l+50J+2))

RETURN
END

SUBROUTINE VORT(DGP s SAVE ¢DXY)

DIMENSION DGP(35419) +SAVE(35,19)

COMMON UR(25+17) s VR(254+17) +sNEAR(9) sDELT(9+8) +XL.{9+8)+YL(948)
1ILLC(9'8)vJLLC(9v8)1MAP(25019)oREoFNUo5UoSVoSTARoXGP(35)qYGP(lg)'
20(9’8)95(9'8)9LSAVE(9)QTESTOXO'YO'B!C'DEL!SD!RAD!RMS'BAR

DO 31 JU=1.417

DO 31 1I=1+25
MAP (1 s+ J)=DXY¥(SAVE(I+6+J+1)=SAVE(I+4+J+1)-DGP(I14+5¢J)+DGP(1+5¢J+2))
DGP(I4J)=SART(SAVE(I+54J+1)*SAVE( [ +5sJ+1)+DGP(I+54J+1) %
1IDGP(1+S+sJ+1))

31 SAVE(1+4J)=ADIR(DGP(I+5¢J+1) ¢ SAVE(I+5+J4+1))
RETURN
END
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