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1. INTRODUCTION 

Measurements of temperature, humidity and wind in the atmosphere, have 
since the second world war been done by radiosondes. In the Northern 
Hemisphere there are approximately 600 radiosonde stations, making 
radiosonde launches twice a day. The radiosonde stations are irregular- 
ly distributed around the world. The oceans are poorly covered and the 
Southern Hemisphere is much less covered than the Northern Hemisphere. 
Temperature and humidity atmospheric profiles, derived from satellite 
based radiometer data, have become more and more important during the last 
decade. The global coverage is one good quality of satellite based 
radiometer measurements. Sate1 1 ite measurements are important for glob- 
al, regional and mesoscale weather forecasts. 

The TIROS Operational Vertical Sounder (TOVS) is since 1978 flown on 
the polar orbiting TIROS-N satellites. The calculation of temperature 
and humidity profiles from radiances received from TOVS includes many 
problem areas. Some of these are calibration, earth location, cloud 
contaminat ion, transmittance calculation and inversion methods. Surveys 
of the problem areas are given in Menzel (1985). In this paper, we will 
develop a nonlinear, physical inversion method. The inversion method is 
the process which transforms calibrated, cloud corrected radiances into 
temperature and humidity atmospheric profiles. We shall concentrate on 
the temperature retrievals. The humidity profile,is in this version of 
the inversion method a by-product. This part of the inversion method 
could be developed much more. 

The main issues are instrumentation, the radiative transfer equation 
and model 1 ing the atmospheric temperature prof i le. These areas are of 
equal importance in the construction of the inversion method. The three 
areas are described in Sections 2 ,  3 and 4 respectively. In Section 5 
we develop the inversion method. The approach in the development of our 
inversion method was 

efficient and publically available numerical software should be 
used, 
the method should be easy to analyse, 
new ancillary data should be easy to incorporate. 

1) 

2 )  
3 )  
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Our inversion method has been inserted in a widely spread software pack- 
age, TOVS Export Package, developed by the Cooperative Institute for 
Meteorological Satellite Studies (CIMSS) , Madison, Wisconsin. In Section 
6 we describe the data processing. Test data are taken from the area 
54-61°N, 6-28'E, during the period May 3-26, 1983. Our method is compar- 
ed to the ordinary inversion method in 'TOVS Export Package'. Test re- 
sults are presented in Section 7. Some useful symbols and notations are 
given in Appendix A. We use the technique of singular value decomposi- 
tion *n w analyse the linear system derived from the radiative transfer 
equation. This is presented in Appendix B. In Appendix C we give more 
details about that part of the inversion method, which originate from 
the radiative transfer equation. A scheme for error analysis is suggest- 
ed in Appendix D. We describe in Appendix E how the nonlinear proper- 
ties of the radiative transfer equation are handled in the inversion 
method. 

2. INSTRUMENTATION 

TIROS Operational Vertical Sounder consists of three instruments. These 
are the High Resolution Infrared Radiation Sounder (HIRS), the Microwave 
Sounding Unit (MSU) and the Stratospheric Sounding Unit (SSU). Another 
instrument, useful for correction of cloud effects on the infrared mea- 
surements, is the Advanced Very High Resolution Radiometer (AVHRR). TOVS 
and AVHRR are flown on the polar orbiting TIROS-N satellites, which have 
a nodal period of 102 minutes (14.2 orbits per day) and an average alti- 
tude o f  850 km. The scan geometry of HIRS and MSU is shown in Fig. 2.1. 
Notice the different horizontal resolution o f  the HIRS and MSU spots. 
The different characteristics of the TOVS channels are described in 
Table 2.1. Carbon dioxide (C02) absorbs .infrared radiation in the 15 pm 
band (channel 1-7) and in the 4.3 pm band (channel 13-17). Ozone (03) 
absorbs infrared radiation in the 9.6 pm band (channel 9). Water vapour 
(H20) absorbs infrared radiation in the 6.7 pm band (channel 10-12). 
Oxygen (02) absorbs microwave radiation in a band centered around 60 GHz 
(MSU channel 1-4). In the window regions (channel 8 and 18-20) the atmo- 
spheric absorption is small. This makes the window channels suitable for 
determination of surface temperature. 
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More details about TOVS are found in Lauritsen et a1 (19791, Werbowetzki 
(1981 1 and Smith and Woolf (1976). A survey of the predecessors and 
proposed successors to TOVS is given by Smith (1983). 

SUBORBITAL TRACK 

H I M  CALII)AATION PERIOD 

.D k 

Figure 2.1 TIROS Operational Vertical Sounder HIRS/2 and MSU Scan 
Patterns Projected on Earth (from Werbowetzki (1981 1. 
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Table 2.1 Characteristics o f  TOVS channels (from Werbowetzki (1981)). 

- -- 
HlRS Channel Centra1 Principal Levtld 

Channel ctntral wanknph akolrbing W k e n u C Y  
number wavenumber (rm) ctnutjtuentr contribution Pur- d the radiance obwrvation 

1 668 15.00 coa 30 mb TCmpCfOfW8 s m r d i q .  The 15-pm band chnnel r  
2 679 14.70 cot 60 mb provide better scnmtivity t o  the temperature d 
3 69 1 14.50 coa 100 mb relatively c d d  regionr d the atmosphere than can 
4 704 14.20 co. 400 mb be achieved with the 4.3-pm band channels. Radi- 
5 716 14.00 coa ,600 mb an- in Channdr 5. 6. and 7 are dro u d  to 
6 732 13.70 COa/HIO 800 mb calculate the heightr and,amountr d cloud within 
7 748 13.40 COdHIO 900 mb the HlRS field d view. 

8 898 11.10 Window Surface SwJau & ~ I f W d U r 8  and cloud detection. 

9 1028 9.70 0. 25 mb Torol OLOH amcentration. 

10 1217 8.30 HIO 900 mb Wo~rr vapor smrding. P m v i d a  water vapor M C C -  

11  I364 7.30 HIO 700 mb tionr for COS and window channels. The 6.7-pm 
12 1484 6.70 HtO SO0 mb channel ir a b  d to detect thin cirrun cloud. 

13 2 190 4.57 NIO 1 0 0 0 m b  *TmpCfalw8 soumdirg. The 4.3-pm band channels 
14 2 213 4.52 N I O  950 mb -provide better wasitivity to the temperature d 
15 2 240 4.46 COa/NX) 700 mb relativety rum regions d the a tmorphm than 
I6 2 276 4.40 COa/NIO 400 mb can be achieved with the ISpm band channels. 
17 2 361 4.24 coa 5 mb A h ,  th. rhorr-wanlength r a d u n c a  are Icu auui- 

18 2 512 4.00 Window Surface S u f a u  Irmpudurr. Much I c u  mutive to douda 
19 2 671 3.70 Window Surf= and H a  than the 11-rm window. Uwd with 

1 1 - r n  channd t o  detect doud contamination and 
derive rurface temperature u n d a  p u t l y  cloudy 
rky coaditions. Simultrncour 3.7- and 4.O.pm 
data enable refluted d d u  amtribution to bc 
eliminated from obwrntionr 

20 1.) 367 0.70 Window Cloud Cbvd &idiom. Uwd during the d r y  with 4.0- and 
11-pm window h n e l r  to define dcu fieIda d 
view. 

tive to doub than t h o r  for the IS-- region. 

Principal Level d 
Frequency akorbing puk 

hl su (GHz) conatitucntr contribution Pur- d the radian- obvrvatiori 
~ 

I 50.31 Window Surface Surfau m i ~ r a i r y  and c l o d  dknudiofi determi- 
nation. 

2 53.73 01 700 m b  Tmpcralure t w d i n g .  The microwavx chmnelr 
3 sJ.96 os 300 mb probe through doudr and a n  be uaed to alleviate 
4 57.95 Om 90 m b  the inf luma d Joub on the 4.3- and 15.- 

w a d i n g  c h n n e l a  

Purpose d the raduna o k a v a t k  

1 15.0 coa 15.0 mb 7'nnp~fatwr Joumdirg. U i n g  CO, g u  cells and 
2 15.0 coc 4.0 mb pawrr modulation, the SSU obrrves t h e r d  
3 11.0 COl 1.5 Inb midam from tbe U r a t ~ .  
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3. THE RADIATIVE TRANSFER EQUATION 

The TOVS measures the upwelling radiation from the earth surface and the 
atmosphere. The transmittance for a certain frequency denotes the frac- 
tion of the radiance from a pressure level, which reaches the satellite. 
It follows that transmittance is greater than zero and less than one and 
monotonically increasing with increasing height. The transmittance is 
associated with the absorption of atmospheric gases (C02, 03, O2 and H20) 
and is highly varying with frequency. The transmittance for a given fre- 
quency at a pressure level depends on water content, ozone content and 
weakly on temperature between the pressure level of interest and the 
satellite. 

The radiative transfer equation (RTE) for satellite based measurements 
is (Liou, 1980) 

following notation is used 

2 1 -1 radiance at channel 'VI;  W/(m 'sr *cm 
(Tu is measured radiance), 

channel number (20 infrared and 4 microwave channels are 
available on TOVS), 

pressure; mb (P is surface pressure), S 

temperature; OK (Ts is surface skin temperature), 

emissivity, 

transmittance, 

Planck function. For the microwave channels Bv(T) is linear 
ly proportional to T (Rayleigh-Jean's law). 
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The dependency of zenith angle is to be understood. Calculation o f  trans- 
mittance is described in Weinreb et a1 (1981). These calculations are 
made available through a NOM software package for 40 different levels 
from 0.1 to 1000 mb. The 40 levels are shown in Table 3.1. We also 
define 

W(P) water vapour mixing ratio ; g/kg (W, is surface water 
vapour mixing ratio), 

The variables P, T and V are vectorized into vectors P, T and V N o f  
dimension In', where 

N N  

n = 40 if Ps > 950 mb, 

n = 39 if 950 mb - > Ps > 920 mb, 

n = 38 if 920 mb - > Ps > 850 mb 

and, the sounding is rejected if P < 850 mb. S -  

Table 3.1 The 40 levels for atmospheric computations 

Level 

1 
2 

3 

4 

5 

6 

7 
8 

9 

10 

Pressure 
(mb) 

0.1 

0.2 

0.5 

1 .o 
1.5 

2 .o 
3 .O 
4.0 

5 .O 
7 .O 

Level 
- 

11 
12 

13 

14  

15 

16 

17 
18 

19 

20 

Pressure 
(mb) 

10 

15 

20 

25 

30 

50 

60 

70 

a5 

100 

Level 

2 1  
22 

23 

24 

25 

26 

27 

28 

29 

30 

Pressure 
(mb) 

115 
135 

150 

200 

250 

300 

350 

400 

430 

475 

Level 

31 
32 

33 

34 

35 

36 

37 
38 

39 

40 

Pressure 
(mb 1 

500 

570 

620 

670 

700 

7 80 

850 

920 

950 

1000 
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Each element i < n in these vectors correspond to the value of the vari- 
ables at pressure level l i l y  in Table 3.1. The elements pn, tn and vn 
are Ps, T(PS) and Vs respectively. The transmittance .r(pn) is calculated 
by linear interpolation (or extrapolation) from the available 40 levels. 
The surface skin temperature TS is the temperature at the very thin 
upper surface layer, while tn corresponds to the synoptical observations 

reasons for sepa- of temperature at 2 m 
rating tn and TS. 

above the ground. There are two 

1)  There is a true d fference between the two variab 
be neglected. One extreme is the deserts with hot 
day and cold ground during the night. 

es, wh 
ground 

ch may not 
during the 

2 )  The surface emissivity is one parameter in the RTE. However this 
parameter may not be known exactly. We account for the error in sur- 
face emissivity by using separate TS and tn. We use the same TS for 
all frequencies. This will result in some weighted correction of 
all emissivity errors in different frequencies. 

Each curve in Fig. 3.1 shows the sensitivity of the observed radiance to 
a variation of atmospheric temperature at different levels. These curves 
are usually referred to as 'weighting functions'. The weighting func- 
tions vary somewhat according to the water vapour and ozone content and 
also weakly with atmospheric temperature. The different shapes of the 
curves are related to varying transmittance (or different aTv  for 
different frequencies 1. ap 

A detailed analysis of the radiative transfer equation and an introduc- 
tion to atmospheric radiation is found in Liou (1980). 
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F i g u r e  3 .1  TOVS w e i g h t i n g  f u n c t i o n s  (normal i zed)  

(from Werbowetzki (1981 1. 
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4. MODELLING THE ATMOSPHERIC TEMPERATURE PROFILE 

The use of an appropriate model to describe the atmospheric temperature 
profile will improve the temperature retrieval from the radiative 
transfer equation. A necessary condition of a model, i s  that the modell- 
ing error is small compared to the total error in the temperature re- 
trieval from the TOVS-data. Two different models will be analysed; em- 
pi r ical orthogona 1 functions ( EOF-f unctions ) and spl ine functions. 

A quite often used statistical model of many meteorological variables is 
based upon empirical orthogonal functions, see e.g. Twomey (1977). Given 
a set of temperature profiles T from 'm' times in one place (or one 
latitude- longi tude zone), a mean temperature prof i le Tmean is calculated. 
The temperature profile is known for In' different pressure levels, 

T T N = (T( p1 ,T( p2 1,. . . ,T(pn ) (m>>n 1. Calculate 

, j = 1, 2, ..., m, 

for each profile ,(J) and define the matrix 

The EOF-functions are the eigenvectors ENi, i = 1,2, ..., n of the covari- 
T ance matrix AT *AT , 

N N  - -  
creasing order. Then 

sorted after the size of the eigenvalues in de- 
every temperature profile T can be written 

N 

T =  -t E*a, - Lean - 
where a is a coefficient vector. - 
The first eigenvectors are the most important in the approximation of a 
temperature profile. Eight or ten EOF-functions are often enough to 
approximate a temperature profile, with an error less than the radio- 
sonde measurement accuracy. Different refinements are possible, 1 ike 
calculating different EOF-functions for different seasons or different 
types of weather situations. EOF-functions are related to radiosonde 
data, so their accuracy is depending of location and observation time. 
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This sensitivity of place and time becomes less pronounced, the more 
EOF-functions we use in our approximation. 

Spline functions, represented by basis splines (B-splines), offer an 
interesting alternative. A definition of B-splines is found in de Boor 
(1978). The set of B-splines, used in an approximation, is completely 
defined by the knots. The twelve cubic 6-splines, defined by the knots, 
which are the 1ogariUms of YT = {4x10,100,200,300,400,500,600,700,850, 
4xlOOO), are shown in Fig. 4.1. We'will use cubic B-splines and use 
ln(P) as independent variable. There are several reasons for this choice. 

1) Easy and accurate calculation o f  integrals. This is used in the calcu- 
lations of layer mean temperature and geopotential thickness. The 
definition of layer mean temperature between two pressure surfaces 
P2 and Pi (P2 > P,) is 

and the definition of geopotential thickness Z between two pressure 
surfaces is (Holton, 1979) 

2) Easy and accurate calculation of first dqrivative m. dT This could 
be used for a check o f  dry adiabatic lapse rate (Holton, 1979) 

dT < R /C *T, 'm- d p 

which may be a useful constraint in the inversion method. 

d2T 3 )  Easy and accurate calculation of second derivative 

This will later on be used in the inversion method as a penalty term 
(see section 5 1 

d(ln(P)I2 
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F igu re  4.1 The cubic B-splines de f i ned  by  the knots, which are  t h e  loga- 
rithms o f  Y.,. = {4*10,100,200,300,400,500,600,700,850, 
4*1000} 
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4)  If we do not know anything about the function we want to approximate, 
we may choose equidistant knots. Sometimes we have some information 
about the function. In those intervals where the function is smooth, 
we can decrease the number of knots, while we increase the number of 
knots in those intervals where the function varies more. If we let 
some knots coalesce, we will have a multiple knot. A multiplicity of 
two (two knots coalesce) will give a discontinuity in the second 
derivative at the knot. A multiplicity of three will also make the 
first derivative discontinuous and 
will 
used for a better approximation of the temperature around the tropo- 
pause, where the temperature profile often have a sharp edge. 

a multiplicity of four 
make the function discontinuous. A multiple knot could be 

Spline functions are not related to the existing radiosonde net, so they 
are more independent of geographical location and observation time than 
EOF-functions are. Most numerical software libraries offer a number of 
subroutines for calculations with splines. 

The choice of knots may in some cases be important. An interesting 
approach, used in a problem similar to temperature prof i le approximation, 
is given by Holt and Jupp (1978). In their method, the number of knots 
are fixed but their locations are allowed to change. This will give a 
nonlinear, least-squares problem which is more complex to solve and re- 
quires more CPU-time. We shall not consider this approach any more in 
this paper. 

Test data, for the approximation of temperature profile with EOF-func- 
tions and B-splines, are taken from radiosonde measurements at Torslanda 
(58'N, 12'E) and Sundsvall (6Z0N, 17'E) in 1971. The radiosonde data 
from approximately 700 launches for each station have passed certain 
gross quality checks. The radiosonde temperature profile was then inter- 
polated to twentyone different pressure levels between 100 and 1000 mb. 
For some of the radiosondes, surface pressure was less than 1000 mb. An 
extrapolation to 1000 mb was done by assuming a decrease in temperature 
of 6.5OC/km. 
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The EOF-functions were calculated from one year of Torslanda data and 
used for the two separate approximations of Torslanda and Sundsvall data 
from the same year. We use eleven EOF-functions to solve the least- 
squares problem 

where 

for each profile T'j). For each pressure pi, i = 1,2,...,21, the error 
was calculated and a total RMS error was calculated as 

N 

where m is thetotal number of radiosondes and a(J) is the least-squares 
solution derived from profile N T'J). 

N 

The result is shown i Fig. 4.2. There is no significant difference in 
the result from the two radiosonde stations. This implies that if we use 
as many as eleven EOF-functions, the place, where the EOF-functions are 
constructed, is not important. The RMS-errors are less than 0.5'K, which 
i s  small compared to the accuracy of the radiosondes. 

The spline approximation requires that we first choose the knots. The 
knots were choosen as the logarithms of YT = { 4*100,200,300,400,500,600, 
700,850,4*1000} mb. This will give eleven B-splines B (Y ,PI, k = 1,2, 
. . . , 11 and eleven parameters to calculate.' For each profile T(j) we have 
to solve the least-squares problem 

k T  
N 

where 
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Figure 4.2 RMS-errors in EOF-approximation of temperature profiles 
from radiosonde measurements. 

The RMS-errors were calculated in the same way as for the EOF-functions 
and shown in Fig. 4.3. We notice that the RMS-errors are approximately 
of the same order as for the EOF-functions, except in the interval 100- 
400 mb, where the RMS-errors are considerably higher. This is because of 
the tropopause which is hard to approximate by spline functions with 
fixed knots. 

Now we could use the property of spline functions to take care of dis- 
continuities in derivatives by using multiple knots. The radiosonde data 
set contains the pressure at the first tropopause P tP 
pause follows the definition in 'Guide to Climatological Practices, WMO- 
No-100, TP.44', which says 

The first tropo- 

"The "first tropopause" is defined as the lowest level at which the 
lapse rate decreases 2'C/km or less, provided also the average lapse 
rate between this level and all higher levels within 2 km does not ex- 
ceed 2'C/km. '' 
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-- 

Figure 4.3 RMS-errors in spline approximation, with fixed knots, of 
temperature prof i les from radiosonde measurements. 

We place a knot of multiplicity three at the first tropopause. In order 
to get the same number of parameters to calculate, we delete the first 
knot with lower pressure than P 
pressure than P 
knots and include a knot of multiplicity two at P 

and the first two knots with higher t P 
If 100 < Ptp < 200, then we delete the 200 and 300 mb - tP ' 

tP 

Ex. 1) The first tropopause is 311 mb. Then the inner knots will be the 
logarithms of 200, 311, 311, 311, 600, 700 and 850 mb. 

Ex. 2) The first tropopause is 180 mb. Then the inner knots will be the 
logarithns of 180, 180, 400, 500, 600, 700 and 850 mb. 

Note that this does not imply, that the approximating spline function 
necessarily will have its first tropopause at the same place as the real 
tropopause. It is not the optimal choice of the multiple knot we have 
done, but it is a practical method to choose the knot, and it is believed 
to be nearly optimal. The RMS-errors are presented in Fig. 4.4. 
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Figure 4.4 RMS-errors in spline approximation, with a multiple knot at 
the tropopause, of temperature profiles from radiosonde 
measurements. 

This figure shows that we have decreased the error around the tropopause. 
Now we will have RMS-errors, which for all levels are comparable with 
those from EOF-functions. This means, that if we have some independent 
information about the tropopause, we could use it in the inversion 
method. 

The RMS-errors for layer mean temperatures of 100-200, 200-300, 300-400, 
400-500, 500-600, 600-700, 700-850 and 
For each, of the three different mode 
than 0.5'K.for each layer. 

The conclusion will be that, if we use 

850-1000 mb were calcu 
s used, the RMS errors 

EOF-functions or B-spl 

ated too. 
were less 

nes with 
tropopause information, the modelling error in the approximation is 
small. The error around tropopause may not be neglected for the spline 
approximation with fixed knots. Because of the excellent approximation 
properties and publically available numerical software, we prefer to use 
spline representation of the temperature profiles. 
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5. INVERSION METHOD 

The basis of the inversion method is 
Surface observations of temperature, 

the radiative transfer equation. 
humidity and pressure are also in- 

corporated into the inversion method. B-splines have been used to re- 
present the temperature and humidity profiles. Some physical constraints, 
represented as linear inequality constraints, are also included. This 
leads to a linear least-squares problem with linear inequality constraints 
Because of the nonlinear properties of the radiative transfer equation, 
we may have to repeat this process once or twice. This section describ- 
es all the parts of the inversion method, which is called THAP (Tempera- 
ture and Humidity Atmospheric Profiler). 

5.1 Taylor exr>ansion o f  the radiative transfer eauation 

Suppose we have an initial guess of temperature, surface skin tempera- 
ture and humidity noted with an upper index ' ( 0 ) '  (T'O), Tio) and V'')). 
The radiance 1:;) is calculated from the RTE with these initial guess 
values. We assume that the measured radiance 7, can be calculated from 
the RTE with T(') i- AT, Tio) t ATS and V(O) t AV. We make a first-order 
Taylor expansion about T'O), Tio) and V'O) o f  the radiative transfer 
equation and get 

Equation (5 .1 )  may in a shorter form be written 

where FjT and are mxn-dimensional matrices, N RS is a rn-dimensional 
vector, m is the number of frequencies and n is the number of pressure 
levels. With 1") t AT, N Tio) + ATS and N V(O) + AV, N we receive better 
approximations of N T, TS and N V .  This is the well known Newtons method. 

A detailed description of the numerical calculation o f  Y, ET, F l s  and R 
in (5.2) is given in Appendix C. 

N -  =V 
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In order to scale (5.2) properly, each equation, corresponding 

2 B  (B-l(Tv)) -1 . The term B (I,) V to channel v has been multiplied by 1/ 
is called brightness temperature. Equation (5.2) together with the 
equations defined in Section 5.2, will form a system of linear equa- 
tions, which will be solved as a weighted least-squares problem. The 
weight we put on each equation is the reciprocal of the assumed error 
in the equation. The errors in the brightness temperatures, which we 
estimate in Appendix D, will give the weights of (5.2). 

The construction of (5.1) is following the ideas in Smith et a1 (1985). 
In their algorithm the integrated amount of precipitable water i s  used 
instead of our variable V. 

5.2 Ancillary data -- 

Ancillary data are given by surface observations of temperature (Toes) 
and humidity (Voes = ln(Woes)). This will give two equations 

and 

The initial temperature profile is given at 1.n' levels. However we only 
allow AT to be non-zero for pressure levels up to 10 mb (which corre- 
sponds to level 11). This will have the effect, that there is a dis- 
continuity in the temperature profile at 10 mb. This could happen if we 
allow tll to be changed, but not tlO. We require that Atll should be 
small. The equation will be 

,Atll = 0. (5.5) 

The difference between the variables tn and TS is assumed to be small. 
The equation 

(5.6) 

wi 11 express this relation. 
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The equations (5.3)-(5.6) are weighted, based upon the estimated errors 
in the variables involved. 

5.3 B-splines 

We use a set of basis functions, for the variables T and V, instead of 
discretizing the variables in In' levels. This will increase the accura- 
cy of the solution and decrease the number of arithmetic operations. We 
choose cubic B-splines, with ln(P) as independent variable, to form the 
basis functions. In Section 4 we showed the approximation properties of 
B-spl ines. 

We have already mentioned, that we do not allow the temperature to be 
changed above the 10 mb-level. Besides we do not allow the water vapour 
to be changed above the 300 mb-level (level 26). This can be expressed 
in the choice of the knots, which define the B-splines. The knots for 
the B-splines representing T are the logarithms of YT = {4*10,100,200, 
300,400,500,600,700,850, 4*PS}. 

Thus we may express the initial guess temperature profile up to 10 mb 
as 

where ci are spline coefficients for the temperature profile and 
Bi(YT,P) is the B-spline 'i' for the given set of knots, YT, at press- 
ure P. In the same way we will have 

where di are spline coefficients for V and Bi(Yv,P) is the B-spline 'i' 
for the given set of knots, Y v ,  at pressure P. 

The knots for the B-splines representing V up to 300 mb are the loga- 
r i thms of Y = { 4*300,400,500,600,700,850, 4*Ps} . 
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We may represent AT and AV with B-splines in the same way, with the 
spline coefficients AC - and AD N respectively. Then (5.2)-(5.6) together 
with the new basis functions will give the linear system 

R *S*AC t RsoATs t R *U*AD = Y cT z - cv z - N 

where the matrices Xand {in (5.7) have the elements 
N - 

(5.7) 

i = 1,2, .... 10, j = 1, .... 12, 
i = 11,12 ,... n, j = 1, .... 12, 

i = 1,Z ,.... 25, j = 1,....9, 
i = 26,27, ... n, j = 1 ,.... 9. 

The matrices S and u U may to a large extent be precalculated. They have 
band structures which are useful (this will decrease the number of arith- 
metic operations). The non-zero elements of row 1 1  to 40 in S are shown 

0 N 

N N 

for n = 40 in Fig. 5.1. 

Figure 5.1 Non-zero elements for rows 11,12, ... 40 for matrix S (n=40), 
with the knots chosen as the logarithms of 

u 

YT = { 4*10 9 100 9 200 9 300,400 500 600 9 700 9 850 9 4*1000 } 
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Equation (5.8) is formed by (5.3)-(5.6) and by noting that Atn = Ac12, 
= Acl and Acn = Adg. We have Atll 

000000000001 

100000000000 
000000000001 

.;( 000000000000 ) 
A-S = (o,o,o-l)T Y 

000000000 

!v = ( 000000001 ooooooooo) Y 

000000000 

We have a linear least-squares problem with 22 unknowns and mt4 equa- 
tions. Methods for solving optimization problems, including least- 
squares problems, are described in Gill et a1 (1981). The weighted least- 
squares problem for (5.7) and (5.8) can in short form be written 

where 

E N is a ( m t 4 )  x (mt4)-diagonal matrix, where element e i i  is the weight 
w 

for equation 'i'. 

This problem is ill-conditioned, see Twomey (1977), and taking the 
least-squares solution 
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wi 11 be physically unacceptable, because of the influence of measurement 
errors in the RTE. In Appendix 6 we analyse the linear system derived 
from the RTE, by using singular value decomposition. Numerical algorittm 
for ill-conditioned problems are surveyed in Bjorck and Elden (1979). In 
order to have a physically acceptable solution, we may add physical con- 
straints and penalty terms. 

5.4 Phvsical constraints 

Physical constraints added to an inverse problem may, as a complement to 
other methods, improve the solution, see Wahba (1982). Here we will use 
two physical constraints, which are transformed to linear inequality 
constraints. 

The dry adiabatic lapse rate, defined in Holton (19791, is constraining 
dT < R /C *T where Rd and c are con- the temperature variations by - d P  

stants. With a representation of T in 6-splines we will have in terms of 
the unknown AC, N 

P 

12 

12 

We add these constraints for the pressure levels 26, 27 .... n. 

The relative humidity has to be in the interval 0 to 100%. The lower 
limit is automatically fulfilled, beacuse we use the variable V = ln(W). 
From the Clausius-Clapeyron equation (see e.g. Hess (195911, we have 

where the constants E ,  eo, Lo and Rd are described in Appendix A. Then 

where a= 3800.42 and B = 5418.1185. 
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This is a nonlinear constraint on V and T. We may linearize it by doing 
a Taylor expansion about T(O)  and V'O). In terms of the unknown A C  and 

N 

AD we then have 
N 

9 12 
c Bi (YV,P)*Adi - B/(T(~).T(~))- c Bi (YT,P)*Aci - < 

i = l  i=l 

We add these constraints for the pressure levels 26, 27, ..., n. 

5.5 - Penalty terms - 

We will add penalty terms, or regularization functionals, which reflect 
the supposed behaviour of the solution to the inverse problem. We will 
require that the variables T and V will be smooth. We then change (5.9) 
to 

N 

(5.10) 

where xT and xv are positive, regularization parameters to be determined 
(TI' and VI' are short for d2T and d2V ). A similar penalty term 

d(ln(P))2 d a  
for temperature profiles, where (AT)" i s  used instead o f  TI', has been 
proposed by O'Sullivan and Wahba (1984). 

If we use spline representation, we will have 

and 
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where 

i, j - < 12, 

The matrices CJ and H - can be calculated analytically with few arithmetic 
operations, they are band matrices with the bandwidth equal to four. 
Both matrices are symmetric and positive definite. .We make a Cholesky 
factorization, which gives Q = L,T*tT and = L,v*l-v and L are trian- 
gular matrices 1. 

N - 

T T 
N ZV 

Now (5.10) is rewritten 

N 

which is an ordinary least-squares problem in the unknown A C ,  N ATS and 
AD. N The regularization parameters A T  and X v  have to be estimated. We 
will do a subjective estimation of the parameters. Several different 
values of these parameters have been tested and those two, which seemed 
to give the best result were chosen. 

In Section 7, we describe how these regularization parameters were 
chosen in our tests. The regularization parameters were the same during 
the whole test period, May 1983. We may not assume that the same para- 
meters could be used for all seasons, or even for the same month in 
another year. In an operational system, we have to automatically compute 
the optimal (or nearly optimal regularization parameters. The method of 
generalized cross-validation, see Craven and Wahba (1979) or Golub et a1 
(1979), determines the regularization parameters from the data (that is 
in our case from the radiances). The method is developed for non-con- 
strained linear least-squares problems with one regularization parameter. 
Generalized cross-validation has recently been extended to be used for 
constrained linear problems by Wahba (1982) and for nonlinear problems 
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by O'Sullivan and Wahba (1984). The extension to a nonlinear constrained 
problem with two regularization parameters has to be done. 

5.6 --- Solving the linear least-sguares problem subject - to linear in- 
1- e uality constraints 

We will now solve the linear least-squares problem (5.11) subject to the 
linear inequality constraints described in Section 5.4. We use the algo- 
rithm developed by Stoer (1971). This algorithm also solves least-squares 
problems with equality constraints. If none of the constraints is active, 
the computational work in solving the problem, is comparable to 
methods used for linear least-squares problems without constraints. 
Stoer's method is an iterative method. We have to choose a starting 
point which is a feasible point, that is none of the constraints is 
violated. The constraints of the dry adiabatic lapse rate will cause no 

these constraints. The constraints o f  the relative humidity might cause 
more problems. The relative humidity calculated from T(O) and V ( O )  might 
be greater than 100% for some pressure levels. We choose Aci = 0, 
i = 1,2,. ..,12 and Adi = -0.1, i = 1,2,.. .,9 (which will reduce the 
water vapour mixing ratio with lo%), in order to have a feasible start- 
ing point. 

' problem. An initial guess T'O), which is not too bad, will not violate 

5.7 Extension to a nonlinear inversion method - ------ --I 

We have now received a better approximation of T, TS and V, with T (1) = 

T(O) t AT, T;') - (O) t ATS and V 
tions of the algorithms, we may use T (I) , T(l) and V ( ' )  as a new initial 
guess, and repeat the procedure. This will account for the nonlinear 
properties of the radiative transfer equation. In Appendix E, we show 
the algorithms with three iterations. In Section 7 we compare the re- 
trieved temperature profiles from one, two and three iterations. 

= V ( O )  t A V .  With few modifica- - TS 

6. DATA PROCESSING 

The Physical TOVS Export Package, dated 24 September, 1983 and described 
by Smith et a1 (1984), was used, The ordinary inversion method (FXTIRO) 
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was replaced by our method (THAP). The inversion methods, both FXTIRO 
and THAP, offer a lot of alternatives. The programs were executed with 
the following options: 

1)  Analysed values of surface temperature, surface dewpoint temperature 
and surface pressure are included. 

2)  Climate was used as first guess profile. In the lower layers (below 
700 mb), it was adjusted after the surface observations. In THAP 

we use another first guess for the water vapour. We use the formula 
W(P) = WoBs*(P/PS)3, which is suggested by Smith (1966) and Hayden 
et a1 (1981 1. In THAP we express temperature and humidity with a 
spline approximation, see Section 5.3. The spline coefficients are 
calculated as a least-squares approximation of the adjusted climate. 
Profiles are produced from 3 x 3 arrays of HIRS spots. This will 
give an approximate horizontal resolution of 75 km. 
The high-resolution topography with a horizontal resolution of ten 
nautical miles was used. 

3)  

4 )  

In THAP we use t h e  HIRS-channels 3,4,5,6,7,8,10,11,12,13,14,15 and 16 
and the MSU-channels 3 and 4. This will give a total of 15 equations 
derived .from the radiative transfei. equation. Surface emissivities for 
the HIRS-channels are given in Table 6.1, which is taken from Chedin and 
Scott (1984). Surface emissivity for the MSU-channels is 0.7. 

Table 6.1 Surface emissivities for the HIRS-channels. An emissivity of 
1 is given to the remaining channels. 

The estimated errors in the different equations are given in Table 6.2. 
The weights are the reciprocals of these errors. 
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Equation 
~ ~ 

Deriyed from RTE for channel ' v '  (5.2) 
Surface observation of temperature (5.3) 
Surface observation of humidity (5.4) 
Temperature at 10 mb (5 .5)  

Difference between surface temperature and 
surface skin temperature (5.6) 

Error 

1°K* 
2 OK 

0.1** 

2'K 

3 OK 

* Estimated in Appendix D. 
** This error in V corresponds t o  a relative error in W of 10%. 

Table 6.2 Estimated errors for each equation used in the inversion 
method THAP 

Three iterations were done for each sounding. 

The Physical TOVS Export Package is written in FORTRAN and so is the in- 
version method THAP. Subroutines from the NAG software library were used 
for the implementation of the numerical algorithms, with the following 
major exceptions. 

1) The matrices Q and H (see Section 5.5) are positive definite matri- 
ces. Round-off errors during the calculation o f  Q and H N may destroy 
the property of positive definiteness. The NAG subroutyne FOlMCF, 
which makes a Cholesky factorization of positive-definite, variable- 
bandwidth matrices, failed. The modified Cholesky factorization 
described by Gill et a1 (1981) was used instead. 

N N 

' N  

2 )  The Stoer's method for solving linear least-squares problem with 
linear inequalit] or equality constraints was not available in the 
NAG software library. There was not any other suitable method for 
this problem in the software library. An ALGOL version, kindly pro- 
vided by dr Stoer, was rewritten in FORTRAN. 

3 )  The calculation of layer mean temperature includes an integral 'of 
spline functions. The algorithm described in de Boor (1978) (page 
150-151) was implemented. 
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7. TESTS 

In this Section we will compare the temperature profiles retrieved from 
our inversion method with the profiles from the ordinary inversion 
method in 'TOVS Export Package'. We will also show the dramatic improve- 
ment, which we will receive when incorporating tropopause information 
into the inversion method. Finally we compare the retrieved temperature 
profiles from one, two and three iterations in our inversion method. 

Test data are taken frcm the Meso-scale Analysis Area for PROMIS 600 at 
SMHI, see Gustafsson and Tornevik (19841, during the period May 3-26, 
1983. The ONSAM-experiment gave an opportunity to test the 'TOVS Export 
Package'. The ONSAV-experiment took place at Onsala Space Observatory 
(57'24'N, 11°55'E), May 2-26, 1983. The primary objective of this project 
was to test the performance and profiling capability of ground-based 
temperature and water vapour microwave radiometers developed at Chalmers 
University of Technology (Askne, 1984). 

During the ONSAM-experiment raw TOVS-data i n  TIP-format were received 
from the Danish Meteorological Institute, Observatory for Space Research, 
Rude Skov, Birkerod, Denmark, where a read-out station is situated. The 
implementation o f  the TOVS Export Package and test results are described 
by Svensson (1984). The results from the ordinary inversion method, 
FXTIRO, have now been compared with the results from our method, THAP. 
Fifteen satellite passages were processed. The test area, with radio- 
sonde stations marked off, is shown in Fig. 7.1. Temperature retrievals 
from these radiosondes were compared with satellite soundings in the 
following way. 

1 )  Radiosonde observations at OOZ and 122 were used. The nearest time 
to the satellite passage was used. The radiosonde data have passed 
certain gross quality checks. The sate1 1 i te and radiosonde soundings 
are made within four hours of each other. 
The nearest satellite sounding to each radiosonde was chosen. Dist- 
ance should be less than 150 km. 

2)  
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Figure 7.1 Radiosonde stations in the Meso-scale Analysis Area (appr. 
54-61°N, 6-28OE) 

3 )  Layer mean temperature for eight levels were calculated and compared. 
From the definition in Section 4 we see that layer mean temperature 
can be easily and accurately calculated, with spline representation 
of the temperature profile. Root-mean-square difference (RMS) 
standard deviation (STD) and mean difference. (MEAN) were calculated. 
The definitions are 

2 1/2 k 

i = l  
RMS = ( (  C (TSi-TRi) )/k) 

k 
MEAN = 1 1 (TSi-TRi))/k9 

i= l  

1 /2 STD = (  ( C (TSi-TRi-MEAN)2)/(k-1)) 
k 

i=l 

where 

TSi = layer mean temperature retrieved from satellite soundings at 
sample 'i', 
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TRi = layer mean temperature retrieved from radiosonde at sample l i ' ,  

k = number of samples. 

Only clear retrievals were analysed, because the cloud correction algo- 
rithm in this version of TOVS Export Package, was not well adapted for 
our kind of inversion method. Later versions of TOVS Export Package use 
more suitable cloud correction algorithms. The results from the ordinary 
inversion method, FXTIRO, are shown in Fig. 7.2, while the results from 
our method, THAP, are shown in Fig. 7.3. 

We had to determine the regularization parameters A T  and A v  in THAP. A 
subjective estimation was done. Fifteen radiosonde launches were done 
from Onsala at the same time as the satellite passage. One radiosonde at 
the beginning of the period and one at the end of the period were select- 
ed. The nearest satellite sounding to each radiosonde was compared to 
the radiosonde, trying different values AT and AV. The couple AT = 0.03 
and A V  = 0.06 was subjectively estimated to give the best result. We use 
the same regularization parameters in the whole area and during the 
whole time period. 

Our method shows a large RMS-difference around the tropopause. This is 
not unexpected, because there generally exists a sharp edge in the 
temperature profile at the tropopause. The penalty term, we have used 
for the temperature profile, will smooth the temperature around the 
tropopause too much. If we have some information about the tropopause we 
may use this in the spline approximation of temperature, by placing a 
knot with multiplicity three at the tropopause. This will give dis- 
continuities in the first and second derivatives at the multiple knot, 
which we believe will give a better approximation of temperature 
around the tropopause. We first test our method of including tropopause 
information by using an accurate tropopause. Radiosondes were launched 
from Onsala, at the same time as the satellite passage. The first tropo- 
pause, according to the WMO definition, was calculated and a multiple 
knot was placed there. During the test period the tropopause were vary- 
ing between 214 and 317 mb, for the thirteen used radiosonde launches. 
Such an accurate tropopause is not available for the whole area. 
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Figure 7.2 Differences in layer mean temperature between satellite 
soundings from FXTIRO and radiosondes, launched in the Meso- 
scale Analysis Area. 104 clear retrievals are included. 

Figure 7.3 
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We checked the sensitivity of tropopause errors in the temperature re- 
trieval, by adding and subtracting 50 mb to the tropopause, and used 
these new tropopauses in THAP, with AT = 0.05. The result is shown in 
Fig. 7.4. The same multiple knot was then used for the whole area with 
xT = 0.05. The results are shown in Fig. 7.5. We have significantly re- 
duced the error around the tropopause. In Fig. 7.6 we demonstrate the 
influence of the incorporated tropopause on the temperature retrieval 
for one satellite sounding. 

In an operational system, the tropopause information might be derived in 
different ways. 

1) An objective analysis of the tropopause from the available, or a 
future sparser, radiosonde network will be done. 

2) In the future a network of VHF radars, see Gage and Green (1982) 
might be used to give tropopause heights (and wind profiles). 

3 )  In a 
s hou 
have 

well-balanced integrated system, the tropopause measurement 
d be done by a satellitebased instrument. Munteanu et a1 (1984) 
proposed that tropopause height should be derived from TOMS 

Ozone Measurements. 

One interesting issue is how the number of iterations in THAP, will in- 
fluence the temperature retrieval. Once again we use the thirteen radio- 
sondes, launched at Onsala, for the comparisans. The absolute values of 
the changes in layer mean temperatures, AT(Pl,P2), in each iteration 
were calculated. The mean value of (AT(Pl,P2) I for eight pressure layers 
were calculated from thirteen retrievals near Onsala. 
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Figure 7.6 Temperature retrievad fromoone satellite sounding 
(1983-05-06 1345, 57 N, 12 E) 

= radiosonde 
------ = THAP, without tropopause 
- - = THAP, with tropopause 

(temperature below 300 m b  will coincide with the 
retrieval, without tropopause information) 
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Table 7.1 Absolute values of changes in layer mean temperatures, 
IAT(Pl,P2) I , for the first, second and third iteration 
in THAP. Mean values of thirteen clear retrievals near 
Onsala are calculated. 

Pressure 
1 ayer 

mb 
(P,-P,) 

70- 100 
100- 200 
200- 300 
300- 400 
400- 500 
500- 700 
700- 850 
850- 1000 

1.78 
2.30 
2.78 
3.03 
3.39 
3.58 
2.33 
1.15 

PT(pl'p2) I 
2 iterations 

O K  

0.26 
0.27 
0.51 
0.74 
0.80 
0.73 
0.51 
0.28 

lAT(P1'P2) I 
3 iterations 

O K  

0.04 
0.05 
0.08 
0.14 
0.13 
0.11 
0.07 
0.03 

Table 7.1 shows a change of 2-3'K in the first iteration, appr 0.5'K in 
the second iteration and appr O.l°K in the third iteration. The second 
iteration will thus have a significant effect on the temperature retriev- 
al. In Fig. 7.7 we compare the radiosonde retrievals with the retrievals 
from THAP with one and three iterations. The improvement, of the tempera 
ture retrievals between one and three iterations, is not quite clear. 
Errors in measurement variables, use of suboptimal ,regularization para- 
meters and the fact that radiosondes do not give the 'true' temperature 
profiles are some of the factors, which make a comparison difficult. 

The possible improvement of the result with several iterations must be 
compared with the extra computer time used for the iterations and for 
the more complex algorithms for selecting the regularization parameters. 
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Figure 7.7 RMS differences in layer mean temperature between satellite 
soundings from THAP, with tropopauseinformation, and radio- 
sondes launched from Onsala. The RMS differences are shown 
for different number of iterations in THAP 
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Thirteen clear retrievals are included. 

8. CONCLUSIONS 

We have shown that the results from our inversion method THAP are compar- 
able with the results from the ordinary retrieval method in the Physical 
Retrieval TOVS Export Package. With tropopause information included we 
will still have larger RMS differences 
pause ( =  0.5'K) but smaller RMS differences between 500 and 850 mb 
(0.5-l.O°K). Use of better regularization parameters (we used the same 

in our method around the tropo- 
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in the whole area and in the whole time period) and a better approxima- 
tion of tropopause height (we used the tropopause height measured at 
Onsala in the whole area) will likely improve our results. There is a 
lot o i  tuning to be done. The regularization parameters, the weights of 
the equations and the number and locations of the knots have to be 
decided. Some of these parameters might be changeable according to the 
area, the time of the season or the weather situation. In order to 
solve these problems, the next step will be to implement our inversion 
method in a quasi-operational TOVS processing system. The TOVS Export 
Package will form the base of the TOVS processing system. 

Ancillary data, or ancillary information, could be included in the in- 
version method in three ways, 

1)  changing the locations and multiplicities of the knots, 
2) adding equations, 
3 )  adding linear equality and/or inequality constraints. 

This will make our method capable of progress. The water vapour profils 
might be improved and analysed. The use of some boundary layer model 
might be useful. The progress in TOVS retrievals done by the interna- 
tional community will be followed, and suitable algorithms will be 
implemented in our method. Cloud correction algorithms, using AVHRR- 
data, are believed to give a major improvement in the retrieval profiles. 

We have in this paper calculated each temperature profile independent 
of the surrounding temperature retrievals. We have a one dimensional 
temperature retrieval method, working on each satellite sounding. An 
extension will be the three dimensional retrieval method. In a three 
dimensional method other atmospheric sensors, such as radiosondes, 
ground-based microwave radiometers and VHF-radars, could be included. 
A three dimensional method will also allow the inclusion of meteorologi- 
cal theory, e g in the form of simplified atmospheric equations of motion. 
This approach will require much more computer time, but seems promis- 
ing. Three dimensional retrieval methods are described by Wahba and 
Wendelberger (1980) and Wahba (1984). Another future aspect is that the 
next generation of vertical profilers on TIROS-N will be launched in 
1990. Microwave sensors will be used both for temperature and humidity 
profiling. 
making the sounder an allweather instrument. 

This will reduce the cloud effects on the radiances, 
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Appendix A 

LIST OF SYMBOLS AND NOTATIONS 

A. 1 Constants 

= 9.81 m*s-2 90 Acceleration due to gravity at sea level 

Gas constant for dry air 

Specific heat of dry air at constant pressure 

Saturation vapour pressure at O°C (273'K) 

Latent heat of condensation at O°C (273'K) 

Molecular weight of water vapour divided by 
molecular weight of dry air E: = 0.622 

Rd = 287 J'K- 1 kg -1 

cP 

LO 

= 1004 J*K-l0kg-' 

eo = 6.11 mb 
= 2.5-10 6 J-kg -1 

A.2 General notations for vectors and matrices and some useful 
definitions 

Throughout this paper, we will indicate matrices with a double wavy 
underline and vectors with one wavy underline. The element in row 'i' 
and column 'j' for a matrix b is denoted aij and the element 'i' in a 
vector A is denoted ai. The column 'i' in a matrix 

N 

is denoted Ai. 
N N N 

A diagonal matrix ,D - = diag (dll,d22,...,dnn) 'is a matrix, where 
d i j  = 0, i#j. 

The inner product of two n-dimensional vectors X and Y is 
N N 

r n 
X ' Y  = c xi.yi . 
N N  i = l  

The Euclidean norm of a n-dimensional vector X is 
N 

T 1/2 n 

i = 1  
2)1'2 = ( x  X )  . IIg 12 = ( xi N N  

An orthogonal matrix (J, is a square matrix where T = 0, i#j, and j N 

QT(J = 1. -i i 

T A symmetric matrix A is positive definite if X AX > 0 for all nonzero 
vectors X. 

N N " N  

N 
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The least-squares solution X to a linear equation system A-X = B is; 
find X which satisfies 

N z... N 

N 

In a weighted least-squares problem, we find X which satisfies 
N 

N 

where W u usually is a diagonal matrix. 
N 
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Appendix B 

AN ANALYSIS OF THE RADIATIVE TRANSFER EQUATION BY SINGULAR VALUE DE- 
COMP 0's I T I ON 

The linear system, derived from the radiative transfer equation in Sec- 
tion 5, may be analysed by doing a singular value decomposition (SVD) 
of the matrix. The singular value decomposition is described by Golub 
and van Loan (1983). The SVD-theorem says: 

T Any m by n matrix f i  can be factored into A = U C V , where U is an m by 
m orthogonal matrix, V_ is an n by n orthogonal matrix and C_ is an m by 
n diagonal matrix where C_ - = diag(ol,a2, ..., a 
values 9 can be assumed to be ordered so that u1 > a2 > amin(m )- > 0, ,n 
with lrl singular values # 0. 

- N N N N N  - N N N  N 

N N 

1. The singular min (m,n ) 
- - 

In terms o f  the SVD the solution of the least-squares problem 

. .  
N 

will be 

(B.2) X = r T  C (Ui-B)/ai*Vi . 
N N N  i =1 

If m<n then there is no unique solution X, (B.2) will give the solution 
N 

X with minimum Euclidean norm. We notice that X is written as a linear 
N N 

combination of the vectors 1'. We assume that the error in B is AB, 
then the error in X will be 

N N 

N 

AX Y = C (u:-AB)/o~-~~ N U  . 
i=l 

(B.3) 

We will show how SVD can be used to analyse the least-squares problem 

which is (5.2) with the water vapour term neglected. This is also (B.11, 
with the notations 
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In ill-conditioned problems, like B.4, the singular values will tend to 
zero rapidly. If we solve (8 .4)  exactly, we will have a physically un- 
acceptable solution. The measurement errors in Y will be amplified for 
those terms in (B.3) corresponding to singular values much smaller than 
one. 

N 

bre wi 11 use ten HIRS-channels (channel 3,4,5,6,7,8,13,14,15 and 16)  and 
two MSU-channels (channel 3 and 4 )  in the SVD of (B.4). The SVD is 
calculated with subroutine LSVDF in the IMSL software library. 
The temperature profile is between the pressure levels 10 and 1000 mb, 
and is discretized into 30 levels. The matrix in (B.4) is calculated in 
the same way as described in Section 5. Each- ow, corresponding to 

channel v,  has been multiplied with 1/  2T . We have done a SVD 
for twelve climates, taken from Oort and Rasmusson (1971) .  These are 
winter, spring, summer and autumn for latitudes 35'N, 55'N and 75'N. In 
Table B.1, we show the eight largest singular values for each climate 
(the smallest singular values for each climate are in the interval 
0.0001~0.0005).  We also show the corresponding vectors v l , .  . . ,V and 
U ,..., U for the climate in spring, 55'N in Fig. B . l  and B.2 respec- 
tively. The vectors V. show the ability of the TOVS instrument to dis- 
cover temperature differences from the initial guess at different 
levels. The vectors N Ui show the relative importance each channel has 
on the i:th term in (B.2).  The singular values are sorted in decreasing 
order, then the measurement error is expected to influence more and 
more for each new term added in ( B . 2 ) .  Note that I IUiI N l 2  = I \vi I l 2  = 1 
and the elements in AB, u that is the errors in brightness temperatures, 
are approximately one. We note that in none of the five vectors 
V -1 ' -5 
(>850 mb). 

aBv(B T (I,) 

-8 
-1 -8 

-1 

..., V , there is a major contribution from the lower atmosphere 

We calculate (B.2)  for one real satellite sounding near to Onsala in 
May, 1983. The initial guess, T(O) and 
55'N. We calculate (B.2) with 1, 3, 5 and 7 terms. This is the method 
of truncated singular value decomposition, described by Hanson 
The retrieved temperatures, N N  T = T(O) t AT N and TS t ATS, were compared 
with radiosonde measurements done at Onsala at the same time, and are 

is climate in spring, 

(1971 1. 
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Table B.l The eight largest singular values of the matrix in (B.4) 
for different climates 

Season 

Winter 

Spring 

Summer 

Autumn 

35'N 

1.15,0.51,0.32,0.20, 
0.07,0.06,0.02,0.006 

1.09,0.51,0.33,0.20, 
0.08,0.06,0.03,0.007 

0.90,O. 53 ,O. 34,O. 21, 
0.08,0.06,0.03,0.011 

1.00,O. 52,O. 34,0.21, 
0.08,0.06,0.03,0.009 

55'N 75'N 

1.29,0.52,0.29,0.18, 
0.06,0.05,0.01 ,o.m 
1.24,0.52,0.29,0.18, 
0.06,0.05,0.01 ,o.m 
1.06,0.53,0.31 ,O. 19, 
0.06,0.05,0.02,0.m 

1.20,0.52,0.30,0.19, 
0.06,0.05,0.02,o.m 

1.31,0.51,0.30,0.18, 
0.06,0.05,0.01 ,o.m 
1.28,O. M,O. 28,O. 17, 
0.06,0.05,0.01 ,o.m 
1.17,0.54,0.29,0.18, 
0.06,0.05,0.01,0.010 

1.27,0.53,0.29,0.18, 
0.06,0.05,0.01,0.008 

shown in Fig. B.3. When using one term, only the surface skin tempera- 
ture is changed. The vector v, gives a major contribution to the sur- 
face skin temperature but will not change the atmospheric temperature. 
The vector lJ1 shows that the most important channel in the calculation 
o f  the first term is HIRS 8, which is a window channel. These, not un- 
expected, results is an example of how the vectors,$ and lJi can be 
interpretated. With three and five terms the temperature retreivals are 
improved. There is still no significant change in the lower atmosphere. 
When seven terms were used, there is a change in the lower atmosphere, 
but now the influence of measurement errors is noticeable. We find 
these oscillations, in the temperature profile, which is typical for ill- 
conditioned problems (if we use eight terms, we will have T(1000) = 73.1% 
and T(700) = -136.5OC). 

We have shown, that satellite measurements alone cannot give enough 
information about the temperature profile. We may improve the tempera- 
ture retrieval by doing independent measurements of relevant variables, 
such as surface temperature, and use information about the behaviour o f  
the atmospheric temperature profile. We have also shown the potential 
o f  singular value decomposition, when analysing linear systems in 
remote sensing of temperature profiles. 
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Appendix C 

CALCULATION OF THE LINEAR EQUATION SYSTEM FROM THE TAYLOR EXPANSION OF 
THE RADIATIVE TRANSFER EQUATION 

We will show how the numerical calculation of 1, F&, and $ in (5.2) can 
be done. The variables T, V and P are discretized into In1 levels. We 
do not allow the temperature to be changed above level 11 ( =  10 mb) and 
we do not allow the water vapour mixing ratio to be changed above level 
26 ( =  300 mb). 

for different pressure levels. This has to be We have to calculate aP 
done with some numerical differentation method. We have 

= TV 

The elements y, are from (5.11, which says (we repeat) 

The integral in (5.1) must be calculated using some numerical quadra- 
ture method. We use the method by Gill and Miller (19721, which is suit- 
able for integration of unequally spaced data. 

The radiance is affected by the temperature in two ways; the Planck 
function and the transmittance dependency of the temperature. The 
transmittance dependency of temperature is weak, so in the calculation of 

21 
tion scheme in (C.l) and the trapezoidal rule for the integral calcula- 
tion, we have 

dIL0) 
we neglect this dependency. By using the numerical differenta- 

atj 
j = 1, ..., 10 
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J 

If the water vapour mixing ratio W is changed, then radiance will be 
changed, because the transmittance depends on W. The transmittance is 
more or less sensitive, for changes in W, for different channels. The 
most sensitive channels are those, which are best suited for determina- 
tion of water vapour mixing ratio. We use the same HIRS-channels, as 

We may in an operational system, without in the calculation o f  aT. 
loss of accuracy use only a few channels (e.g. HIRS channels 10, 11, 12 
and some window channels). 

alV 

The variable W is input parameter in the subroutines for transmittance 

calculations. It is convenient to calculate - - - 0- 

31 31 aw a1 
V -  v j -  v o w  

avj dw avj awj j' j 

We have to use some numerical differentation method in the calculation 

. We make a forward-difference approximation, which gives of - 
a I(O) 
awj 

V 

j = 26,27,..,n (C.4) 
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where 

and we explicitly declare the transmittance dependency of W by the 
notation T(P,W). The numerical differentiation scheme in (C.l) and the 
trapezoidal rule will be used in the calculation of (C.4). 

The calculation of 'Iv - is very time-consuming, that is because it in- 
N 

involves a great number o f  transmittance calculations. An effective 

calculation of 
computational time of the inversion method. We may decrease the compu- 
tation time by using our knowledge that, in the software package, -C is 
calculated as a product of four transmittances, 

will give a considerable reduction of the total alv aa 

where 03TAU depends on total ozone amount above P, C02TAU depends on 
temperature above P. 
vapour above P and CONTAU depends on water vapour at P. The notations 
03TAU, COZTAU, HZOTAU and CONTAU are the names of the subroutines for 
transmittance calculations. 

HZOTAU depends on the integrated amount of water 
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Appendix D 

SENSITIVITY ANALYSIS OF THE RADIATIVE TRANSFER EQUATION 

Several types of errors influence the calculation of N Y in 5.2. These are 
errors depending on 

1) cloud contamination, 
2) surface emissivity, 
3) surface pressure approximation, 
4) transmittance calculation and sensors, 
5) water vapour approximation, 
6) 
7) ozone, 
8 )  numerical quadrature. 

temperature approximation over a specified layer, 

These errors are, more or less, influencing the observed and calculated 
radiances. They are in some cases wellknown, in other cases not. A survey 
of the errors are given below. 

The radiative transfer equation is described in Section 3. We make a 
slight modification of (3.11, and receive 

In (D.1) we have explicitly noted that transmittance depends on tempera- 
ture (TI, water vapour (W) and ozone content ( p )  between the pressure 
level of interest and the satellite. 

Cloud contamination ------------------- 

Several methods exist for correction of cloud contamination of infrared 
channels. In Aoki (1982) the RMS errors of radiances in percent are 
given for different methods. The following approximative RMS errors are 
valid for Aoki's QA-method using AVHRR-data 

HIRS Channel 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 

Error % 0 0 0 1 1 1 1 0 1  1 1  1 3  3 3 1 0  5 5 
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One should notice that this error estimation probably is too optimistic 
over land, because Aoki's method is only used over oceans. Cloud conta- 
mination errors are neglected for MSU-channels. 

The technique to use AVHRR-data in the correction of cloud-contaminated 
radiances is very promising. However, it requires a lot of computer time. 
Algorithms, not using AVHRR-data, are presented in McMillin (19781, 
McMillin and Dean (1982) and Prata (1985). 

Surface ----------------- emissivity 

An error AE, is assumed in emissivity E, for each channel v. Error AI, 
in radiance will be 

An error APs is assumed in surface pressure Ps. 

Transmittance calculation and sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Errors in sensors and in the calculation of transmittance 'I, make it 
necessary to do empirical adjustments of T. One of the most common 
adjustments is the gamma-delta procedure. In Susskind and Chahine (1984) 
the errors in brightness tenperature, after gm-delta correction, are estimated to 
0.7'K. This error may include some of the other errors, e g uncertain- 
ties in surface emissivity, but is a fairly good approximation of the 
error depending of transmittance calculation and sensors. 
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Water -------- vapour ----- approximation ---------- 

Water vapour cannot be determined exactly. This will change the trans- 
mittance of radiances. An error AW is assumed in water vapour W. 

For meteorological purposes we are not interested in calculating tempera- 
ture for the highest levels (highest level is 0.1 mb). An approximation, 
e g climate, of the temperature profile above a certain pressure level 9 
is done. Assuming that the error in this approximation is AT the error 
in radiance will be 

Ozone ----- 

Ozone in the atmosphere affects the transmittance. While ozone amount in 
atmosphere i s  not known exactly, an error will be introduced. An error AP 
is assumed for ozone amount P. 

For MSU-channels and for HIRS-channels 8, 10-19 the influence of ozone 
is neglected. HIRS-channel 9 is used for ozone calculation. 

The calculation of the integral in the radiative transfer equation re- 
quires a numerical quadrature method. This will introduce an error, 
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which should be estimated. An error estimation is often included in sub- 
routines from the numerical software libraries. 

In order to see bow different errors are influencing the radiances, a 
simple interactive program was constructed. The user may vary the estima- 
tion o f  different errors. A table with the individual errors is printed. 
Different temperature and water vapour profiles are used. These are 
winter, spring, summer and autumn climate from 35O, 55' and 75'N. The 
climate is from Oort and Rasmusson (1971). The integral is calculated 
with the method of Gill and Miller (1972). Radiance errors are trans- 
formed to brightness temperatures, by doing a multiplication with 
aBV(Bm1 ( I v )  1 . In Table D.l the result for the climate in spring, 55'N I' aT 

i s presented. 

. We have suggested a method for error analysis of RTE. This method could 
be refined. The two largest errors, 'cloud contamination' and transmitt- 
ance calculation and sensors', are those which are most uncertain. From 
Table D.l, we suggest a total error in brightness temperature of 1°K. 
This is a conservative suggestion. Susskind and Chahine (1984) and 
Chedin and Scott (1984) contain dicussions about the radiance errors. 
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Table D.1 Errors in brightness temperature; OK. 
Temperatureand humidity from climate in spring, 55'N. We use 
the RMS errors from Aoki's QA-method in the estimation of 
errors from correction of cloud contamination. 

HIRS 1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

MSU 1 
2 

3 

4 

Emissivity E for HIRS-channels are from Chedin and Scott 
(1984) (over land) see Table 6.1. Emissivity for all MSU- 
channels = 0.95, A& = 0.01 for all channels. 
Surface pressure Ps = 1000 mb, APS = 10 mb. 
Transmittance calculation and sensors: Error = 0.7 K. 
Error in water vapour (g/Kg) = 10%. 
Error in temperature (above 10 mb) = 1°K. 
Ozone P = 347 Dobson Units, AP = 25 Dobson Units. 

0 

ERRORS RELATED TO 
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Appendix E 

THE INVERSION METHOD WITH THREE ITERATIONS 

(0) (0) and 
' TS(l) 

In Section 5, we describe how we, from the initial guess T 
V ' O ) ,  with our inversion method THAP get a better approximation T 
= T(O) t AT, T:') = Tio) t  AT^ and V 
this process could be repeated with T(l), T!') and V(') as our new ini- 
tial guess. In this Appendix we will show the algorithms in THAP with 
three iterations (k = 0,1,2). The notations are the same as in Section 5, 
but we note with an upper index '(k)', that this vector (or matrix) 
depends on T(k), Tkk) and/or V(k), and have'to be recalculated each 
iteration. 

= 

= V(O) t AV. We mentioned that 

Step 1) Initial guess choosen. 
Calculate the number of levels In' from surface pressure. 

k = 0 ,  

S, U, L and L are calculated. 
z u uT ZV 

Step 2 )  Radiative transfer equation included. 

Step 3 )  Ancillary data included. 
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or 

Step 4) Linear least-squares problem defined. 
Calculate the matrices in the linear least-squares problem 

N 

where 

Step 5) Linear constraints included. 

j = 26, ..., n, 

ln(a/pj) + B/(1/273-l/tik)) - v j  (k) , j = 26, ..., n. 
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Step 6) Solve the linear least-squares 
linear constraints. 

problem with penalty 

The problem is solved with Stoer's method. 

Step 7 )  Calculate T ( ~ +  

(ktl)-B (Y ,P) ~ ( ~ " ) ( p )  = C d i  
i V  i = l  

Tik) t ATS (k) 

k = k t l .  

If k < 3 go to Step 2. Step 8) 

Step 9) Output from THAP i s  

terms and 

2 
2 

, j = 1,2, ..., 12 , 
j = 1,2, ..., 9 , 

T(3)(P), Tk3) and W(3)(P) = e~p(v(~)(P)) 

for selected pressure levels. 
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