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In early 1996, the Societe Met6orologique de France issued an invitation to the American 
Meteorological Society to hold the Ninth Conference on Satellite Meteorology and Oceanography in 
Paris, France in 1998. This is only the second time that this conference has convened outside of the 
United States, and is direct recognition of growing international commitments to remote sensing of the 
global environment, as evidenced by the conference sponsoring organizations, the American 
Meteorological Society, Socibte Metkorologique de France, the European Organization for the 
Exploitation of Meteorological Satellites (EUMETSAT), MtSt6o-France, the World Meteorological 
Organization, Intergovernmental Oceanographic Committee of UNESCO, Centre National d’Etudes 
Spatiales, Service Hydrographique et Oceanographique de Marine, and Deutsche Meteorologische 
Gesellschaft. 

Approximately 350 abstracts were received in response to the Call for Papers, which specified 
the following topics: (Meteorology from Space) (1 ) nowcasting and forecasting applications of satellite 
observations particularly including direct radiance assimilation, (2) fast and accurate forward radiative 
transfer modeling for global applications, (3) satellite wind observations, (4) long-term satellite data 
analysis studies for climatological applications, (5) ozone observations from satellites; (Oceanography 
from Space in support of the 1998 IOC Year of the Ocean) (6) ocean color, (7) circulation, (8) surface 
fluxes, (9) sea surface temperature, (1 0) surface phenomenology modeling; (Scientific Basis and 
Algorithms for Upcoming Technology) (I 1 ) GPS meteorology, (1 2) hyperspectral visiblelinfrared 
sensors, (1 3) advanced multichannel microwave imaginglsounding sensors, (1 4) calibration and 
validation techniques, and (1 5) experiments and issues. The conference program committee especially 
invited students to be an integral part of the conference. Therefore, posters identified as student 
submissions on the abstract were automatically entered in a student poster contest, with cash prizes 
and certificates provided by SeaSpace Corporation, USA, to be awarded at the conference. 

The abstracts strongly reflected the degree with which satellite images and data are now 
integrated into meteorology and oceanography, and how evolved the data applications have become. 
Indeed, the papers indicate that a type of continuum has developed as sensor engineers, satellite data 
users, and modelers have become more sophisticated in their knowledge of the end-to-end processes 
and physics involved in environmental remote sensing, and data sets have gotten longer and more 
extensive. Five overlapping, daily themes were selected to show the range of this continuum, grouped 
into climatological, operational, and geostationary data applications, new technology, and prediction 
and monitoring capability. Also, a more overt attempt to balance the meteorological and oceanographic 
contributions was achieved by including a day on oceanographic data assimilation, in recognition of the 
Year of the Ocean. To foster interactions among the international attendees, a new format was 
adopted for the first time at this conference which included invited, oral plenary and state-of-the-art 
presentations to set the themes of each day, all supporting papers as posters, followed by poster 
discussion periods. The program committee hopes that this arrangement of consolidating themes, 
overview oral presentations, and extensive opportunity for personal interactions will contribute to an 
exceptional scientific experience for all attendees. 

Program Committee: Marie Cotton, Chairperson, Office of Naval Research, USA; Marc Gillet, 
Cochairperson, MMo-France, France; Johannes Schmetz, Cochairperson, EUMETSAT, Germany; 
Thomas F. Lee, Naval Reseach Laboratory, USA, Gary Jedlovec, NASNMSFC, USA; Noelle Scott, 
LMD, France; and Robert Bernstein, SeaSpace Corporation, USA. 
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03.3A INTENSE RAINFALL MONITORING FROM GEOSTATIONARY SATELLITES 
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1. INTRODUCTION 

The relation between precipitation amount and 
cloud fraction as seen from satellite passive radiom- 
eters, though simple and straightfonvard it might seem, 
has not yet reached completely satisfactory accuracy, 
effectiveness, and timelspace coverage. Recent devel- 
opments mostly refer to microwave (MW) sensors on 
board polar orbiters, but the use of visible (VIS) and 
infrared (IR) sensors of geostationary satellites for a 
variety of applications is by no means over. For an over- 
view the reader is directed to the book by Barrett and 
Martin (1981) and the chapter on precipitation in Kidder 
and Vonder Haar (1995). Petty (1995) has examined 
the status of satellite rainfall estimation over land. 

Intense rainfall monitoring has recently come out 
of the tropics where it was previously more or less en- 
tirely concentrated and the attention is now oriented 
towards hazardous events such as floods and flash- 
floods at midlatitudes. Rainfall monitoring in turn repre- 
sents only an aspect of the hazard monitoring for which 
geostationary satellites are so important: see Barrett 
and Michell (1981) for an overview in the Mediterra- 
nean. The synoptic characterization of Porch et al. 
(1997) testifies the need for effective geostationary sat- 
ellite rainfall estimation techniques for flood warning and 
disaster preparedness. 

An examination of the most recent research work 
in geosynchronous satellite intense rainfall analysis is 
attempted without pretending of being totally exhaus- 
tive. The aim is of providing interpretative clues to me- 
teorologists that feel the need for such methods for their 
everyday activity. 

2. VIS AND IR TECHNIQUES 

Cloud indexing techniques rely upon assigning a 
rainrate to each cloud type as identified from the satel- 
lite imagery. The simplest and perhaps most widely used 
is the one developed by Arkin (1979) during GATE on 
the basis of a high correlation between radar-estimated 

*Author's permanent address: Vincenzo Leviuani, In- 
stitute FISBAT-CNR, via Gobetti 101,1401 29 Bologna, 
Italy; email: v.leviuani@fisbat.bo.cnr.it. 
Visiting scientist: EUMETSAT, Am Kavalleriesand 31, 
D-64295 Darmstadt, Germany 

precipitation and fraction of the area covered by pixels 
colder than 235 Kin the IR. The scheme, named GOES 
Precipitation Index (GPI) (Arkin and Meisner 1987), as- 
signs these areas a constant rainrate of 3 mm h-', ap- 
propriate for tropical precipitation over 2.5Ox2.5" areas. 
GPI is a standard for climatological rainfall analysis 
(Arkin and Janowiak 1991) and is regularly applied and 
archived for distribution. The World Climate Research 
Programme (WCRP) with its Global Precipitation Cli- 
matology Project (GPCP) has started estimating pre- 
cipitation at this scale over the globe for periods from 
five days to one month (Worl Climate Research 
Programme 1996). For a review on climatic-scale sat- 
ellite rainfall estimates see Arkin and Ardanuy (1989). 

A family of cloud indexing algorithms was devel- 
oped at the University of Bristol based on the Polar- 
Orbiter Effective Rainfall Monitoring Integrative Tech- 
nique (PERMIT) (Barrett and Bellerby 1992). Originally 
developed for polar-orbiting NOAA satellites, they are 
now adapted to geostationary satellite imagery. "Rain 
days" are identified from the occurrence of IR bright- 
ness temperatures below a threshold at a given loca- 
tion. The estimated rain days are combined with rain 
daily means, that are spatially variable, to produce rain- 
fall estimations for extended periods ( I O  and more days). 
A recent application to the River Nile catchment is re- 
ported by Todd et al. (1995). While PERMIT is aimed at 
a high spatial resolution Follansbee (1 973) used VIS 
and IR images to estimate the fractional area covered 
by various cloud types and produce daily estimates 
based on weighted sums of those areas, generally quite 
large. 

Bispectral methods are based on the very simple, 
though not automatic, relationship between cold and 
bright clouds and high probability of precipitation, e.g. 
the cumulonimbus case. Lower probabilities are asso- 
ciated to cold but dark clouds (cirrus) or bright but warm 
(stratus). The RAINSAT technique (Lovejoy and Austin 
1979; Bellon et al. 1980) screens out cold but not highly 
reflective clouds or those that are highly reflective but 
have a relatively warm top. The number of false alanns 
of the pure IR techniques is then reduced. The algo- 
rithm is based on a supervised classification trained by 
radar to recognize precipitation from both VIS bright- 
ness and IR cloud top temperatu're. Results of an opti- 
mization of RAINSAT using METEOSAT over the UK 
were recently published (Cheng et al. 1993; Cheng and 
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Brown 1995). Clustering similar to that applied to 
bispectral cloud classification was applied by Tsonis and 
Isaac (1985) and Tsonis (1987). Rain areas are deter- 
mined by classifying pixel clusters in the VISlIR histo- 
gram of the image scene and radar data are used as 
"ground truth" for the validation of the method. 

The role of VIS data in improving IR rainfall esti- 
mates has been examined by King et al. (1995) during 
the First Algorithm Intercomparison Project (AIPl1 ) over 
Japan. Results show a higher correlation with valida- 
tion data using VlSllR over the IR alone for the case of 
warm, orographically induced rainfall. For cold, bright 
clouds (e.g. cumulonimbus) the correlations were simi- 
lar. Other approaches have used pattern recognition 
techniques applied to VISlIR data sets. OSullivan et al. 
(1 990) used brightness and textural characteristics dur- 
ing daytime and IR temperature patterns to estimate 
rainfall over a 10x10 pixel array in three categories: no 
rain, light rain, and moderatelheavy rain. 

A family of techniques that specifically require geo- 
stationary satellite imagery are the life-history methods. 
They take into account the cloud's life cycle which is 
particularly relevant for convective clouds. One for all 
the so called Griffith-Woodley technique (Griffith et al. 
1978) tracks clouds through their life cycle before as- 
signing precipitation. A major problem is that often cir- 
rus anvils of neighboring clouds screen the cloud life 
cycle leading to underestimates early in the day and 
overestimates towards the evening. Negri et. al. (1984) 
have simplified the technique eliminating cloud track- 
ing and producing a precipitation scheme that treats 
each cloud as if existing only in one image. The scheme 
is proved to perform at the same level of the Griffith- 
Woodley's. Advantages and limitations of the technique 
when applied to frontal precipitation leading to flood epi- 
sodes were examined by Leviuani et al. (1990). The 
Scofield-Oliver technique (Scofield and Oliver 1977; 
Scofield 1987) involves direct interaction by a meteo- 
rologist and is currently used by NOM-NESDIS for 
operational nowcasting of heavy rainfall and flash floods 
(Scofield and Naimeng 1994; Robinson and Scofield 
1994; Vicente and Scofield 1996). 

Cloud models are used to improve estimation re- 
sults by trying to build the physics of clouds into the 
retrieval process. Gruber (1973) first introduced a cu- 
mulus convection parameterization to relate fractional 
cloud cover to rainrate. Wylie (1 979) used a cloud model 
to adjust calibration coefficients. The Convective Strati- 
form Technique (CST) (Adler and Negri 1988) relies 
upon a 1 D cloud model to relate cloud top temperature 
to rainrate and rain area. Local minima in the IR tem- 
perature are sought and screened to eliminate thin, 
nonprecipitating cirrus. Precipitation is assigned to con- 
vective areas by means of the cloud model. To every 
other element colder than the stratiform threshold a fixed 
stratiform rainrate of 2 mm h-' is assigned. These meth- 
ods were originally developed for a particular location 
and their adaptation to other areas of the globe or cli- 
mate regimes is not trivial (e.g. Marrocu et al. 1993). 

3. COMBINED IWMW METHODS 

In the VIS and IR spectral range clouds are opaque 
and precipitation is inferred from cloud top structure. In 
the MW the interaction of cloud droplets with radiation 
is weak and MW radiation penetrates the cloud. Pre- 
cipitation drops strongly interact with MW radiation al- 
lowing their detection by radiometers without the IR 
strong biases. The biggest disadvantage is the poor 
spatial and temporal resolution, the latter due to the 
fact that MW sensors are presently only mounted on 
polar orbiters. Concepts for a geostationary MW instru- 
ment (imager and sounder) are outlined by Savage et 
al. (1994). 

The superior spatial and temporal resolution of 
geostationary satellite rainfall estimates on one hand 
and better physical insight of MW retrievals on the other 
are directing research efforts towards investigating hy- 
brid techniques where MW retrievals are used in the 
same way as ground truth. 

Adler et al. (1993) combined Special Sensor Mi- 
crowavellmager (SSMII) and Geostationary Meteoro- 
logical Satellite (GMS) measurements of rainfall over 
Japan: the aim was to obtain mean monthly values for 
climate studies. Negri and Adler (1993) modified the' 
cloud area threshold and adopted an empirical discrimi- 
nation threshold between raining and non-raining clouds. 
Leviuani et al. (1996) conducted a simultaneous rain- 
fall analysis using SSMll and METEOSAT data for two 
storms over northern Italy that caused damaging floods. 
Their results, though very preliminar, suggest that an 
IR-based rainfall analysis derived from half-hourly geo- 
synchronous images can be improved with a calibra- 
tion approach using a MW algorithm sensitive to verti- 
cal cloud structure and its inhomogeneities. A calibra- 
tion attempt of IR geosynchronous data using SSMll 
retrievals over the Pacific Ocean was made by Vicente 
and Anderson (1 994): their approach involves two 
multilinear regressions a day allowing a twice a day 
calibration between MW rainfall rate and IR cloud top 
temperature. Laing et al. (1994) focused their attention 
to Mesoscale Convective Systems (MCS) in Africa de- 
riving a relationship between SSMllderived precipita- 
tion characteristics and METEOSAT IR data. 

Jobard and Desbois (1992) combined IR and MW 
brightness temperatures as independent variables in a 
multispectral classification algorithm. This approach, 
while not making use of the better time sampling of IR 
sensors, might produce more correct instantaneous 
rainfall retrievals when both data types are available. 
The better estimates might then be used to calibrate IR 
techniques in between MW sensor overpasses. 

4. USE OF OTHER CHANNELS 

Other IR and near IR channels are used to esti- 
mate convective rainfall from polar orbiting and geosta- 
tionary data. Techniques for the instantaneous delinea- 
tion of convective rainfall areas using split window data 
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were initially conceived for the NOAA Advanced Very 
High Resolution Radiometer (AVHRR) (Inoue 1987a,b). 
These techniques rely upon the possibility of detecting 
non-precipitating cirrus and low-level cumulus clouds 
using the 11 and 12 pm channels. This information par- 
tially corrects the erroneous rainfall area delineation (and 
consequent frequent rainfall overestimate) of simple IR 
techniques producing better false alarm ratios (FAR). 
Kurino (1 997) has used the split window technique for 
rainfall estimation with GMS data using three param- 
eters: the 11 pm brightness temperature, the difference 
between 11 and 12 pm, and the difference between 11 
and 6.7 pm. The second parameter serves the purpose 
of removing thin cirrus contributions. The water vapor 
channel is used for extracting deep convective clouds 
associated to heavy rainfall. The technique was statis- 
tically characterized against digital radar data over a 
considerable amount of time. Heavy rainfall during ty- 
phoon in the Pacific were examined and the technique 
seems to recommend itself as a nowcasting tool on a 
1Ox1" area average. The potential of using the water 
vapor channel of geostationary satellites is indicated 
by observations of "warm water vapor pixels" (Tjemkes 
et ai. 1997) over deep convective clouds. The bright- 
ness temperature in the water vapor over such clouds 
is often higher than in the IR and is strictly related to the 
presence of stratospheric water vapor and its amount. 
A correlation between water vapor structure above these 
storms and rainfall is to be more closely investigated. 

The near IR 3.9 pm channel of GOES-819 satel- 
lites is also interesting for rainfall estimation. This chan- 
nel was included for a long time in NOWAVHRR in- 
struments (centered at 3.7 pm) for a variety of purposes 
including ice and sunglint detection. Vicente (1 996) 
developed a simple and fast algorithm for rainfall re- 
trieval using the 11 and 3.9 pm channels which has the 
advantage of being used also in the nighttime. The idea 
is that the 11 pm channel is more sensitive to the pres- 
ence of ice while the 3.9 pm is more sensitive to the 
presence of water vapor. The difference can be used 
as a tool to select cloud areas associated to a higher 
probability of producing rain. 

5. THE FUTURE 

GOES-I satellites opened up new perspectives in 
heavy rainfall analysis transferring to geostationary sen- 
sors channels and techniques that naturally belonged 
to the polar orbiters. The launch of METEOSAT Sec- 
ond Generation (MSG) with its 12 channels will go a 
step forward in this direction allowing multispectral es- 
timates in the European sector. Water vapor channels 
in particular need to be further investigated. 

Combined IR and MW rainfall analyses are by any 
means the real future. A MW instrument on board geo- 
stationary satellites still suffers from engineering and 
cost problems and is still a matter for a few more years 
of discussion. In the mean time combined multispectral 
techniques deserve the highest attention. 
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03.4A GOES-8 AND BEYOND: SCIENCE ADVANCES AND FUTURE DIRECTIONS 

James F.W. Purdom' 
NOWNESDIS, Washington, D.C. 

1. INTRODUCTION 2. GOES SATELLITES AND WEATHER 

Numerous technological improvements have 
occurred with meteorological satellites since the launch of 
TIROS-I on April 1, 1960, and the first geostationary 
satellites with meteorological capability almost 7 years 
later. Several countries are now operating meteorological 
satellites, and geostationary satellite imagery now covers 
the globe (except polar regions). Meteorological satellites 
provide essential information for national weather 
services; every day, countries all over the world use data 
from both geostationary and polar-orbiting meteorological 
satellites for weather forecasting and a variety of other 
activities. This can be credited, in large part, to a system 
fondly remembered as "APT," or Automatic Picture 
Transmission, which through unrestricted direct broadcast 
allowed the free use of high resolution N O M  polar 
orbiting data to anyone across the globe: this allowed 
scientists from many different cultures to share in 
common scientific quests. Unrestricted direct broadcast 
of data remains an essential component of N O M S  polar 
orbiting and geostationary satellite systems. 

This paper will address selected weather related 
advances that have been realized since the introduction 
of the United States' new era of geostationary 
meteorological satellites, which began with the launch of 
GOES-8 in 1994. Satellites of the GOES-8 era have 
separate instruments dedicated to imaging and sounding 
the earth and its atmosphere: exciting new capabilities are 
being realized from both. They include new cloud 
detection and monitoring capabilities (including cloud drift 
winds) made possible by the multi-spectral nature of the 
GOES imager, as well as the use of derived sounder 
products to monitor atmospheric stability and moisture for 
a variety of applications. Both GOES imager and sounder 
data and products are having positive impact in numerical 
weather prediction, although this proves hard to quantify 
since results from model forecast are dependent on the 
data, the sophistication of the model's data assimilation 
system, and the numerical model (physics, grid spacing, 
parameterization schemes, etc). 

While the major use of data from the new GOES 
era of satellites is focused on meteorological phenomena, 
GOES data has also proven useful for the detection and 
monitoring of fires, volcanic ash plumes, sea ice and 
snow cover. In addition, the new GOES has solar 
monitoring instrumentation that should provide exciting 
observations for the science community as the solar 
maximum approaches in just a few years. As exciting as 
these non-meteorological capabilities are, they will not be 
addressed in this paper. 

*Corresponding author address: James F.W. Purdom, 
Office of Research and Applications, NOAA Science 
Center, Camp Springs, MD 20255-3456; e-mail 
jpurdom@nesdis.noaa.gov. 

2.1 lmaaerv lnte rrxetation 

Weather, and weather related phenomena, cover 
a broad range of scales. In meteorology the link between 
the synoptic scale and the mesoscale is many times a key 
factor in controlling the intensity of local weather. Early 
work with polar orbiting satellite imagery showed that 
important synoptic scale features such as jet streams, 
mid-tropospheric trough and ridge lines, and vorticity 
centers were readily located in the images. The feasibility 
of using satellite imagery to locate and track tropical 
storms was immediately recognized: however, it was not 
until NOAA began its operational polar satellites program 
that routine surveillance was assured and techniques to 
estimate hurricane intensity from satellites became a 
regular part of weather forecasting. Just as imagery from 
polar orbiting satellites helped advance understanding of 
synoptic scale phenomena, imagery from geostationary 
satellites helped advance understanding of the 
mesoscale. A number of important discoveries using 
geostationary satellite imagery have had a dramatic 
impact on mesoscale meteorology and, in turn, our ability 
to provide short term forecasts and warnings for disaster 
related weather events, including: areas of incipient squall 
line development; location of regions with high probability 
of tornadoes and severe thunderstorms: mesoscale 
convective complexes: and, areas with heavy convective 
rainfall. Prior to the geostationary satellite the mesoscale 
was a "data sparse" region; meteorologists were forced to 
make inferences about mesoscale phenomena from 
macroscale observations. Today, geostationary satellite 
imagery provides a "reporting station" every 1 km with 
visible data (every 4 km with infrared data); those data 
reveal meso-meteorological features that are infrequently 
detected by fixed observing sites. The clouds and cloud 
patterns in a satellite image provide a visualization of 
mesoscale meteorological processes. When imagery is 
viewed in animation, the movement, orientation, and 
development of important mesoscale features can be 
observed. Furthermore, animation provides observations 
of convective behavior at temporal and spatial resolutions 
compatible with the scale of the mechanisms responsible 
for triggering deep and intense convective storms. 

2.2 ve Uses Of Data 

Since its earliest days, a major gaal of NOAA's 
meteorological satellite program has been to provide 
quantitative information on the dynamic and 
thermodynamic characteristics of the atmosphere. To that 
end, vertical temperature profiling instruments were 
placed on N O M  polar orbiting Satellites early in that 
program's history. Recently, those data have showed a 
positive impact on numerical forecast skill, mainly due to 
improvements in models and their data assimilation 
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systems. The new GOES era marks the beginning of 
operational soundings from geostationary satellites. 
While the full use of those soundings in operational 
numerical models awaits fruition, positive impact has 
recently been noted using three levels of moisture derived 
from GOES sounder radiances. While it is natural to 
dwell on numerical model results when considering the 
impact of satellite sounding data for meteorological 
applications, contemplation with that narrow a scope 
would be a mistake. Derived soundings and products 
from GOES have been made available to field forecasters 
across the United States: their appraisal of that 
information has been uniformly positive (reported by Holt 
and Menzel elsewhere in these proceedings). 

Since the beginning of the meteorological 
satellite program, various techniques have been 
employed to determine characteristics of the wind field. 
Using data from the new GOES imager and sounder, high 
density winds fields are being derived: those wind fields 
have had a positive impact in several forecast models 
(reported by Velden elsewhere in these proceedings). 

3. IMAGING FROM NOAA SATELLITES 

NOAA's polar orbiting and geostationary 
satellites play important roles in weather monitoring. Well 
known across the international community are the NOAA 
polar orbiting satellites with their Advanced Very High 
Resolution Radiometer (AVHRR) whose characteristics 
are given in Table 1. NOAA's polar orbiting satellites are 
in sun-synchronous orbits, and generally provide twice 
daily coverage over most areas of the earth, with the 
exception of more polar regions where orbit overlap is 
greater and imagery is available more frequently. 

Table 1. NOAA AVHRR Characteristics 

Wavelength IGFOV' Noise 

0.58-0.68 1.1 x 1.1 > 3:l at 0.5 albedo 
0.725-1 .O 1.1 x 1.1 > 3:l at 0.5 albedo 
3.55-3.93 1.1 x 1.1 c 0.12 K @ 300 K 
10.3-1 1.3 1.1 x 1.1 c 0.12 K @ 300 K 
11.4-12.4 1.1 x 1.1 c 0.12 K @ 300 K 

tClm) (km [EMI x NISI) 

NOAA's new generation of geostationary 
satellites, GOES-8 and 9 are located over the equator at 
7 5 W  and 135"W respectively. These satellites have high 
resolution multi-spectral imagers, Tables 2 and 3, that 
routinely view the U.S. and coastal regions once every 15 
minutes. For research purposes, the GOES satellites 
have provided imagery over small areas as frequently as 
once every thirty seconds for tornadic storms, and once 
every minute for hurricanes and other interesting weather. 
Inspection of Tables 1-3 shows a high degree of 
commonality between the imagers on NOAA's polar and 
geostationary satellites - data from the two systems 
should be used together to study a variety of 

* IGFOV stands for Instantaneous Ground Field Of 
View 

meteorological and oceanographic phenomena by taking 
advantage of the temporal and spatial resolution 
characteristics afforded by each system. 

Table 2. GOES-8 Characteristics 

Wavelength SSRes' Noise 

0.52-0.72 0.57 x 1 .O 
3.78-4.03 2.3 x 4.0 0.16 K @ 300 K 
6.47-7.02 2.3 x 8.0 0.27 K @ 230 K 
10.2-1 1.2 2.3 x 4.0 0.12 K @ 300 K 
11 512.5  2.3 x 4.0 0.20 K @ 300 K 

Table 3. GOES-9 Characteristics 

(pm) (km [ E M  x NISI) 
10 bit 2 8.1 counts (3 sigma) 

0.52-0.72 0.57 x 1 .O 
3.78-4.03 2.3 x 4.0 0.08 K @ 300 K 
6.47-7.02 2.3 x 8.0 0.15 K @ 230 K 
10.2-1 1.2 2.3 x 4.0 0.07 K @ 300 K 
11 512.5 2.3 x 4.0 0.14 K @ 300 K 

4. IMPROVEMENTS IN RESEARCH, ANALYSIS 
AND FORECASTING WITH GOES IMAGERY 

10 bit 2 9.3 counts (3 sigma) 

High quality multi-spectral imaging at very 
frequent intervals: those capabilities are the reason 
imagery from NOAA's new generation GOES is having a 
major positive impact on both forecasting and research. 
Throughout the proceedings of this conference, numerous 
examples are given that point to advanced forecast 
products and applications made possible due to the 
quality of imagery available from GOES. Many of the new 
products are possible because of the high quality imagery 
available at 3.9 pm. It is interesting that many of those 
products (see www tutoriar) rely on multi-spectral data: 
nighttime fog and stratus detection, discrimination 
between ice and water cloud, super-cooled cloud location, 
finding cloud over snow, and there are many others. 

Although it might seem trivial, one of the most far 
reaching activities that helped foster the use of GOES 
data was simply providing users digital imagery and a 
simple, but powerful analysis system: RAMSDIS4. That 
system is being used to analyze digital satellite imagery 
at over 50 National Weather Service field offices, several 

SSRes stands for Sampled Subpoint Resolution. 
NOAA's GOES imager data is over sampled along the scan 
lines. 

RAMMlClRA tutorial on the use of GOES 3.9 
micron imagery may be found at 
http:/www/cira.colostate.edulrammlgoes39/cover. htm 

RAMSDIS stands for RAMM Advanced 
Meteorological Satellite Demonstration and Interpretation 
System. As its name implies, RAMSDIS is a demonstration 
system that is used in a quasi-operational mode for testing 
algorithms and advanced products derived from digital GOES 
imagery. 
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NOAA research centers, and World Meteorological 
Organization (WMO) Regional Meteorological Training 
Centers in Barbados and Costa Rica. RAMSDIS systems 
are also in use at WMO headquarters in Geneva, at the 
University of Reading in Reading, England, and at the 
National Satellite Meteorological Center in Beijing. With 
the exception of Barbados and Beijing, all can receive 
digital GOES imagery in real time over Internet. The 
systems in Barbados and Beijing receive retrospective 
GOES imagery on tape and CD ROM. More information 
on RAMSDIS may be found on Ir~ternet.~ This activity 
allowed the testing of new products in both operational 
and research venues (which provided a “sanity check for 
algorithm developers) and also highlighted the need for 
training which resulted in materials such as those noted 
on the previous page. The RAMSDIS activity also allowed 
for the sharing of special research data sets (one minute 
interval imagery) with other scientists. 

Since the launch of GOES-8, special imaging 
has been performed where high resolution imagery has 
been acquired over the same scene at thirty second, one 
and three minute intervals. Sequences include eye 
catching phenomena like severe thunderstorms and 
hurricanes, as well as more common situations like winter 
storms with multiple layers of clouds and trade wind flow 
over ocean areas. Research is showing that imagery at 
such high frequencies are very good for deriving 
mesoscale cloud motions (including cumulus over land) 
even in the most complex of situations. Hurricanes are 
now being studied using one minute interval GOES 
imagery that has been coordinated with research aircraft 
flights (see for example hurricane Luis’). Indeed, since 
the beginning of the new GOES era, every Atlantic basin, 
Gulf of Mexico and Caribbean hurricane has been 
observed during some portion of its life with one minute 
interval GOES imagery. Severe thunderstorms have been 
observed with one minute and thirty second interval 
imagery: analyses reveal intense overshooting turrets 
causing dramatic wave activity across the thunderstorm’s 
anvil’, intersection of storm scale oufflow boundaries prior 
to tornado development, and possible cyclonic rotation at 
the top of a tornadic thunderstorm. 

5. A FEW IDEAS ABOUT FUTURE DIRECTION 

Future challenges may be thought of in two 
ways. One is technology, the other is science: they are 
inextricably linked. 

5.1 mhnoloav C g e o s t a t i m  

Geostationary satellites provide information as 
part of a global observing system. When looking to future 

http://www.cira.colostate.edu/RAMM/overview. htm 
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technological needs from this system, it is important to 
keep several thoughts in mind. 1) Seventy percent of the 
planet is covered by water and poorly monitored, while the 
remaining 30% is only monitored well over small regions 
(for example, the continental US only covers around 3% 
of the area of the earth). Satellites provide the only 
system capable of providing measurements from 
uniformly calibrated instruments over the entire planet on 
a routine basis. 2) Geostationary and polar orbiting 
satellites play complementary roles in observing the 
atmosphere, each has its own advantages and 
disadvantages: they need to be used together to 
maximize the benefits of both. 3) Observing System 
Simulation Experiments (OSSEs) will play a role in 
determining the role of sensors as they contribute to an 
optimal mix of observations for numerical weather 
prediction applications. However, one must take care to 
note that satellite sensors are developed on time scales 
of a decade, while an OSSE has limited capability to 
project a total system (computer power, assimilation 
technique, model capability, observational suite) into the 
future on those time scales. I believe for something as 
important as this that we need something beyond an 
OSSE; the question is what? 4) Perhaps the question is 
not which sensors, but rather when. Hyperspectral 
imagery at very frequent intervals, interferometry that 
serves a variety of needs beyond the thermodynamic 
structure of the atmosphere, microwave sensors for 
rainfall and sounding applications, and lightning detection 
are but a few of the possibilities that immediately come to 
mind. The question is how we get from the present to the 
future - our polar programs are important here. For 
example data from sensors such as MODIS, AIRS and 
MER should be investigated with the goal of helping 
define observing capabilities for future geostationary 
meteorological satellites. 

5.2 Science cha llenaes (aeostationarv) 

While some future directions are daunting, there 
are some immediate challenges whose solutions are 
within reach. For example, to optimize the use of current 
systems and sensors we should undertake activities that 
help us understand data better, both in its own right and 
in the context of various meteorological phenomena. 

Visible imagery- How do we display 10 bit data, 
or high quality 8 bit visible imagery? Many who have tried 
to extract detail from high quality GOES visible imagery 
have been stymied by the limitations of the human eye - 
GOES 8 bit imagery provides nearly 256 noise free levels 
of information, while our eye can only distinguish 16 
shades of gray. Use of color enhancement to extract 
detail results in a kaleidoscopic nightmare as cloud 
texture, brightness and shadows change during the day. 

Cloud drift winds - Improve the accuracy and 
number of cloud motion winds, globally in coverage and 
mesoscale in resolution. Meeting this challenge requires 
overcoming a number of problems, but two are prominent: 
target selection and height assignment. Target 
identification is largely a matter of image frequency (cloud 
lifetime) and wind derivation technique. Most operational 
wind derivation techniques have great difficulty with cloud 
target identification in complex, multilayered cloud 
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situations. Thus, around baroclinic zones and in tropical 
convective regimes where accurate cloud drift winds are 
highly desirable, such winds are rarely available. In 
addition, over land, where cumulus cloud lifetimes are on 
the order of minutes, it is virtually impossible to identify 
the same cloud on images 15 minutes apart, much less at 
30 minute intervals that are currently used for global cloud 
tracking. Research points toward geostationary satellites 
being operated in "special adaptive observing scenarios" 
to provide dense and highly accurate wind fields in 
regions of importance, particularly regions of anticipated 
model impact: will this be the case 10 years from now? If 
so, or if not, how does this fit into the definition of future 
systems and sensors? Thin cirrus clouds serve as 
marvelous tracers; unfortunately their height assignment 
is especially difficult since their emissivity is less than 
unity. While multispectral techniques such as COz and 
H,O slicing have reached a level of maturity, how the 
addition of other channels on future satellites would effect 
cloud height accuracy needs to be explored. 
Furthermore, geometrical techniques, such as shadows 
and asynchronous stereo need further exploration: this 
includes the blending of polar and geostationary imagery 
of different resolutions. If one could get heights very 
accurately from geometric techniques, then there is an 
abundance of information to be gained from 
multi(hyper)spectral imagery. 

Atmospheric sounding - For mesoscale modeling 
with grid scales on the order of tens of kilometers, the 
need for accurate atmospheric thermodynamic soundings 
becomes very important. While the ability to derive 
accurate satellite soundings with vertical resolutions 
required by true mesoscale models may never exist 
(indeed this is true of most observing systems), 
techniques need to be developed that can better define 
the structure of the mass field within such a larger scale 
field produced by conventional sources. Furthermore, 
sounding data from geostationary satellites provide the 
only hope of continually monitoring the development of 
low level moisture, the fuel for intense convection, on 
temporal scales compatible with that of convective 
phenomena. Knowledge of low level moisture is 
important for both modeling applications and applied 
forecasting. The assessment of moisture includes both 
monitoring its horizontal advection and measuring its 
increase due to fluxes from wet ground that is heated by 
incoming solar radiation. Future investigations should 
exploit cloud type and amount while identifying clear 
regions for sounding derivation. That cloud information 
will eventually be combined with the soundings using a 
model to produce saturated regions of the atmosphere 
and realistic boundary layer structures. 

Surface energy exchange - For daily weather 
forecasting or global climate studies, knowledge of energy 
exchange at air-sea interface is very important. Ocean 
surface temperature and wind are key parameters that 
determine this exchange. This is an area where polar and 
geostationary satellite information should be fused, along 
with observational and model data: polar satellites for high 
resolution SST and surface winds; geostationary satellites 
for monitoring diurnal variations of SST (while small in 

many cases, one must realize that the oceans are huge). 
Hurricanes and tropical storms - The location, 

tracking and monitoring of hurricanes and tropical storms, 
which is done using both polar orbiting and geostationary 
satellite imagery, has been one of the most successful 
aspects of the meteorological satellite program. 
Research must combine information from geostationary 
satellites, such as high density winds, super rapid scan 
imagery, and variability in canopy thermal structure, with 
information from a variety of in-situ measurement systems 
to study hurricane intensity change and motion. This 
activity should be significantly enhanced when NOM-K 
Advanced Microwave Sounding Unit data becomes 
available. 

Severe thunderstorms and heavy rainfall - 
Investigations designed to determine how to optimize very 
frequent interval GOES satellite observations and Doppler 
radar data are very important. However, this is only one 
part of the total picture: understanding clouds and 
mechanisms that lead to their development is 
fundamental to analysis and forecasting across a variety 
of scales. We must stay involved with fundamental 
process studies. For example, the importance of 
thunderstorm oufflow boundaries, often termed arc cloud 
lines, in the development and evolution of thunderstorms 
was first recognized using animated satellite imagery. 
That observation was followed by research aircraft 
investigations, which was followed by Doppler radar 
studies that confirmed their importance. Recently 
mesoscale modeling results are showing the importance 
of thunderstorm outtlow in the development and evolution 
of intense thunderstorm activity. 

Beyond the 60 degree satellite zenith angle - 
GOES ability to observe detail to near the arctic circle 
provides the capability for investigating polar lows that far 
exceed those available from earlier generation 
geostationary satellites. Now, and in the future, improved 
resolution and dynamic range of multispectral imagery 
(will) provide the opportunity to produce a number of 
advanced products that combine geostationary and polar 
satellite data, including cloud motions and height. 

Education and training needs - Satellites 
represent one of the primary tools with which we observe 
our planet and its atmosphere on a variety of scales. The 
importance of those observations, coupled with the rapidly 
evolving nature of this specialty, means that many people 
outside the scope of "satellite meteorology and 
oceanography" need guidance: this represents a major 
challenge. The computer revolution, coupled with a variety 
of data services (present and planned) point toward the 
day when costs restrictions and analysis capability will be 
a thing of the past. The question is how we as a 
community use the computerkommunications revolution 
to address this opportunity: perhaps the RAMSDIS activity 
mentioned earlier is a small step in that direction. 
Perhaps we need to continue to look to the past - our 
science grew strong because scientists from many 
different cultures shared in common scientific quest. 

The future of satellite meteorology and 
oceanography is bright and exciting. Our responsibility as 
scientists is to share our "solitary visions over distant 
fields," while assuring that our quest for knowledge is 
steeled in a fidelity to truth. 
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03.6B 
FROM METEOSAT TO METEOSAT SECOND GENERATION (MSG) 

J. Schmetz', H. Woick, S. Tjemkes and M. Rattenborg 
EUMETSAT, Darmstadt, Germany 

1. INTRODUCTION 

The current generation of METEOSAT satellites has 
been designed in the early 1970s. Meteosat-1 was 
the first geostationary satellite with a WV channel 
(5.3 - 7.1 pm), an observational capability which 
then became a standard for all geostationary 
meteorological satellites. It was launched in June 
1977 and since then six more satellites have been 
successfully launched. Although improvements have 
been introduced with METEOSAT-4, basically the 
satellite kept its original and successful design. 
METEOSAT-7 will be the last of this first 
generation. 

Meteosat Second Generation (MSG) will be a 
significantly enhanced follow-on generation. It has 
been designed in support to nowcasting applications 
and numerical weather prediction, and also to 
support climate research and monitoring. The MSG 
programme foresees three MSG satellites each with 
an expected lifetime of seven years, the first model 
scheduled for launch at the end of 2000. Currently 
the products to be derived from MSG are being 
developed. A novel feature of the MSG applications 
ground segment is that products will be derived and 
disseminated by a central facility (MPEF: 
Meteorological Product Extraction Facility) and by a 
distributed ground segment consisting of Satellite 
Application Facilities (SAF) in different member 
states of EUMETSAT. 

2. CURRENT METEOSAT 

2.1 Image Data 

Meteosat scans the full earth disk within a 30 minute 
period with a radiometer called MVIRI (Meteosat 
Visible and Infrared Imager). Scanning from east to 
west is achieved through the spin of the satellite. 
Line scans are performed by rotating the Ritchey- 
Chretien telescope (prime a erture of 400 mm) 
through an angle of 1.25 1 0  radians. With every 
rotation the spacecraft scans a new line with 2500 
pixels per line. This corresponds to a sampling 
distance of 5 km for the infrared (IR: 10.5 - 12.5 

B 
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pm) and WV channels, however the actual 
instantaneous field of view (IFOV) is of the order of 
6.5 km. A full disk image is completed with 2500 
south to north scan lines. 
The detectors in the thermal infrared are kept at 90K 
through passive cooling and control with a heater. 
The actual NedT values for METEOSAT-6 and -7 
are about 0.2 K for the IR channel at a reference 
temperature of 290 K and about 0.2 K for the WV 
channel at a reference temperature of 260 K. Exact 
values for the NedT depend on the detector (actual 
or redundant one) and its combination with two 
redundant electronic chains, respectively. The 
location of the IR and WV channels within the 
thermal infrared spectrum are shown in Fig. 1. 

The third channel of the Meteosat radiometer is in 
the solar (visible) spectral range (VIS: 0.45 - 1.0 
pm) and has a sampling distance of 2.5 km in both 
east-to-west and south-to-north directions. Data for 
all channels are digitised with 8 bits. The nominal 
position of Meteosat (and MSG) is 0" longitude. 

2.2 Calibration 

The absolute operational calibration of the IR and 
WV channels is performed by vicarious calibration 
methods that rely on radiative transfer calculations 
of clear sky radiances and co-located raw radiance 
observations over clear sky areas. Although an on- 
board black-body calibration, for both the IR and 
WV channel, became available with the advent of 
METEOSAT-4, this facility could not be used for 
METEOSAT-4 and -5 for technical reasons. Recent 
studies based on data from METEOSAT-6 indicate 
that the black-body calibration is useful for a relative 
monitoring of the gain changes (Gube et al., 1997). 
The absolute error of the vicarious calibration has 
been estimated to be of the order of 2% for the IR 
and about 5% for the WV channel. Precision or 
relative accuracy is about 1% and 2 - 3%, 
respectively (Schmetz et ai., 1994). 

2.3 Products 

The image data are being used for the derivation of 
meteorological products within the Meteorological 
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Product Extraction Facility. Products are based on 
image histogram analysis for image segment areas of 
32x32 pixels and are primarily intended to support 
weather prediction and climatological applications. 
The products operationally derived from the current 
Meteosat are given in the fourth column of Table 1. 

3. METEOSAT SECOND GENERATION 
(MSG) 

3.1 Image Data 

MSG will be a spin-stabilised satellite as its 
predecessor Meteosat. Its main payload will be the 
SEVIRI (Spinning Enhanced Visible and Infrared 
Imager) with four spectral channels in the solar 
spectrum and eight channels in the thermal infrared. 
The main characteristics of the channels are listed in 
Table 2. 

SEVIRI will have three Visible and Near InfraRed 
(VNIR) channels and a high resolution visible 
(HRV) channel in the solar spectrum. Furthermore, 
it will have eight channels in the thermal infrared 
(IR). The detectors of the two groups will be 
accommodated on two different focal planes. The 
eight IR detectors will be cooled to a temperature of 
95 K, the detectors of the solar channels will be 
stabilised at a temperature around 293 K. SEVIRI 
raw data will be delivered in 10 bits. 

The imaging area of SEVIRI will be the same as for 
Meteosat. The sampling distance in N-S and in E-W 
direction will be 3 km for the VNIR channels and 
1 km for the broadband visible channel (HRV), 
referring to a location the subsatellite point. SEVIRI 
will be oversampling so that the instantaneous fields 
of view will be larger than the sampling distance. 
The instantaneous field of view is about 4.8 km for 
the VNIR and IR channels and 2 km (east-west) and 
2.7 km (north-south) for the HRV channel. 

The nominal repeat cycle of SEVIRI foresees to 
scan a full disk image every 15 minutes. Shorter 
repeat cycles will be possible by scanning only a 
reduced number of scan lines. 

Co-alignment between the pixels of the two groups 
of SEVIRI channels will be permanently monitored, 
and potential misregistration will be corrected by 
image processing on ground. 

For any image, the goal is to achieve interchannel 
registration of better than 600 m between channels 
on the same focal plane, and better than 1.3 km 
between channels on different focal planes. For 
successive images, the goal is to achieve registration 
between the same pixels in subsequent images better 
than 1.2 km. 

Most SEVIRI spectral channels build upon the 
heritage of other satellites which can be summarised 
as follows (see also Fig. 1): 

0.6 and 0.8 pm: Known from the Advanced Very 
High Resolution Radiometer (AVHRR) of the polar 
orbiting NOAA satellites. They are essential for 
cloud detection, cloud tracking, scene identification, 
aerosol observation, vegetation monitoring. 
1.6 pm: Little heritage at the time when it was 
specified. Discriminates between snow and cloud, 
ice and water clouds, and provides aerosol 
information. Observations are now available from 
the Along Track Scanning Radiometer (ATSR). 
3.9 pm: Known from AVHRR. Primarily supports 
low cloud and fog detection (Eyre et.al., 1984). In 
addition, it will support measurement of land and sea 
surface temperature at night. For MSG, the spectral 
band has been broadened towards higher wavelength 
in order to improve signal-to-noise ratio. 
6.2 and 7.3 pm: Continues mission of Meteosat 
broadband water vapour channel for observing water 
vapour and winds, however, enhanced into two 
channels peaking at different levels in the 
troposphere. Height allocation of semitransparent 
clouds will also be supported. 
8.7 pm; Known from the High resolution Infra Red 
Sounder (HIRS) instrument on the polar orbiting 
NOAA satellites. The channel will deliver 
quantitative information of thin cirrus clouds and 
support the discrimination between ice and water 
clouds 
9.7 pm: Ozone radiances as an input to Numerical 
Weather Prediction (NWP). As an experimental 
channel, it will be used for tracking of ozone 
patterns that should be representative for wind 
motion in the lower stratosphere. The evolution of 
the total ozone field with time can also be 
monitored. 
10.8 and 12.0 pm: Well-known split window 
channels from AVHRR, essential to measure earth 
surface and cloud top temperatures. Detection of 
cirrus and inference of total precipitable water 
vapour over sea. 
13.4 pm: C02 absorption channel known from 
former GOES VAS instrument. It will improve 
height determination of transmissive cirrus clouds 
(Menzel et al., 1983). In cloud free areas, it will 
provide temperature information from the lower 
troposphere that can be used for static instability 
assessment. 

3.2 Calibration 

In contrast to the current generation of Meteosat 
MSG will feature an on-board calibration blackbody 
for the absolute calibration of all thermal IR 
channels. Nominally the blackbody will be viewed 
every 15 minutes. This will provide a warm 
reference signal, which will be used together with a 
zero scene reference signal from space view (during 
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every revolution of the satellite) to monitor the 
overall gain of SEVIRI thermal IR channels. 

There is no calibration reference source on board for 
the solar channels. Initial calibration of VNIR and 
HRV channels after launch will, therefore, rely on 
prelaunch data. Vicarious calibration will then be 
performed to validate or, more likely, update the 
pre-launch information. 

3.3 Products 

Level 1.5 image data are the standard representation 
of MSG image data provided to users. They will be 
available either as near-real time digital data 
transmission via the satellite, or through retrieval of 
data from EUMETSAT's Unified Meteorological 
Archive and Retrieval Facility (UMARF). The MSG 
programme will generate operational Level 2 
products from SEVIRI Level 1.5 image data. 
Responsibility for products will be shared between 
the Meteorological Products Extraction Facility 
(MPEF) and several Satellite Application Facilities 
(SAF) in EUMETSAT Member states. The MPEF 
will be developed by an external contractor. 

Within the MPEF the processing for the Scenes 
Analysis and extraction of Cloud Analysis, Cloud 
Top Height, Tropospheric Humidity and Total 
Ozone will be done at the single pixel level. 
Dissemination of final products will be for areas of 
about lOOxl00 km except for the Cloud Top Height, 
which will be kept at pixel level. Product coverage 
will be a circular area within 65 degrees geocentric 
angle around the subsatellite point. The product list 
is given in Table 1. 

3.4 Product Algorithm Prototyping 

Prototyping of MSG product extraction algorithms is 
performed at EUMETSAT. Prototype algorithms are 
delivered to the MPEF contractor for inclusion into 
the MPEF. Main prototyping items are: 

0 radiative transfer modelling to support product 
retrieval and calibration monitoring (Tjemkes 
and Schmetz, 1997) 

0 a scene identification algorithm drawing on 
existing methods (Saunders and Kriebel 1986) 
Atmospheric Motion Vectors (AMV) from 
different spectral bands (Holmlund, 1997). 

0 height assignment of thin clouds using the C 0 2  
and water vapour channels. 

Testing of algorithm relies to a large extent on the 
use of GOES imager and sounder data as substitutes 
for MSG data. 

3.5 Calibration Monitoring 

Onboard calibration will be monitored regularly. For 
the IR channels, vicarious calibration methods will 
be applied, conceptually similar to the current 
Meteosat calibration (Gube et al. 1996). 

Performance of solar channels will be monitored in 
order to detect potential degradation in orbit during 
the lifetime of the satellite. Techniques will rely on 
regular observation of ground targets (e.g. Moulin et 
al. 1996) and on radiative transfer calculations. 
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Figure 1: Spectral channels of MSG and Meteosat respectively. MSG channels are named according to the center 
wavelength of the channel. 
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P3.1A 

1. INTRODUCTION 

APPLICATION OF GOES-8/9 SOUNDINGS TO WEATHER 
FORECASTING AND NOWCASTING 

Frances C. Holt' and W. Paul Menzel' 
Atmospheric Research and Applications Division 

Office of Research and Applications, NOWNESDIS 

Since April 1994, a new generation of 
geostationary sounders has been measuring 
atmospheric radiances in eighteen infrared 
spectral bands and thus providing the capability for 
investigating oceanographic and meteorological 
phenomena that far exceed those available from 
the previous generation of Geostationary 
Operational Environmental Satellites (GOES) 
satellites. The improved imaging and sounding 
from GOES-8/9 is described in Menzel and 
Purdom, 1994. GOES-8/9 sounder products are 
now operational. This paper details the in flight 
performance of the sounder, presents sounder 
products, and shows impact on nowcast and 
forecast activities. 

For the first time, operational hourly sounding 
products over North America and adjacent oceans 
are being generated with the GOES-819 sounders. 
The GOES-8/9 sounders are making significant 
Contributions by depicting moisture changes for 
numerical weather prediction (NWP) models over 
the conterminous United States, monitoring winds 
Over oceans, and supplementing the National 
Weather Service's (NWS) Automated Surface 
Observing System (ASOS) with upper level cloud 
information. Work is progressing toward 
precipitable water vapor assimilation and cloud 
field initialization in operational as well as research 
forecast models. Sounding product validation has 
been accomplished by comparison with 
measurements from radiosondes and aircraft; 
Soundings over the data sparse eastern Pacific 
Ocean and Gulf of Mexico are now being used for 
model impact studies. 

-~ 
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2. GOES SATELLITE SOUNDINGS 

The GOES sounders are 19-band instruments that 
sense different layers of the atmosphere in: eight 
carbon dioxide channels, four water vapor 
channels, four infrared channels, plus an ozone, a 
nitrogen, and a visible channel. Each channel 
measures radiances at different levels of the 
atmosphere. This information can be assembled 
into a vertical observation profile of atmospheric 
temperature and moisture (figure l), or a field of 
radiances that then can be utilized by numerical 
weather prediction models and local forecasters. 
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Figure 1. A GOES temperature and moisture 
profile. Solid line temperature; dashed line 
dewpoint temperature. 

Soundings are produced hourly primarily over the 
U.S. and adjacent waters. Soundings are only 
computed for clear sky conditions, and because of 
the oblique view and increasing atmospheric path, 
no soundings are done north of 50°N. Between 
2,000 and 3,000 retrievals or soundings are made 
each hour (figure 2). Atmospheric temperature 
measurements are inferred for 40 levels from the 
surface to 0.1 mb, and moisture up to 300 mb. 
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Figure 2. GOES 8-and -9 sounder retrieval coverage (white boxes) plotted over the infrared window image 
for 1800 UTC March 18, 1997. Each white square represents a retrieved profile spaced approximately 30 
km apart. 

3. SOUNDER-BASED PRODUCTS 

3.1 Satellite Cloud Product 

GOES soundings were first used to produce the 
Satellite Cloud Product (SCP) that complements the 
National Weather Service (NWS) Automated 
Surface Observation System (ASOS) (Schreiner, 
Unger, and Menzell993). The GOES SCP 
provides observations of cloud top pressure and 
amount above the 12,000 ft maximum observing 
limit of ASOS. The ASOS observation and the 
GOES SCP are merged into composite observa- 
tions for 800 U.S. sites and disseminated each 
hour; this also becomes the climate record for the 
site. The SCP is the only source of mid- and hi- 
cloud information at most of these sites. NWS tests 
of the SCP show a decrease in error from 17% 
(ASOS only) to 6% (satellite data plus ASOS) 
compared to ground observations (Schreiner, 
1993). 

The calculated SCP cloud heights and cloud 
amounts can also be overlaid on the coincident 
GOES images as shown in figure 3. This product is 
useful for aviation forecasting; a gridded field is 
being developed for model input. 

3.2 Derived Product lmaaery 

Derived Product Imagery (DPI) are depictions of 
quantitative meteorological information that are 
color-coded and displayed as images (Hayden, 

Wade and Schmit, 1996). In some cases numerical 
values may also be overlaid on the imagery. 
Animation of these images allows forecasters to 
quickly locate changes in atmospheric stability, 
areal extent of moisture inflow, and surface heating 
and cooling. Currently the family of DPls includes: 
total precipitable water (TPW), Lifted Index, 
Convective Area Potential Energy (CAPE) Index, 
and surface skin temperature. An example of a 
GOES 9 TPW appears in Figure 4. These products 
are usually produced hourly and can be viewed at 
the following internet sites: 

http://cimss.ssec.wisc. edu, and 
http://orbit7i.nesdis.noaa.gov:8080/ 

4. OBSERVATIONAL ACCURACY 

Before GOES sounder products were included in 
numerical weather prediction (NWP) models their 
accuracy had to be assured. A number of 
comparisons and tests were conducted. Figure 5 
shows one such comparison of the GOES sounder 
total precipitable water (TPW) with radiosonde 
observations and the ETA model forecast of TPW 
compared with radiosondes. Both the GOES TPW 
(dashed line) and the Eta forecast TPW (solid line) 
tend to be too moist, however the GOES TPW is 
drier or closer to the actual radiosonde 
observations. The importance of this is in the 
forecast of clouds and rainfall. A study in the spring 
of 1996 by the University of Wisconsin found that 
the GOES sounder TPW reduced precipitation false 
alarm rates by 10 to 20%. Use of the GOES 
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Figure 3. ASOS cloud top height superimposed on a GOES-8 infrared image at 1700 UTC March 18,1997. 

- .  . 

Figure 4. GOES 9 Total Precipitable Water values superimposed on the concurrent infrared image for 0000 
UTC January 8, 1998. Moist and dry values are colorized on the operational product. 
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sounder TPW in the NWS models began in 
October 1997. 

6. REFERENCES 
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Figure 5. Comparison of the GOES sounder TPW 
(dashed line) and the ETA model forecast of TPW 
(solid line) with radiosondes. Statistics are for the 
total TPW column and for layers at 1000 to 900 
mb; 900 to 700 mb; and 700 to 300 mb. 

5. SUMMARY 

The performance of the improved GOES sounder 
is exceeding expectations and is beginning to have 
a positive impact on numerical weather forecasting 
and in the local issuance of watches and warnings. 
Several new products such as high density winds 
that include vectors from two sounder water vapor 
channels, microburst and gust potential, sea 
surface temperatures, and heavy precipitation 
outlooks are currently in testing for future 
production. 

The capability of the GOES sounders to provide 
this vast array of temporal and spatial observations 
is dramatically enhancing the information available 
to modelers and forecasters from today's GOES 
satellites. New analysis and model assimilation 
techniques are under development to maximize 
the use of these data which should lead to 
continued improvements in forecasting at all 
scales. 
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P3.3A CLOUD FIELD CHARACTERIZATION BASED ON METEOSAT IMAGERY 
AND NWP MODEL DATA 

Paul de Valk', Amout Feijt, Hans Roozekmns 
Royal Netherlands Meteorological Institute, KNMI, De Bilt, The Netherlands 

1. INTRODUCTION 
Knowledge of cloud top temperatures and associated 
cloud top heights are important to forecasters. The 
METEOSAT imagery provides this type of information 
but it is not reliable in cases of semitransparent 
clouds or (sub-pixel) broken clouds. As a result 
meteorologists hardly use the apparent brightness 
temperature quantitatively. 
The 'Meteosat Cloud Detection and Characterisation 
KNMI' (Metclock) scheme assigns a corrected cloud 
top temperature to an observed brightness 
temperature. The area considered by MetClock 
comprises roughly Europe and the north eastern part 
of the Atlantic Ocean (east of 30 degrees W), see Fig. 
2.. 

2. METCLOCK ALGORITHM 
Metclock is a two step procedure. The first step is 
detection of clouds based on dynamical thresholding 
and a combination of the IR and Visual imagery. For 
the detection in the IR image surface temperature 
data from a Numerical Weather Prediction (NWP) 
model is used. For the detection in the Visual imagery 
an atlas of surface reflectance values is used derived 
from time series of previous METEOSAT images 
cleared from cloudy pixels. 
In the second step of the MetClock procedure the 
detected clouds are characterised. The 
characterisation uses surface temperature data from 
a NWP model and the surface reflectance map. 
Anisotropy information and the relation between 
visual reflectivity and infrared emissivity are obtained 
from model and measurement data sets. Based on 
observed radiances in the visual and IR channels 
Metclock determines the sub-pixel cloud fractions, 
semitransparency, and cloud top temperatures. 

The Metclock scheme is developed to: 
1. provide forecasters more detailed information 
about clouds 

2. initialise a short range cloud prediction model 
which is developed at the present at the Royal 
Netherlands Meteorological Institute (Metcast, van 
der Veen and Feijt, 19Q6) 
3. improve cloud modelling in dimate madel studies. 
The Metclock algorithm meets the different 
requirements of these three applications. 

12 hr [GMTI performance 

0 3 0 6 t ) 9 0 1 2 0  

julian day number 

Fig. 1: De (diamonds) and Cfe (triangles) are shown 
for 12.00 hr [GMT] as function of the julian day for 
1997. The gap around day 75 is caused by data loss. 

3. RESULTS 

3.1 Detection 
Detection scheme results are evaluated by 
comparison to observations of some 1200 synops 
stations for July 1 QQ6 and an extended period of 
January till May 1997. 

The Metclock algorithm defines a detection efficiency 
(De) as the number of cloudy pixels within the 
collocation area. Simultaneously a cloud free 
detection (Cfe) efficiency is defined which represents 
the number of incorrectly as cloudy labelled pixels 

Corresponding author address: Paul de Valk, 
Royal Netherlands Meteorological Instimte of 
Meteorology and Climatology, KNMI, P.O.box 201, 
3730 AE. The Netherlands. e-mail:valkde@knmi.nl 
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within the collocation area. Due to the definition of 
Cfe it is possible to represent both values in one 
graph. In Fig. 1 De and Cfe are shown for 12.00 hr 
[GMT'J as function of the julian day for 1997. The 
Metclock algorithm has an optimum performance 
when De achieves high values and Cfe reaches low 
values. 

Fig.1 shows that the Metclock detection algorithm 
has a good performance at 12.00 hr [GMT]. The 
performance improves when the solar zenith angle 
decreases with increasing day number. This 
enhances the contrast between the cloud radiances 
and the surface radiances. 

3.2 Characterisation 
Characterisation results are evaluated by comparison 
of cloud top temperature values with NOM-AHVRR 
imagery, synops, and ground based observations. 

Figure 2. The Metclock area. Shown is the observed 
Ir values by the MTS for those pixels where clouds 
are detected, scaling is from -80 C (white) to 28 C 
(black) on top of a composite of the visual surface 
reflectance. 

Metclock characterisation part, the same scaling-and 
background is used as in Fig. 2. 

For April 10, 1997 the cloud top temperatures (see 
Fig. 3) as derived by the Metclock characterisation 
part are compared to the original observed Ir values 
(see Fig. 2). Notice that the cirrus clouds above the 
U.K. and Italy appear brighter in Fig. 3. This indicates 
that the cloud top temperatures derived by Metclock 
give a more realistic representation of the cloud 
temperature compared to the observed Ir values. 

4. CONCLUSIONS 
The Metclock algorithm is a two step procedure 
which detects and characterises clouds in the 
METEOSAT imagery. It uses additional information 

from a Numerical Weather Prediction model . The 
detection part results are compared to synops 
observations for the first four months of 1997. The 
detection does not only perform well in detecting 
clouds it also has a good performance in detecting 
cloud free pixels, Those two detection quantities are 
in delicate balance with each other. 

The Metclock characterisation is able to detect cirrus 
clouds and derives a correction on the observed 
apparent brightness temperature. This corrected 
cloud top temperature is more in accordance with the 
expected cloud top height of the cirrus. A more 
quantitative analysis in which results are compared to 
ground based observations and NOWAVHRR 
observations is given on the poster. 
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P3.46 EVOLUTION AND VELOCITY OF THE CYCLONIC CLOUD SYSTEMS 
FROM SATELLITE DATA 

N. Fedorova *, L. Bakst, D. Fedorov 

Meteorological Research Center 
Federal University of Pelotas 
Rio Grande do SUI, BRAZIL 

ABSTRACT 

The method of the evolution of the short- 
range forecast of cyclonic clouds systems 
development and displacement is presented. 
This method is based on an automatic 
analysis of multispectral satellite data. The 
results of these automatic analysis are 
presented in the form of the areas reflected 
the intensification and development (on the one 
hand), and destruction and degradation of the 
cloud fields (on the other hand). This evolution 
is used for the calculation of supershort - range 
forecast. A comparison of the prognostic location 
of cloud systems, according to the method under 
consideration, with the actual fields of clouds 
observed in the IR - range, makes it possible to 
conclude about a possibility of the using of this 
method for supershort - term forecasting of the 
clouds fields development. It is discussed, too, 
the automated methods for the calculation of the 
displacement velocity of the basic sites of 
cyclonic cloud systems using geostationary 
satellite data. This method is based on the 
relationship between the velocity of this sites 
and some parameters: 1). stages of the cloud 
vortex development, 2). trajectory of sites 
displacement and 3). curvature of the cloud 
spiral. The prognostic position of both cyclone 
center, and leading and rear edges of clouds 
vortex are computed. The method has been tested 
for Europe for a long time and has been 
adapted for South Brazil. The results show that 
this method is able to be used for the short- 
range forecast of the cyclonic clouds. 

1. INTRODUCTION 

The present work is dedicated to the problems of 
short term forecast of the velocity of individual 
sections of large - scale cyclonic cloud systems 
and the cyclonic vortex evolution from data of 
geostationary satellites. The problem under 

consideration is a subject of routine daily operative 
synoptic practice. 

South of South America is one of the regions 
preferred for cyclonic vortex passages. 
Satyamurty et aL(1990) used images for analysis 
of a cyclones trajectory. It was noted, that the 
preferred directions of the vortices movement, that 
formed north of 45"S, were southeastward and 
eastwards. This preference in the movement is the 
same for all seasons. Gan (1991) observed that in 
the latitude belts 30°-400, the predominant 
direction of that movement of the cyclones is 
southeast in all seasons of the year and the 
cyclones displaced in the northeastern and 
southern direction in spring. The direction of the 
movement of the low pressure centers was 
obtained taking initial and final positions after 
24h. 

2. DATA AND METODOLOGY 

The method (Fedorova, 1988, 1993) for the 
calculation of the displacement velocity of the basic 
sites of large-scale cyclonic cloud systems and 
frontal sections was developed by the authors for 
North Hemisphere and adapted for the South 
Hemisphere. 

The authors have developed an experimental 
system of videoterminal processing of satellite 
data, realizing the procedure of the velocity 
calculation of the cyclonic cloud systems sections 
in an interactive regime. The dependencies, 
which were obtained before (Fedorova 1993), were 
a base for this system. The analysis of the cloud 
vortex evolution for the South Hemisphere 
confirmed the results, which were obtained for 
North Hemisphere. The forecast velocity was 
calculated using the relationships between real 
velocity, stage of the cloud vortex development, 
trajectory of its displacement and curvature of the 
cloud spiral. The principal relationships are 
following: 
a. Relationship between the cloud system 
velocity and the cyclone stige development. 
In the young cyclone, individual sections of a cloud 
system move with acceleration during the period 
of formation of its cloud spiral. The velocity at all 
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sections of the cloud vortex decreases beginning 
with the mature stage of developed cyclone. The 
greatest slowdown of cloud system movement 
occurs in the filling cyclone, and the velocity 
decreases faster at the front of the cloud spiral 
that at its back. 
b. Relationship between the velocity of the 
cloud systems and the trajectory of its 
displacement: 

if the greatest curvature was observed in the 
central part of the cloud spiral, then the cloud 
vortex has zonal displacement; 

if the greatest curvature was identified in the 
southern part of the cloud vortex (for Southern 
Hemisphere), than the direction of the cloud 
vortex propagation has the component to the 
south; 

if the greatest curvature was formed in the 
north part of the cold front, than the 
propagation of the cold front band has a 
component to the north. 
c. Relationship between the velocity of the 
vortex cloud systems and the cloud spiral 
curvature. 
The analysis of the cloud vortex evolution show the 
relationship between the rear edge curvature and 
the direction of the cloud vortex displacement. It 
occurs because the rear edge curvature is 
associated with the direction of the cold advection 
and the curvature of the leading edge of the warm 
front indicates the thermal advection. Relationship 
between the velocity of the vortex cloud systems 
and the cloud spiral curvature were investigated. 
A curvature was characterized by the angle 
between two tangent. The cloud spiral curvature 
was determined for the rear edge in two parts 
of the cloud spiral: first, near the cyclonic center 
or in the area of the greatest curvature of the 
spiral and second, in the area of the greatest 
curvature in the middle of the cold or occlusion 
fronts. In general, the velocity of the cyclonic 
spiral depend on the cloud band curvature: the 
velocity was decreased, if the curvature in 
second part was decreased and in first part 
was increased; the velocity increases, when 
the curvature of the cold front or occlusion in 
the second part was increased. 

It was found out that the most optimal time period 
between satellite data used for the velocity 
calculation of the cyclonic cloud systems are about 
3-6 hours (Fedorova N., 1988). Therefore the 
velocities and the forecast positions of the cyclonic 
cloudiness are calculated using images with time 
period between satellite data 6 h. 

The synoptic charts was used too, the images and 
synoptic charts were examined to identify 
cloudiness associated with the cyclonic vortex. The 
identification is based on the description given by 
Anderson at al. (1 973 ). 

The velocity was calculated for the basic sites of 
the large-scale cyclonic cloud systems. The basic 
sites are the following three sections of the cloud 
systems: areas of the greatest curvature of the 
spiral ( the cyclonic spiral center) and its frontal 
and rear edges. These regions have got certain 
synoptic meaning. The area of the greatest 
curvature mainly corresponds to the center of 
cyclone at the 500 hPa level, while the frontal and 
back edges of the system correspond to the 
similar sections in the frontal zone. Computation 
of the velocity of these sections is necessary for 
the time that frontal cloudiness flow over the 
point of forecast and is moving away. The 
calculation of the velocity for this cloudiness 
edges is very important for the forecast of the 
frontal clouds appearance and disappearance. 
The positions of the center, rear and frontal edges 
of the cloud vortex were determined and the real 
velocity was calculated. 

The cyclonic cloud systems were analysed during 
3-5 days since advent until disappearance. The 
velocity was calculated for many parts of the rear 
and leading edges of the cloud spiral with 
periodicity of 12 hours. Moreover, the acceleration 
was calculated for different edges of the cloud 
spiral. The velocities (accelerations) of the 
cyclonic cloud systems were obtained taking of 
the initial and final positions of the edges after 
6 hours. The positions of the cyclone center and 
the rear and frontal edges were noted and their 
velocities (acceleration ) were calculated using two 
(three) cloud imagery. The dependence between 
decrease and increase of the velocity for the 
leading and rear edges has defined the stages 
young, mature and old cyclones. 

The analyses of the cyclonic vortex evolution was 
carried out, using geostationary satellite data in the 
thermal IR images and WV absorption band 
images. The images series can be interpreted in 
terms of cloud evolution. The cloud system 
evolution have been found to be highly correlated 
only in the cases of substantial changes of both 
thermal IR image and WV absorption band 
images. It means, that the thermal IR image 
sensed in the 10.5 to 12.5 pm region, can be used 
in combination with the WV absorption band 
image, sensed in the 5.7 to 7.1 pm region, to 
calculate cloud evolution. The calculate method of 
the cloud system evolution was described by Bakst 
et al. (1992). 

We were studying the cyclonic cloud systems 
displacement during eleven months ( September 
1995- July 1996 ). The velocity was evaluated, 
using infrared GOES imagery with time period 
between data 3-6 h, over the area between 20"- 
40"s and 40°-800W. Our archive included 20 
events of the cyclonic systems. 
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3. RESULTS 

The predominant direction of the cyclonic 
clouds vortexes movement were southeastward 
and eastwards in our investigation. The cyclones 
moved southeastward from South Paraguay and 
Central and North Argentina to the Atlantic 
Ocean. We note that these cyclonic trajectories 
was in a good agreement with the Gan (1991) 
and Satyamurty et ai. ( 1990 ) results. 

The mean velocity of the cyclonic cloud systems 
was 10.7 m s- '  in our investigation and it is in 
agreement with the results of Satyamurty, at al. 
(1990). The mean speed of movement of the 
surface low-pressure centers varies between 13 m 
s-' in winter and 9 m s-' in autumn with an annual 
mean around 1 1 rn s -' ( Satyamurty, at al. 1990). 
An example of the speed calculation and forecast 
position of the rear section of the cold front is 
shown in figure 1. 

Figure 1. Result of calculation of the 
displacement velocity and position of the rear 

section of the cold front ( 0 ) . 
The photograph in figure 2 presents the results of 
software operation in processing the digital 
METEOSAT information of high resolution. As a 
result, two areas of cloudiness intensification and 
development (1) and its destruction and 
degradation (2) are presented. The study of an 
image in motion shows that it is possible to 
calculate the velocity of the basic sections of the 
cyclonic cloud systems and for analysis of the 
cloudiness evolution. 

s .  \ 

Figure 2. Result of METEOSAT digital information 
processing. The areas of intensification and 
development (1) and destruction and degradation 
(2) of cloudiness are noted. 

Forecast of the velocity of the large-scale cyclonic 
cloud systems for 6 h. and 12 h was compared 
with the real velocity. The results of this 
comparison are presented in figures 3,4. The 
analysis of the velocity calculation show, that the 
large forecast mistakes appear in the synoptic 
situation, when the normal development of the 
cyclonic spiral was interrupted. The mistakes were 
observed in five events of the cyclonic cloud 
systems displacement (4 events of the cold 
fronts,levent of the occlusion front). The forecast 
mistakes were observed in the following synoptic 
situation: when the wave (or waves) was formed on 
the cold front: when the air warm current from the 
Amazon was intensified on the warm side of the 
cold front; when the cyclonic vortex was slow 
displaced over the mountain chain the Andes. In 
this situation the cyclonic vortex slow displacement 
over the mountain was observed and then the 
velocity was increase over the lowlands the 
Pampas. 

5. CONCLUSION 

An influence of the cyclonic trajectory, of the stage 
of cyclone development and of the cloud spiral 
curvature on the cloud vortex velocity was 
investigated. The suggested satellite data 
processing system makes possible to prepare the 
short-range forecast of individual sections of 
cyclonic and frontal cloud systems, to determine 
their prognostic position and to calculate the cloud 
vortex velocity and the cloud evolution, using the 
thermal IR image and WV absorption band 
images. 
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Figure 3: Comparison both of the velocity forecast of the cyclonic cloud systems with the real velocity (a) 
and forecast location ( latitude and longitude ) with the real location of the cloud spiral section ( b) for 6h. 
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Figure 4: Comparison both of the velocity forecast of the cyclonic cloud systems with the real velocity(a) 
and forecast location ( latitude and longitude ) with the real location of the cloud spiral section (b) for 12h. 
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P3.6B The Marshall Automated Wind Algorithm for Geostationary Satellite Wind Applications 

Gary J. Jedlovec* 
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NASAMarshall Space Flight Center 

Huntsville, Alabama 

1. INTRODUCTION 
The Marshall Automated Wind (MAW) 

algorithm was developed over a decade ago in support of 
specialized studies of mesoscale meteorology. In recent 
years, the algorithm has been generalized to address 
global climate issues and other specific objectives related 
to NASA missions. The MAW algorithm uses a tracking 
scheme which minimizes image brightness temperature 
differences in a sequence of satellite images to determine 
feature displacement (winds). With the appropriate 
methodology, accurate satellite derived winds can be 
obtained from visible, infrared, and water vapor imagery. 
Typical errors are less than 4 m/s but depend on data 
resolution, specifics of the tracking methodology, and on 
post-processing procedures. This paper describes the 
algorithm, compares it to other methods, describes 
options critical for good wind tracking, and presents 
estimates of remaining wind errors. Application of the 
MAW algorithm to specific science issues will be 
presented on the poster. 

2. FEATURE TRACKING IN SATELLITE 
IMAGERY 

The basic approach to all satellite wind tracking 
schemes is the identification of features common to a 
time sequence of images and the determination of their 
relative positions with respect to some fixed coordinate 
System. The latter is accomplished by using accurate 
navigation and registration of the individual satellite 
images and a conversion of displacement in satellite 
coordinates to earth coordinates. This procedure is well 
established. The former problem (feature identification) 
is not a trivial issue and is compounded by relatively 
poor satellite resolution of clouds and water vapor 
features (in geostationary satellite imagery) and the 
changing dynamical environment which governs cloud 
development and the movement of water vapor in the 
atmosphere. Originally this task was done with the 
concept of the "man-in-the-loop" whereby the human, 
with his keen ability to visually identify and track 
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Explorer Blvd., Huntsville, Alabama 3 5806; e-mail 
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features, views a sequence of images to accurately 
identify and determine physical displacements of clouds 
in the imagery (Stewart et a]. 1985). This process is 
highly accurate because the human can also use his 
experience and knowledge of atmospheric processes to 
determine the proper features to track and their 
movement in time. However, the process is quite labor 
intensive and not applicable to the generation of large 
wind data sets for research or operational applications. 

There are a number of techniques which 
automate the feature identification and tracking process. 
Soden (1998) has developed a relatively new approach 
that uses a time-lagged cross correlation method on a 
sequence of two GOES water vapor images separated by 
60 minutes. Reverse correlation (tracking features in the 
second image (later in time) to the first image) is used to 
provide confidence in the retrieved wind vector. Laurent 
(1993) and Schmetz et al. (1993) use a cross correlation 
method with a sequence of three Meteosat images 
separated by 30 minutes with vector pair checks used for 
determining good wind vectors. Velden et al. (1997) and 
Nieman et al. (1997) describe the approach used by 
NOAA for both operational support and research 
applications. Their approach uses the sum of the square 
differences between the target box and a search box in a 
sequence of three GOES 8/9 (water vapor or infrared 
images) separated by 30 minutes in time. Vector pair 
consistency checks and automated editing procedures 
based on model forecasts are used as quality and control 
procedures. The MAW approach is similar to that used 
by NOAA but just the sum of the absolute difference 
between pixel values in a tracking template is used as the 
sole quantitative measure of feature matching between 
three sequential water vapor images. These algorithms 
differ in other ways as well, namely template size, search 
area, target selection, and editing procedures which can 
produce a big difference in the accuracy and resolution of 
the derived wind vectors. A discussion of these 
differences is presented below. 

3. THE MAW ALGORITHM 
The feature tracking method described in this 

paper is applicable to visible, infrared, and water vapor 
imagery and follows that of Atkinson (1984, 1987) with 
some modifications. The algorithm uses a minimum- 
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difference template matching scheme for feature 
identification. In the tracking procedure, the first of a 
pair of images is divided into image sub-scenes called 
templates, while the second image contains 
corresponding sub-scenes called search areas. The 
template (T) is an array of picture elements and the 
spatial location of a template is designated as the 
template’s center picture element location in the image 
(e.g., ij). To determine feature displacement or motion 
(winds), the template, T, in image 1 is translated to all 
possible positions within a search area (S) in the second 
image looking for the best match. The best match is 
simply the position of the template in image 2 which, 
when differenced with template values from image 1, 
gives the smallest mean difference value. For pure 
translation of a feature, there would be a template 
position such that the mean difference would be zero. 
Once the best match is found, its position within the 
search area (i+xj+y) along with its initial position in 
image 1 determines the template displacement (D) 
between the two images (x,y) in satellite coordinates. 
Accurate navigation and scene-to-scene registration of 
the two images allows for the determination of 
displacement or velocity vectors relative to the Earth (u 
and v components of the wind). The MAW approach 
actually uses a sequence of three images from which two 
vectors are produced (displacement of feature in image 1 
to image 2, and displacement of feature in image 2 to 
image 3) for the movement of each feature. The vector 
pairs are used in quality checks as discussed below. 
Consistent vector pairs are averaged to produce a mean 
wind vector used in various science applications. 

3.1 Image Resolution 
When using this approach there are several 

decisions to be made that affect the resulting motion 
vectors (winds): image spatial and temporal resolution, 
template size, and search constraints. Experience 
indicates that the highest quality winds come from the 
appropriate match of spatial and temporal resolution, 
Use of high temporal resolution data with course spatial 
resolution produces poor winds because the pixel 
displacement of the feature is few in number, in which 
case navigation and registration uncertainties heavily 
influence the results. On the other hand, poor temporal 
sampling introduces errors in tracking because of the 
distortion of features over time. For 4-8 km imagery 
with 30-60 minute separation, tracking uncertainties will 
range from 1-4 ms” just based on image registration 
accuracy (assuming 1 pixel image-to-image registration). 
Use of smaller time separations (4 15 minutes) with 4-8 
km imagery is probably not advisable except in regions 
of large feature displacements (strong winds). Smaller 
time resolutions such as 5-10 minutes are probably 
tolerable with 1 km visible data under certain conditions. 

Merrill (1989) also discussed the effect of image 
resolution on the ability to track image features. For 
infrared or water vapor applications of the MAW 
algorithm 30-60 minute time sampling is typically used. 
Wilson (1984) applied the MAW approach to1 km visible 
data with 5 minute temporal resolution. 

3.2 Temulate size 
One of the key parameters in the MAW 

approach is the template size. The template defines a 
region in the image which contains the pattern to be 
matched. The selection of template size is dependent on 
the feature to be tracked: clouds have smaller-scale 
structure than pure water vapor features. For water vapor 
tracking, Laurent (1993) uses a 32 x 32 pixel region in 5 
km Meteosat data. Soden (1998) uses a region 
equivalent to 46 x 46 pixels and Velden et al. (1997) use 
15 x 15 pixels with 8 km GOES data. For infrared data 
(cloud tracking), Nieman et al. (1997) use a region 15 x 
15 pixels in 4 km GOES 8 data and Schmetz et al. (1 993) 
use 32 x 32 pixels for Meteosat. This range in target 
sizes is quite varied with the smallest being 60’ km2 
(Nieman et al. 1997 and Velden et al. 1997) and the 
largest being 368’km’ (Soden 1998). If the template is 
too small, the pattern or structure of the water vapor or 
cloud field is quite uniform, making a successful match 
in the second or subsequent images difficult to accurately 
determine. 

In order to determine the best template size, one 
can examine the spatial structure in the satellite imagery 
to infer proper template size. This has been explored to 
some degree in the past by Jedlovec and Atkinson 
(1996) for water vapor imagery. In the absence of 
clouds, significant water vapor structure is observed only 
at scales greater than several hundred kilometers. This 
implies that the use of templates smaller than this size 
will not produce winds with good matches. The presence 
of high clouds adds significant structure to water vapor 
imagery at scales below this threshold. This is confirmed 
when looking at the water vapor imagery. Another way 
to determine the best template size for water vapor 
feature tracking is to demonstrate the relationship 
between accuracy of the winds and template size. To 
show this, the MAW scheme was used to track features in 
water vapor imagery repeatedly on the same data but 
with varying template size. The random noise present in 
the derived wind vectors for each mn was determined 
with structure function analysis (Hillger and Vonder Haar 
1988). This approach has been used to estimate random 
noise in water vapor winds with varying template sizes. 
The results indicate that wind errors increase as the 
template size is reduced. The template size at which the 
rapid change in performance occurs varies for VAS and 
the GOES 8 imager because of the resolution and 
precision differences between the water vapor channels 
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on the two instruments (nominally 16 x 16 km for VAS 
and 8 x 8 km for GOES 8 imager). The approximate node 
point in the curve where random wind errors increase 
rapidly with a reduction in template size is about 49 for 
GOES VAS oversampled 8 x 8 km pixels. Based on 
these findings, a template size of 49 x 49 - 8 km pixels is 
typically used for GOES VAS data and 25 x 25 - 4 km 
pixels for GOES 8/9. Smaller templates may be 
appropriate for cloud tracking where thermal (infrared) 
or reflectance (visible) image structure is greater than that 
of the water vapor imagery or in regions of the water 
vapor imagery where high clouds dominate. 

3.3 Search area 
Another parameter needed for the tracking 

algorithm is the size of the search area. The search area 
size (and shape) should be influenced by the expected 
magnitude and direction of the wind. Use of too large a 
search area may allow matches which produce unrealistic 
wind displacements (speeds). Very small search areas 
artificially constrain the winds and reduce the number of 
potential good matches in the search area. Velden et a]. 
(1 997), Nieman et al. (1 997), and Schmetz et al. (1 993) 
have used guess winds from numerical model forecast 
fields to provide a fvst guess of the image displacement 
(wind) to limit the search area and reduce computation 
time. This is helpful if computer time is important 
(operational constraints) and if you are quite certain that 
the "guess" is reasonable (close to the correct speed and 
direction). The rejection of strong winds can occur 
because the template displacement is on the edge of the 
search area, indicating that the search area may be to 
small. With GOES VAS data (GOES 8/9 imager data), 
the maximum search distance is 3 1 - 8 x 8 km (6 1 - 4 x 4 
km) pixels. This distance allows for winds to be as 
strong as 70 ms-' at the satellite subpoint and over 100 
ms-' for off nadir locations (greater than 30" north or 
south). 

3.4 Target sPacing 
Target selection or the spacing of the templates 

in the image is another consideration in retrieving 
satellite derived wind vectors. Some approaches (Velden 
et al. 1997 and Nieman et al. 1997) look for regions of 
large image structure and apply their tracking 
methodology on those regions. This may optimize 
Pattern matching for some targets and may minimize the 
need for editing the final product. However, this 
approach is dependent on the threshold used to identi@ 
gradients which are large enough to be tracked and may 
also produce clusters of winds, and regions which are 
void of vectors altogether (fall below some subjective 
gradient in the image). The MAW approach is similar to 
Soden (1998) in that it places initial targets at a uniform 
spacing in the image, with the spacing being equal to the 

template size. In this way, every pixel is used to 
characterize the image structure and is used in the 
template matching process. This produces a somewhat 
uniform distribution of winds (assuming most pass 
quality filtering procedures) over the entire region. 

3.5 Vector Height Assignment 
Assignment to a pressure height for the cloud- 

drift and water vapor winds is an important decision in 
the resulting use of the satellite derived wind data. 
Ideally, this height is the cloud level or mean height of 
the layer of water vapor. The infrared height assignment 
method suggested by Fritz and Winston (1962) and 
applied by many others to opaque cloud regions (e.g. 
Schmetz et al. 1993) is used in the MAW technique. 
Others methods applicable to non-opaque clouds (Menzel 
et al. 1983 and Szejwach 1982) are not employed. To 
assign a pressure height to the vectors derived from the 
MAW scheme, a gridded forecast or analysis field is used 
to obtain the best estimate of the temperature profile at 
the windhumidity location. The observed brightness 
temperature (either infrared or water vapor) is referenced 
to the temperature profile looking for a unique match. 
The pressure corresponding to this match is used as the 
height of the wind vector. 

3.6 Wind errors 
In the application of tracking algorithms to 

sequential satellite imagery for wind determination, it is 
assumed that the clouds or water vapor features are 
conservative, passive tracers of the wind field. However, 
this is not always the case and changes in shapes and 
radiative characteristics of clouds and water vapor 
features may be mis-interpreted and lead to wind errors. 
Wind vectors can be in error as a result of mis- 
identification of targets from scene-to-scene and from 
improper determination of correct image displacement. 
The latter arises from inaccurate image navigation and 
registration between image scenes and usually results in a 
wind vector bias. This mis-registration can be identified 
and corrected when it occurs. 

Most errors in wind vectors occur as a result of 
poor target matches. Use of appropriate tracking 
methodology (discussed above) is critical to obtaining 
good target matches. While the minimum difference 
pattern matching approach eliminates some of the more 
common target identification problems, the relatively 
course image resolution and time does allow for changes 
in cloud features that can blur the image and matching 
process. To address the possible errors introduced by the 
image resolution, two quality and control parameters are 
used in post-processing (editing) of the wind data. Since 
two separate wind vectors are determined for each target 
in a sequence of three images, consistency between these 
vectors should provide a greater level of confidence in 
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the individual winds. Others have used vector pair 
differences between the individual u and v wind 
components (Merrill et al. 1991; Velden et al. 1997; and 
Laurent 1993) in their post-processing procedures with 
good success. Additional automated and manual editing 
is also often imposed to constrain the results to be 
consistent with a model forecast wind field (Velden et al. 
1997 and Laurent 1993). The MAW approach applies a 
vector pair consistency check with separate thresholds on 
the wind direction and speed. Threshold differences 
between the magnitude of the winds (speed) of vector 1 
and vector 2 for a given location greater than 10 ms-' or 
direction differences greater than 25" are flagged as bad. 
These thresholds can be raised or lowered depending on 
the data (image) quality and resolution and the 
acceptability of wind errors for the particular application. 
This cutoff is a bit less stringent than some other 
approaches (Velden et al. 1997 and Nieman et al. 1997 
use 5 ms-' on u-wind and v-wind) but gives good results 
(Jedlovec and Atkinson 1996) and is often justified by 
our climate analysis research. 

The magnitude of the error implicit in satellite 
derived winds before and after quality filter procedures 
is, at times, difficult to assess because of the lack of 
ground truth or verification data. There is a tendency to 
compare satellite derived winds to rawinsonde winds to 
assess their accuracy. While rawinsondes provide a 
traditional standard for ground truth comparisons of 
many satellite derived products (temperature and 
moisture profiles, precipitable water, winds, etc.), care 
must be used in interpreting the results of such 
comparisons. The rawinsondes are essentially a point 
measurement at a specific time. Satellite derived winds 
are a volumetric (vertical and horizontal) estimate of the 
flow characteristics averaged of sampled over a period of 
time (anywhere from a few minutes to hours). These 
comparisons can only provide limited guidance on the 
accuracy of satellite derived winds. A somewhat unique 
approach to error assessment in satellite derived winds is 
the use of statistical structure functions to independently 
quantify the random error associated with the wind data 
set without reference to rawinsonde or modeled wind 
data. Hillger and Vonder Haar (1988) and Fuelberg and 
Meyer (1986) and others have shown that structure 
function analysis can be used to estimate the magnitude 
of mean non-direction gradients (structure) in data fields. 
The slope of the structure curves at small separation 
intervals can be used in the error estimation. The 
reduction in this random error associated with the use 
editing procedures is used as a measure of success for the 
quality and control parameters. The current quality and 
control approach used with the MAW (vector pair 
differences of 10 ms-' in speed or 25' direction) reduces 
random errors in GOES VAS and GOES 8/9 data to less 
than 4 ms-'. 

4. REFERENCES 
Atkinson, R. J., 1984: Automated mesoscale winds determined 

from satellite imagery. Interim Report on NAS8-34596, 
General Electric Company, Huntsville, AL, 5 1 pp. 

Atkinson, R. J., 1987: Automated mesoscale winds determined 
from satellite imagery. Final Report on NAS8-34596, 
General Electric Company, Huntsville, AL, 50 pp. 

Fritz, S. and J. S. Winston, 1962: Synoptic use of radiation 
measurements from satellite TIROS-11. Mon. Wea. Rev. 

Fuelberg, H.E. and P.J. Meyer, 1984: An Analysis of AVE- 
SESAME I Period Using Statistical Structure and 
Correlation Functions. Mon. Wea. Rev. 112, 1562-1576. 

Hillger, D.W. and T.H. Vonder Haar, 1988: Estimating noise 
levels of remotely sensed measurements from satellites 
using spatial structure analysis. J.  Atmos. Oceanic 
Technol. 5,206-2 14. 

Jedlovec, G. J., and R. J. Atkinson, 1996: Quality and control 
of water vapor winds. Preprints Eighth Conference on 
Satellite Meteorology and Oceanography, Atlanta, AMs, 

Laurent, H. 1993: Wind extraction from Meteosat water vapor 
channel image data. J. Appl. Meteor. 32, 1 124-1 133. 

Menzel, W.P., W.L. Smith, and T.R. Stewart, 1983: Improved 
cloud motion wind vector and altitude assignment using 
VAS. J.  Climate Appl. Meteor. 22,377-384. 

wind estimates from geostationary satellite imagery. 
Preprints, Fourth Conference on Satellite Meteorology and 
Oceanography, San Diego, AMs, 246-249. 

Merrill, R. T., W. P. Menzel, W. Baker, J. Lynch, and E. Legg, 
1991 : A report on the recent demonstration of NOAA's 
upgraded capability to derive cloud motion satellite winds. 
Bull. Amer. Meteor. SOC., 72, 372-376. 

Nieman, S.J., W.P. Menzel, C.M. Hayden, D. Gray, S.T. 
Wanzong, C.S. Velden, and J. Daniels, 1997: Fully 
automated cloud-drift winds in NESDIS operations. Bull. 
Amer. Meteor. SOC. 78, 1 12 1 - 1 133. 

Schmetz, J., K. Holmlund, B. Hoffman, B. Mason, V. Gaertner, 
A. Koch, and L. Van de Berg, 1993: Operational cloud- 
motion winds from Meteosat infrared images. J. Appl. 
Meteor. 32, 1206-1225. 

Soden, B. J., 1998: Tracking upper tropospheric water vapor 
radiances from satellite. Submitted to J.  Geophys. Res. 

Stewart, T.R., C.M. Hayden, and W.L. Smith, 1985: A note on 
water-vapor wind tracking using VAS data on McIDAS. 
Bull. Amer. Meteor. SOC. 66, 1 1 1 1-1 1 15. 

from infrared radiances: Application to METEOSAT. J.  
Appl. Meteor., 21, 284-293. 

Velden, C., C. M. Hayden, S. J. Nieman, W. P. Menzel, S. 
Wanzong, and J. S. Goerss, 1997: Upper-tropospheric 
winds derived from Geostationary satellite water vapor 
observations. Bull. Amer. Meteor. SOC., 78, 173-1 95. 

Wilson, G.S., 1984: Automated mesoscale wind fields derived 
from GOES satellite imagery. Preprints Conference on 
Satellite Meteorology / Remote Sensing and Applications, 
AMs, Clearwater, 164-1 71. 

90, 1-9. 

5-8. 

Memll, R.T., 1989: Advances in automated production of 

Szejwach, G., 1982: Determination ofcirms cloud temperature 

352 PARIS, FRANCE, 25-29 MAY1998 



P3.7A THE GENERATION, QUALITY CONTROL AND DISTRIBUTION OF HIGH RESOLUTION 
WATER VAPOUR WINDS FROM METEOSAT DATA 

S. S. Elliott' 
EUMETSAT, Darmstadt, Germany 

At EUMETSAT, the current water vapour wind 
vectors are extracted from a nominal 
processing segment size of 32 x 32 image 
pixels which corresponds to approximately 160 
x 160 km, generating at most one water 
vapour wind per segment. 

We have begun to evaluate the production of 
cloud tracked and clear sky water vapour 
winds at twice this resolution on a routine 
operational basis. These winds would be 
generated every ninety minutes. They would 
then be quality controlled automatically and 
disseminated in BUFR via the GTS (Global 
Telecommunication System), together with 
their associated quality control information. 

We present some results describing these 
winds and their quality control and discuss the 
use of a 'unified' BUFR template for 
exchanging the information on the GTS. 

0. INTRODUCTION 

The Meteosat Second Generation prototyping 
activities for the Atmospheric Motion Vector 
(AMV) product have suggested that the 
production of 80km resolution, combined cloud 
tracked and clear sky water vapour motion 
winds from Meteosat images would be 
feasible. 

By subdividing the segments into four 
quadrants, each of 16 x 16 pixels, and 
performing the tracking separately for each, it 
is possible to extract four water vapour winds 
in each segment. Since every segment must 
be either cloudy or clear sky, the full 
processing area can be covered with a high 
resolution water vapour wind product, 
consisting of up to approximately 15000 
intermixed clear sky and cloud tracked winds. 

The enhanced spatial resolution offered by 
such a product would provide a large volume 

of data to the user community, and be useful 
to the variational assimilation schemes used 
by the forecast models. 

A product containing these winds (HWW) has 
been prototyped for use in the operational 
MTP MPEF (Meteorological Product Extraction 
Facility) (Elliott, 1997), and in this paper we 
present some aspects of the product 
generation, quality control and distribution 
mechanisms. 

1. TARGET AND SEARCH AREA 
SELECTION 

The present processing segment used for the 
cloud motion wind product (CMW) is split into 
4 quadrants each of 16 x 16 pixels, and each 
of these in turn is used as a target area in the 
extraction of a wind vector. The search area is 
then an 80 x 80 pixel region centred on the 
target area, and extending 32 pixels (one 
CMW segment) beyond it on each side. This 
ensures that tracers moving at up to -1 11 ms' 
(40 pixels per slot) at the sub satellite point 
can be successfully tracked. 

2. HEIGHT ASSIGNMENT 

For the early stages of prototyping, a simplified 
height assignment scheme was used. If any 
clouds above 700 hPa are detected within a 
32 x 32 pixel processing segment, it was 
assumed that all winds within that segment are 
cloud tracked, otherwise all the winds were 
assumed to be from clear sky areas. The 
height assigned to all winds within a segment 
was then derived from the water vapour count 
of the coldest cluster, whether or not the 
segment was considered cloudy. This scheme 
resulted in all the winds within a segment 
being assigned the same height. 

An improved height assignment method 
makes use of the classification of each pixel 
within a quadrant to determine the coldest 

* Corresponding author address: Dr Simon S .  Elliott, EUMETSAT, Am Kavalleriesand 31, 064295 
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cluster of self-similar pixels that fall, to some 
minimum extent, within the quadrant. The 
water vapour count of this cluster is then used 
to derive the height. This method allows 
height assignment and classification of cloud 
tracked and/or clear sky winds on a per 
quadrant basis. 

Height 

Peak 
height 

I 

Contribution 
function 

Figure 1 

It is also possible to use the contribution 
function for the water vapour channel to derive 
some further data about the height assignment 
of clear sky vectors. This contribution function 
is calculated as a by-product of the radiative 
transfer model used in the MPEF to calculate 
atmospheric absorption and semi- 
transparency effects, based on forecast data 
from the European Centre for Medium range 
Weather Forecasting (ECMWF). The location 
(Le. height) and width of the peak of the 
contribution function give an a priori indication 
of the typical height and fhickness of the cloud 
free layer which is being tracked to generate 
the vector (see illustration in Figure 1). Where 
this height agrees well with the statistical 
cluster based height assignment, then we can 
be more confident in the result. 

3. AUTOMATIC QUALITY CONTROL 

As for the CMW product, the quality control 
mechanism for HWW consists of a set of 
normalised consistency tests. These checks 
can be divided into 3 distinct groups: the two 
component vectors which are combined to 
give each resultant vector are checked 
internally for their symmetric consistency, the 
vectors are checked for their spatial 
consistency with respect to any neighbouring 
vectors from the same height level (+- 50 
hPa), and the forecast wind field data from the 
European Centre for Medium range Weather 
Forecasting (ECMWF) are used as an external 
validation. The results of these tests are 
linearly combined to give an overall extraction 
score. 

Comparison with radiosonde observations has 
shown that the overall quality value assigned 
by the MPEF is a good statistical measure of 
the actual quality of the operationally derived 
winds, particularly those from the WV channel 
(Holmlund, 1996). Since the automatic quality 
control for HWW is applied in an identical 
manner, we may use it as an objective 
measure of the quality of these winds also, 
although this assumption is only strictly true for 
cloud tracked HWW winds (Elliott, 1996). 

Analysis of the performance of the quality 
indicators for both the water vapour CMW 
winds and the 160km clear sky WV winds with 
respect to the ECMWF analysis data has also 
shown the reliability of the quality control 
mechanism. Although there may ultimately 
need to be some optimisation of the quality 
control parameters, it is clear that we can be 
reasonably confident in an initial formulation 
based on the CMW and WWV settings. 

4. INITIAL RESULTS 
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Figure 2 

Figure 2 shows the spatial coverage of vectors 
for a typical product. The product shown is a 
composite of cloud tracked, and clear sky 
winds, after a confidence threshold of 50% has 
been applied. The total product contained 
14785 wind vectors, of which 8311 exceeded 
30% confidence, 6217 50% confidence and 
4473 70% confidence. It is clear that as the 
threshold is made higher, more suspect winds 
are filtered out from the product. The BUFR 
encoded product will include all the winds 
whose score exceeds some nominal extraction 
quality threshold (30%), encoded together with 
the associated quality control information. 

The product illustrated in these figures 
contained 7708 cloud tracked winds and 7077 
clear sky winds. The clear sky winds were 
distributed over a range of heights centred on 
350 hPa. The cloud-tracked winds were 
distributed over a wider range of heights 
centred on 250 hPa, and tended to have 
higher extraction scores. 

5. UNIFIED BUFR ENCODING TEMPLATE 

The HWW product will be encoded in BUFR 
according to the unified wind template 
currently used by the MPEF for the encoding 
of CMW and WWV. This template was 
developed multilaterally by ECMWF, 
NOANNESDIS, EUMETSAT and JMA, such 
that it is flexible enough to contain a wide 
range of wind related data. By including 
descriptors for the spatial resolution, channel 

characteristics, computation methods, et c. it is 
possible to use one template for a variety of 
wind products from different originators without 
loss of generality in the data format. 

A further important aspect of the wind template 
is that it allows for data entries to describe 
more than one type of height assignment for a 
given wind, and also for the possibility of 
including the width of the layer being tracked 
for clear sky winds. Furthermore, there is also 
room within the template to include information 
relating to the component vectors used to 
make the resultant wind vector. 

The use of BUFR also means that quality 
control information, such as percentage 
confidence and/or a nominal confidence 
threshold value for valid data, can be included 
for any of the data elements in the template. 

6. CONCLUSIONS 

An 80km combined cloud tracked and clear 
sky water vapour wind product can be 
generated from Meteosat water vapour 
images. This product can be generated and 
quality controlled automatically every 90 
minutes. A typical product will contain 
approximately 1 1000 winds encoded into 
BUFR bulletins, together with their associated 
quality control information. These data will 
then be distributed via the GTS to the user 
community, and will provide valuable input to 
their variational data assimilation schemes. 
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P3.8B MEASURE OF DIVERGENCE AT THE TOP OF TROPICAL CONVECTIVE 
SYSTEMS USING WIND FIELDS DERIVED FROM WATER VAPOUR IMAGES 

Meiy S. Sakamoto ' and Henri Laurent '*' 
FUNCEME, Fortaleza, CE, Brasil 

* ORSTOM, Montpellier, France 

1. INTRODUCTION 2. METHODOLOGY 

In the tropics the primary source of 
energy is the latent heat, which is released 
mainly in convective cloud systems. 
Therefore, the knowledge of divergence 
fields at the top of convective systems is 
very important to understand the 
atmospheric circulation in the tropics. The 
main problem to do it is the lack of data 
source. The radiosonde network is very 
sparse in tropical regions and above the 
oceans. Alternative data sources such as 
meteorological satellites, have to be used. 
For example, Kasahara et al. (1988) and 
Krishnamurti and Low-Nam (1986) used 
outgoing long wave radiation to improve 
divergence analysis in the tropics.. 

Some of the atmospheric motions can 
be observed from the geostationary 
satellites. Infrared (IR) and Visible channels 
provide good wind observations, but only 
with clouds. As a consequence, the drift 
vectors do not present a uniform coverage. 
The Water Vapor channel ( W) data permit 
to derive more uniform wind fields by 
tracking water vapor structures, mainly i n  
the vicinity of high level clouds. 

The recent developments in W 
tracking techniques, and the various 
possible applications of the derived fields 
were showed by Velden et al. (1997). 
Considering the potential of this information 
in high troposphere, Schmetz et al. (1995) 
made an analysis of monthly mean 
humidity and divergence fields derived from 
three different geostationary satellites. Their 
work showed that this type of data can be 
used in climatic scale studies. 

The main objective of this study is to 
explore the use of WV wind vectors to derive 
instantaneous divergence fields in tropical 
regions, and the utility of this information to 
monitor convective systems. 

* Corresponding author address: H. Laurent, 
ORSTOM, Laboratoire d'Hydrologie, BP 5045, 
F-34032 Montpellier Cedex, France. 
e-mail : Henri.Laurent@mpl.orstom.fr 

2.1 Wind derivation 

We use semi hourly images from the 
Meteosat W channel (centered at 6.5 pm) 
at full resolution (5 x 5 km at the sub- 
satellite point). The W wind extraction 
procedure is similar to the one described in  
Laurent (1 993). The vector computation is 
that used in operational centers to derive 
cloud motion winds from IR or W images 
(Schmetz et al., 1993, Velden et al., 1997). 
The calculation is entirely automatic, 
based on a cross correlation scheme where 
similar patterns are determined in the 
sequence of three successive W images. 
There is no distinction between clouds and 
pure water vapor structures. 

The algorithm is based on a windowing 
technique, where a small window, named 
target window at t time, searches inside 
another window placed at time (t-30 
minutes) or (t+30 minutes), a similar pattern. 
The original IR wind derivation utilized by 
EUMETSAT, considers 32 x 32 pixels as a 
size of target. In this work, we made some 
tests by considering different sizes. 
Moreover, regularly located targets being 
not always the optimum tracers, some 
alternative can be considered. Velden et ai. 
(1997) calculate the bi-dimensional 
gradient for each pixel in the target box and 
make an identification of the maximum 
gradient. This gradient undergoes a pixel 
brightness check to ensure that target are 
cloudy and contrasted tracers. In our 
methodology, we calculate the bi- 
dimensional gradient inside the target 
window. The location of the target window 
is then shifted in order to center on the 
position of the gradient maximum. The 
wind computation is not performed if the 
gradient maximum is on the edge of the 
window, but there is no brightness check. 
This new target window is used to search for 
the best displacement by cross correlation. 

The level assignment is performed by 
comparison between the brightness 
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temperature of the tracer and a 

pressure/temperature. 
An automatic quality control is 

performed in order to reject inconsistent 
drift vectors. Once the best displacement is 
obtained, the correlation coefficient is 
calculated between each pair of images. 
The wind vector is rejected if the 
coefficient is smaller than 0.5. Vectors with 
very small velocity (V 3 ms-'1 are also 
rejected. Afterwards, the wind vector passes 
a temporal consistency check, also named 
symmetry test. This test compares the 2 
vectors, VO obtained from the pair (t-30 
minutes and t) and V obtained from the pair 
(t and t+30 minutes). The vector is rejected 
if : 

climatologic profile of 

V - VO > 5 + 0.2VO (ms-1) (1) 

2.2 Divergence estimation 

Divergence can be computed directly 
from the wind vector, however the resulting 
field is very sensitive to the noise of the 
vectors. It appeared more efficient to 
interpolate a wind field on a regular mesh, 
then to derive the divergence by finite 
difference. 

In order to make an interpolation of the 
wind on a regular grid, one must consider a 
function to weight the influence of each 
data on each grid point. One simple 
method uses the inverse of square distance 
between the data and the grid point as a 
weight. The interpolation of data on a 
uniform mesh also depends on the grid size 
that is related with the quantity and 
distribution of data. As a consequence of 
these choices we can obtain a field with 
more or less noise related to high frequency 
disturbances. Barnes (1 964) developed a 
method of interpolation with filter 
properties. The weight is defined as: 

Wl=exp(  -d f /4p)(2)  

where W, is the weight of the i data located 
at the dl distance of the considered grid 
point. The term can be interpreted as a 
parameter to filter more or less high 
frequencies (Doswell, 1977). 

3. CASE STUDY 

The results presented here are related to 
one case study, over Africa. Figure 1 shows 

the second of the three successive W 
images used for the WV wind derivation. 
White areas correspond to the top of 
convective clouds in the high troposphere, 
whereas dark areas are associated with 
warm and dry air at lower levels. 

We tested some different sizes of 
correlation windows: 32, 16 and 12 pixels 
for the target window. Reducing the size of 
the target increases the number of 
computed and retained vectors. More 
details are captured, but also more 
erroneous vectors pass the automatic 
quality control. When using the gradient 
procedure to improve the target location, 
the number of vectors passing the quality 
control increases (typically by 10%) 
however the main improvement is that the 
number of clearly erroneous vectors is 
reduced, which is very important for 
divergence estimation. Figure 2 shows the 
W wind vectors obtained using this last 
procedure. Only one clearly erroneous 
vector appears: 45 ms-' at loS-O0E. 

Figure 3 shows the interpolated wind 
field obtained with Barnes method with 
p=lo on a grid size of 1" latitude x 1" 
longitude. In this figure, we considered a 

Interpolated WV Wind 

- 
Figure 3. WV wind field (ms-') interpoked 
on a l o x l o  grid. 

ECMWF 270 hPo - 1BFeb1996 12UTC 

- 
Figure 4. ECMWF wind field (ms-'), leyel 
270 hPa. 
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Figure's. Mete&at WV image, ';8 FebfJary 1996 slot 22 (11 U$b).  
Low (resp. high) brightness temperature in white (black). 
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Figure 5. WV wind divergence (s-'), deduced from Fig. 3. 
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Figure 2. High level (P 
computed using a 16x16 pixel target window and the gradient 
procedure. 
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Figure 6. ECMWF wind divergence (s-'), deduced fom Fig. 4. 



search radius of 2 degrees, which means 
that to compute the value in a grid point, 
all vectors in a radius of 2 degrees of 
distance of this point are utilized. We made 
some tests with the filter parameter p from 
equation (2), but more work has to be done 
in order to make the most of the method. 

The wind field from the ECMWF 
analysis for the corresponding date is 
presented in Figure 4. The comparison with 
Fig. 3 shows that the WV wind and the 
model output are generally in good 
agreement in the vicinity of high level 
clouds, although this single level 
comparison is very rough. Note the impact 
of the one erroneous vector at l0S-OoE. 

Figure 5 shows the divergence field 
computed from the WV winds. Two 
divergence maxima are associated with the 
top of the two main convective cloud 
systems, at 4ON-12OW and 3ON-7OE. The 
strong divergence-convergence dipole at 
1"s-OoE is due to the already mentioned 
erroneous vector. 

By comparison, the divergence field 
from the ECMWF analysis (Figure 6) is 
smoothed. The maximum associated to the 
convective system in the center of the 
image is reduced and somewhat not 
properly located, whereas it is no more 
apparent for the system on the right side. 

4. DISCUSSION 

Estimation of wind divergence from 
observations is difficult because of the 
sensitivity of this quantity. The WV winds 
can offer such a possibility because they 
provide numerous and consistent vectors 
over large area in the vicinity of high level 
clouds. This study as a first attempt in this 
direction gives some indications: 

(i) The selection of the tracer used in  
the tracking computations (size and 
location of the target) has a large impact on 
the number and consistency of the drift 
vectors retained. 

(ii) Some of the noise can be filtered 
out with a careful use of interpolation 
techniques. 

(iii) The main difficulty is that erroneous 
vectors remain after the quality control step. 
However it is quite encouraging that with 
the very simple automatic quality control 
used in this study, only very few erroneous 
vectors were retained. 

The results from the case study 
presented here and from a few other case 

studies suggest that divergence deduced 
from the W wind could provide a valuable 
source of information for the study and for 
the monitoring of the main convective 
cloud systems. 
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P3.1 OB USE AND IMPACT OF ATMOSPHERIC MOTION VECTORS AT ECMWF 

Michael Rob*,  Graeme Kelly, and Roger W. Saunders 
European Centre for Medium-range Weather Forecasts, Reading, UK 

1. INTRODUCTION 

Current activities in the production of Atmospheric 
Motion Vector (AMV) infomation from geostationary 
satellite data aim at improving both the spatial and tem- 
poral resolution as well as exploiting new sources of in- 
formation such as clear sky areas in Water Vapour 
ONV) imagery. The variational assimilation enables a 
more appropriate description and use of data by the ob- 
servation operator. However, an optimal w e  of new 
wind data for numerical weather forecasts initially re- 
quires additional information appended to any wind re- 
port such as quality information, descriptors for spatial 
and temporal resolution, improved descriptors for dif- 
ferent satellie platforms and instrument channels, and 
refined height information including vertical spread 
which is of particular impottance for clear air WV winds. 
Individual quality indicators for each single measure- 
ment can be considered by intelligent observation 
screening (JHwinen et al., 1997) and variational quality 
control (Andemson, 1997). Finally, the four-dimension- 
al variational assimilation scheme (4D-Var) can ac- 
count for an improved temporal sampling by AMV fields 
in 90 minute intervals. 

Therefore, a universal BUF R representation for At- 
mospheric Motion Vectors (AMV) has been designed 
(Dragosavac, 1997). The layout has been mainly influ- 
enced by experimental Meteosat data sets (Rattenborg 
and Holmlund, 1996) and GOES wind products from 
CIMSS (Velden eta/., 1997). A set of descriptors is now 
available to give detailed information on assigned 
height. This includes estimates for upper, lower values, 
and vertical spread. The BUFR template is followed by 
a quality section where qualifiers can be assigned to 
each parameter of the observation template itself. Cur- 
rently, three qualiiiers are available lo  indicate confi- 
dence, all possible combinations of automatidmanual 
quality decisions, and errors occuring in the tracking 
scheme. 

Experimental wind products currently received at 
ECMWF and archived in the advanced BUFR template 
are compared to the wind analysis.The newly available 
quality indicators are studied in respect to a possible 
use within the observation screening of the assimilation 
scheme. The assessment of the quality estimates for 
GOES and Meteosat is described. 

First impact studies have been performed with 

’ Authors corresponding address: ECMWF, Shinfield 
Park, Reading, Berkshire, RG2 9AX, UK; e-mail: 
M.RohnQecmwi.int 

BUFR encoded AMV products from Meteosat (Ratten- 
borg and Holmlund, 1996). Initially, the operational 
three channel CMW winds (Schmetz et el., 1993) were 
replaced by the corresponding observations from the 
experimental data stream. In a second run the previous 
setup was extended by the use of clear sky WV motion 
vectors. Both experiments turned out to produce pos- 
tive impacts on the ECMWF forecasts. 

2. ASSESSMENT OF QUAUTY INDICATORS 

Currently, two experimental AMV products are re- 
ceived at ECMWF and archived in BUFR code. 

MPEF three channel Cloud Motion Wind (CMW) 
and clear sky Water Vapour (WVMV) (Rattenborg 
and Holmlund, 1996). These data sets are trans- 
mitted via the Global Telecommunication System. 
High Density wind fields from GOESB, GOESS, 
and GMS5 IR and WV channels (Velden et a/., 
1997). The data is processed at the Cooperative 
Institute for Meteorological Satellite Studies 
(CIMSS) at Wisconsin and converted into BUFR at 
ECMWF. 

One essential feature of new wind products from 
Meteosat as well as GOES are quality indicators ap- 
pended to each single AMV. In the course of the extrac- 
tion the producer tries to cany forward any knowledge 
on errors within the extraction scheme together with 
quantities describing the consistency of the resulting 
vector fields in themselves or against other data wurc- 
8s such as first guess or alternative wind obsetvations. 
Generally, an attempt is made to assign a descriptor in- 
dicating the expected individual error or measure of 
confidence for each datum. The aim is to provide more 
observations to the user including possible erroneous 
ones rather than a subset of very confident data ac- 
cording to strict quality decisions of the extraction 
scheme. There are two motivations: 

In principal wind extraction as well as qualii con- 
trol generally depends to some extend on FG or 
analyses wind and temperature fields. Therefore, 
strict quality control is expected to favour data 
which is in good agreement with the NWP analysis. 
On the other hand posslble beneficial observations 
with larger deviations from the FG field might be 
neglected and consequently data with the potential 
of positive impact is removed. 
In otherwise data sparse area it could be useful to 
assimilate data with lower quality rather than leav- 
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ing a gap. Observations could be selected where 
given boxes specified by latitude, longitide, and 
pressure are filled starting from the highest availa- 
ble quality estimate. 

The performance of the existing quality estimates 
of Recursive Filter Flag for GOES (RFF) (Hayden and 
Purser,l995) and MPEF quality indicator (Ql) for Mete- 
osat are evaluated. According to the verification for the 
MPEF QI (Holmlund, 1996) winds are sorted in inter- 
vals of assigned quality. For each bin RMS vector dif- 
ference and mean speed are computed separately. 
The RMS vector difference is normalised with the cor- 
responding mean speed in each bin. The resulting 
quantity of Normalised RMS vector difference (NRMS) 
is plotted against the assigned quality. Following the 
practice for conventional statistics the NRMS-QI rela- 
tions are studied for low, high. and medium level winds 
in the Northern Hemisphere, Tropics, and Southern 
Hemisphere separately. As an example the NRMS ver- 
sus MPEF quality indicator is shown in figure 1. It pro- 
vides the NRMS versus quality mark relationship (solid 
line), the comesponding normalised mean vector differ- 
ence (dotted), the population of the quality classes (his- 
togram), and the mean speed (dashed style) within 

each qualtty class. 
The MPEF automatic quality control consists of an 

average of four equal weighted tests together with the 
double weighted spatial consistency check (Holmlund, 
1996). The MPEF quality indicator QI is assigned to 
each motion vector as weighted mean of the five test 
results. The QI appears to be less strict than RFF. One 
reason being that a wide range of quality estimate be- 
Ween 0.3 < QI < l .O is provided which could be less re- 
strictive than the RFF = 0.5 threshold currently in use. 
However, gross errors are found also within the higher 
quality classes. The scheme to assign the QI is certain- 
ly less bound to the first guess compared to the wind 
editor for GOES winds which performs a re-adjustment 
of speed and pressure height prior to the quality assign- 
ment (Menzel eta/., 1996). The monitoring of the MPEF 
qualifier QI revealed that the range of QI quality esti- 
mate is governed by four different regimes which are 
often clearly marked (figure 1). Since the steps within 
the NRMS versus QI slopes occur at fixed QI values 
(0.5,0.66, 0.83) they are likely to be caused by either 
the onset of one particular or the combination of two 
tests. The plot in figure 1 shows the performance of 
MPEF QI for high level (p 400 hPa) IR cloud motion 
winds. The data was chosen immediately after the op- 
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Figurel: Global monltoring for MPEF IR winds et high levels (p<400 hPe). The four regimes of different 
quality checks are clearly visible. 
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erational update of the MPEF Automatic Quality Con- 
trol (AQC) scheme on 12 December 97. 

Generally, data passing the threshold of RFF = 0.5 
seemed to be largely free of gross errors. This is to be 
expected due to the wind editor used for GOES winds 
which performs a limited analysis before further qualii 
decisions. Hayden and Purser (1995) mention a slight 
decrease of wind speed with increasing RFF which is 
generally confirmed by the RFF monitoring. However, 
midlevel IR winds (not shown) indicate possible excep- 
tions. This should be kept in mind since favouring cer- 
tain speed regions is not desirable and selecting the 
lower speed should be avoided due to the well known 
underestimation of speed by satellite winds. 

Ws"- 

14- 

12. 

10. 

8.  

6. 

4. 

2. 

3. IMPACT EXPERIMENTS 

- 
CMW experiment 

- - - 

Experiments were performed with MPEF BUFR 
encoded three channel Cloud Motion Winds (CMW) 
and clear sky W Motion Vectors WMV). The data 
were assimilated within 3DVar. The period was 2 - 15 
October 97. The BUFR encoded product provides data 
each 90 minutes and in a wide interval of assigned 
qualii estimtes (0.3 < QI < 1.0). The cutoff applied to 
the qualii estimate was QI > 0.6. Since 4DVar was not 
available at that time data from processing slots closest 
to the analysis cycle were used. The use of the high 
resolution VIS product (Ottenbacher, et al., 1997) was 
not modified since no corresponding data is included in 
the experimental data stream. 

Forecast wind RMS errors at 200 hPa are reduced 
in both Northern (figure 2) and Southern Hemisphere 
(not shown). Solid lines show the RMS vector error 
compared to the CONTROL tun using the operational 
wind data (dashed). 

"6 i 1 $ 4 
FWOCSSt D8y 

Figure 2: Wind RMS errors at 200 hPa in Northern 
Hemisphere. 

The impact on the short range forecast is assessed 
by comparing the RMS vector error between 24 hour 
forecast and corresponding analysis for experiment 
and control run. The mean difference of RMS error be- 
tween both experiment and control illustrates the im- 
provements. The negative values marked in black 
indicate areas of improved forecast in figure 3. where 
the RMS error has been decreased. The experiment 
was used as the verifying analysis. 

m-4.72 - -1 1 - 4.8121 
~ 
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Figure 3: Impact of experimental CMW data on 24 hour wind field forecast at 200 hPa. Increased errors 
marked by grey shading. Black shading indicates decreased RMS error corresponding to an Improved 
forecast. 
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Additionally, the use of cloud motion winds was ex- 
panded by the use of clear sky WV motion vectors from 
both high and medium levels. Compared to 'CMW the 
RMS vector error is further reduced in the Northern 
Hemisphere using clear air WV motion vectors at high 
and medium levels (figure 4). 

ws ,,. - CMW+WVMV experiment 
12. - - - Operation 
10. 

8. 

Forowit Day 
Figure 4:Wind RMS errors for experiment 
CMW+WVMV at 200 hPa in Northern Hemisphere. 

4. CONCLUSION 

The layout of a BUFR representation for Atmos- 
pheric Motion Vectors (AMV) has been completed. This 
accomodates all current activities and future develop- 
ments in the production and assimilation of satellite 
winds. The ECMWF assimilation and forecast system 
has been extended to use this BUFR template and the 
screening decisions based on the assigned quality es- 
timates to each single wind observations have been en- 
abled. 

An evaluation of the RFF and QI quality estimates 
used for GOES and Meteosat, respectively, gives d e  
tailed insight in the performance of the qualifiers. The 
MPEF QI appears to offer a good measure of estimated 
quali i  above a threshold of QId.6. The RFF qualifier 
requires more caution due to a slight decrease of wind 
speed with a higher quality estimate. Data passing the 
RFF = 0.5 threshold reveals good quality free of gross 
errors. 

Two experiments with the new MPEF three chan- 
nel cloud motion winds (CMW) and clear sky WV mo- 
tion vectors (WVMV) above Qi = 0.6 were performed 
for 14 cases during 2 - 15 October 97. Both experi- 
ments show positive impact on the ECMWF forecasts. 
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P3.128 THE IMPACT OF WATER VAPOR WINDS IN HIGH RESOLUTION PREDICTION 
OF HURRICANE OPAL (1995) 

Melinda S. Peng* and Simon W. Chang 
Naval Research Laboratory 
Monterey, CA 93943-5502 

U. S .A. 

I. INTRODUCTION 

In spite of decades of 
improvements, numerical weather 
prediction still suffers from lack of 
conventional data over data sparse 
oceanic areas. Recent development of 
automated algorithms for wind- 
extraction from the satellite water 
vapor images at the University of 
Wisconsin-CIMSS has demonstrated the 
capability of retrieving reliable wind 
fields over both cloudy and cloud-free 
areas (Velden et al. 1997). Water 
vapor wind vector (WVWV) can be 
retrieved from sequential images in 
the water vapor channel. The water 
vapor wind vectors at different levels 
are retrieved from multi-channel 
images. These winds have proven to be 
very valuable in the global analyses 
in tropical regions for numerical 
weather prediction. 

In this study, the impact of 
WVWV in the prediction of Hurricane 
Opal of 1995 using a high-resolution 
limited area model is evaluated. The 
water vapor winds obtained for 
Hurricane Opal cover the period from 
2 9  September to 4 October of 1995, 
during which Hurricane Opal 
experienced a rapid intensification 
over the Gulf of Mexico. The 
intensification coincided with the 
approach of an upper-level westerly 
trough. The retrieved WVWV are mostly 
located on levels between 100 and 400 
hPa. Divergence field computed from 
the WVWV indicated a maximum located 

'Corresponding author address : 
Melinda S. Peng, :,ode 7533, Marine 
Meteorology Diviv' cr l ,  Naval Research 
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to the north of the storm that may 
have been responsible for the rapid 
intensification of Opal after 1800 UTC 
3 October 1995 (Bosart, et al. 1998). 
The initial time chosen for our 
assimilation and prediction 
experiments is 12 UTC 3 October, six 
hour prior to the start of rapid 
intensification. 

11. THE MODEL (COAMPS) 

The non-hydrostatic Coupled 
Ocean/Atmosphere Mesoscale Prediction 
System (COAMPS, Hodur 1997) is used 
for this study. The model physics 
include subgrid-scale mixing, cumulus 
parameterization and grid-scale 
precipitation for coarser grid, 
explicit moist physics for fine grid, 
and radiation parameterization (Hodur 
1997). For the present study, only the 
atmospheric component is used with 
prescribed SST. There are two nested 
grids; the coarse grid resolution is 
63 km and the fine grid resolution is 
21 km. The domains of these two grids 
are depicted in Fig. 1. 

Figure 1. Domain of the forecast 
system for the coarse and fine grids. 
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205.0 mb aawv 

111. WV WIND VECTOR AND THE ANALYSIS 

The multi-variant optimal 
interpolation (MVOI) data assimilation 
of COAMPS based on is modified to 
accommodate the WV winds. The first 
guess field is the analysis of the 
Navy global model NOGAPS analysis. In 
order to reduce the number of 
observations so that the MVOI program 
can digest the data, "superobs" within 
a one-degree box are constructed from 
the raw data. The distribution of 
radiosonde observations (RAOBS), shown 
by the 200 hPa wind data, are given in 
Fig. 2 .  Samples of the WVWV are 
given in Fig. 3 for the 105 hPa and 
205 hPa levels. While the RAOBS are 
located mainly over land, the WVWV 
Provide wind data over the oceans. It 
is obvious that the direction and 
magnitude of RAOBS and WVWV agree 
where they are closely collated. The 
outflow channel associated with Opal 
is better depicted by the WV wind 
field. Since the WVWV are retrieved 
mainly in the southern part of the 
domain where the outflow of Opal was, 
the increment of the analysis is 
located there as expected. 

105.0 mb sawv 

analyrir a1 1995100312 

Figure 3 .  WVWV at; a) 205 hPa, and 
b) 105 hPa on 1200 UTC 3 October, 

IV. RESULTS 
200.0 mb m o b  

Two 48-hour forecasts are 
produced: a control forecast 
experiment in which the COAMPS 
analysis used only the conventional 
data, and a WVWV experiment where the 
analysis is further enhanced with WVWV 
through MVOI. Figure 4 depicts the 
inner grid 48h forecast sea-level 
pressure of the two experiments. 
Figure 5 shows the 48h forecast track 
positions and the best track of Opal 
on 1200 UTC 3 October. Both the 
control experiment and the WVWV 
experiment provided forecast positions 
of Opal nearly on its best track. 
However, the speed of Opal w a s  under- 

F i g u r e  2. RAOBS on the 200 hPa level forecast, and the rapid 
on 1200  UTC, 3 October 1995. Hurricane intensification of Opal was not 
Opal was located at 22.7N and 91.8W at captured in either experiment. The 
that time. track of the experiment w'ith WVWV is 

slightly ahead of the control, in 
better agreement with the 
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verification. More analys is of 
experiment will be reported. 

COAMPS grid 2. 100 x 100 x 30 21.00 km 
msl pros 

46 h 0 m 0 I forecod valid a1 1995100512 from 1995100312 
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Figure 4 .  The forecast sea-level 
pressure of the inner grid from a) the 
control experiment; b) the WVWv 
experiment. 

Figure 5 .  Forecast and best' tracks for 
Opal on 1200 UTC 3 October. The line 
marked with "C" is from the control, 
while the one marked with 'W" is from 
the WVWV experiment. 
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ASSIMILATION OF WATER VAPOUR MOTION WINDS IN THE GLOBAL MODEL OF DWD 

M. Tomassini *, H. Neumeister and G. Paul 
Deutscher Wetterdienst, Offenbach, Germany 

1. Introduction 

The current numerical weather prediction 
system of Deutscher Wetterdienst (DWD) 
comprises a Global Model (GM) for large-scale 
predictions, whose output is used as boundary 
condition in the regional-scale model for Europe. 
The data assimilation of GM is based upon a 30 
multivariate optimal interpolation (01) for the 
analysis of mass and winds increments. 
Conventional observations, satellite soundings and 
satellite winds from geostationary satellites enter 
the analysis.The observation time window is 3 
hours around the four synoptic hours. 

satellite winds derived from the infrared and visible 
channels. However the data coverage is enhanced 
when also Water Vapour Motion Winds (WVMW) 
(Laurent,l993; Velden et al, 1997) are considered 
in the assimilation process. This product is 
available on regular basis from the four satellite 
systems GOES-8, GOES-9, METEOSAT and GMS. 
To evaluate the impact of WVMW in GM, 
assimilation experiments adding WVMW to the 
other observations were run in different seasons. 
Several IO-day-forecasts were started from the 
experiment analises and the result was compared 
to that of the operational suite. 

Until now GM has been using only 

2. Assimilation experiment May '97 

A two week experiment using WVMW at 
all levels (above 700 hPa) in May '97 has shown a 
substantial positive impact in the medium-range 
forecast scores in the Southern Hemisphere, with 
almost 8 hour gain in predictability (dotted line in 
Fig. 1) but gave no improvement in the Northern 
Hemisphere and over Europe (figures not shown). 

During the assimilation experiments 
statistics were computed comparing the satellite 
winds, both infrared and water vapour, to the 
short-range model forecast fields. The distribution 
of increments of observation minus forecast, in 
particular the amount of large departures, varies 
considerably depending on satellite system: the 
increments for both GOES satellites show a normal 
distribution, but not for METEOSAT and GMS. One 

* Corresponding author address: Maria Tomassini, 
Deutscher Wetterdienst, 63067 Offenbach, 
Germany; e-mail: mtomassini@dwd.d400.de 

explanation for this is the different quality control 
applied before the winds are disseminated to the 
users. It is interesting to mention that this 
difference was also found when comparing 
METEOSAT and GOES-8 observations derived for 
the common area over the Atlantic. Such 
discrepancies can create some problems during 
the assimilation process. 

Fig. 1 Forecast anomaly correlation of 500 hPa 
geopotential averaged over two weeks In May 
1997 in the Southern Hemisphere for: WVMW 
experiment (dotted line), operation (full line) 
and experiment with WVMW and revised quality , control (dashed line). 

wvqc 0 . 3  --------- 
26 46 60' 80 100' 120' 140' 160 180' 

h o u r s  

For the same period the assimilation 
experiment was rerun with a revised quality control 
for satellite winds. The rejections thresholds were 
tuned in order to remove the inhomogenities in the 
distribution of used winds from different satellites. 
Fig. 2 shows the total frequency distribution of u- 
component increments of WVMW at high (above 
400hPa) and medium (below 400hPa) level in 
Southern Hemisphere. The revised quality control 
rejected many outliers, reducing the data volume 
(active data) at high level by more than 20 percent 
for METEOSAT and GMS and by less than 10 for 
GOES (normally this percentage is around 6 for all 
satellites). Medium level WVMW are quite few and 
often rejected (these data are not available from 
METEOSAT). The forecast impact was slightly 
positive in the Northern Hemisphere and neutral in 
the Southern Hemisphere (dashed line in Fig.1). 
This indicates that some of the winds rejected by 
the revised quality control are useful for the 
assimilation system in the Southern Hemisphere 
but can be detrimental in the Northern Hemisphere. 
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Fig.2a-g. Frequency distributions of 
u-component of WVMW increments at high and 
medium level for the two week experiment (May 
'97) with revised quality control in Southern 
Hemisphere. 
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3. Experiment during winter '97P98 

0.5 

0 . 4 '  

To further investigate the impact of VVVMW in the 
Northern Hemisphere and over Europe, an 
assimilation experiment with WVMW was run 
during the winter season '97198 (two periods, 23- 
30 November and 15 December-I 1 January). Only 
WVMW above 400 hPa were used with unmodified 
quality control. 
The forecast scores averaged over 36 days 
indicate a slightly better perfomance of the WVMW 
experiment in the Northern Hemisphere (Fig.3a). 
The impact on the forecast was positive in 
November and January, slightly negative in 
December. Most of the improvement is over North 
America, especially over the North-East Atlantic 
coastal regions(figure not shown), where the model 
perfomance was particularly poor. No satellite 
winds are used over land in the extratropics, so this 
signal is likely related to WVMW observations over 
the North Pacific. The scores over Europe do not 
show substantial improvements (Fig. 3.b). This 
may be related to the inhomogenities in the data 
over the North Atlantic, as mentioned above. In the 
Southern Hemisphere (Fig. 3c) the positive results 
of the May experiments were confirmed.(The 
scores of the European Weather Centre for 
Medium Range Forecast, ECMWF, are also 
included in Fig. 3 for reference). 

................................ wv 
r o u  

4. High density GOES winds 

0.4 

0.3' 

Further work was carried out to prepare the 
operational usage of WVMW including the new 
high density wind product (HD) available from the 
GOES satellites. Because of the limited resolution 
of the GM (TI06 spectral model, corresponding to 
-1 .I 25"), a redundancy check for HD winds was 
introduced, leading to a data reduction of 50 
percent. The assimilation of high level WVMW and 
HD GOES, together with the redundancy check, is 
planned to start in spring 1998. 

................................ wv 
r o u  
ecmw --------- 

5. Conclusions 
The assimilation experiments with WVMW have 
shown that these data have a positive impact in 
both hemisphere. Thanks to these results this 
product has become an operational product at 
DWD. 
Further work is required to improve the usage of 
satellite winds. New quality indicators derived 
during the product extraction (Holmlund, 1996) will 
be soon available for the satellite wind product and 
may help to assimilate these data in a more 
effective manner. The balance of data coverage 
needed and of highest quality of data can be found 
for each model in an optimal way. 

Fig.3a-c. Forecast anomaly correlation of the 
500 hPa geopotential averaged over 36 cases 
during the winter '97P 98 for: W W  experiment 
(dotted line), routine (full line) and ECMWF 
(dashed line). 
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P3.10B DETECTION 01’ LOW CLOUDS IN METEOSAT IR NIGHT-TIME IMAGES BASED ON 
A CSbMTfCXTUAL SPATIO-TEMPORAL LABELING APPROACH 
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1. INTRODUCTION 

The accurate localization of low level clouds as 
stratus and fog is very important for short-time 
forecasting, especially during the early morning 
hours before daylight, when the probability of fog 
presence is highest. Many different cloud classi- 
fication methods relying on multi-spectral infor- 
mation were already defined. The most common 
approach studied is to  classify each pixel on an 
individual basis. Statistical classifiers based on a 
dynamic clustering technique was for instance ap- 
plied to Meteosat images, Desbois (1982). Bris- 
son (1997) recently proposed a method combin- 
ing temperature thresholding for clear sky iden- 
tification, and a proximity decision rule in a 
3d-feature space between pixels and previously 
learned cloud classes. Cloud detection methods 
using threshold tests applied to different combi- 
nation of channels were also developed, Derrien 
(1993). In Pankiewicz (1996), spectral features 
associated with statistics on grey level difference 
vectors were exploited in a multilayer perceptron 
neural network. However, these pixel-wise clas- 
sification methods tend to produce noisy results. 
Contextual labeling approaches appear to be more 
efficient in that sense. Such an analysis based on 
transition probability between pairs of neighbor- 
ing pixels has been proposed in Kittler (1985). 

[10.5pm - 12.5pmI Infrared (IR) is the only Me- 
teosat channel available during night for detecting 
low clouds. Then, multi-spectral analysis is not 
available in that case. Moreover, low clouds are 
often quite difficult to discriminate within a single 
Meteosat IR image due to the frequent similar- 
ity in temperature and texture between such low 
clouds and the earth surface. A spatio-temporal 
approach is therefore relevant to correctly locate 
these clouds at a given instant, and also to identify 

temporal variations of boundaries between ground 
and low clouds. 

2. DEFINITION OF OBSERVATIONS AND 
LABELS 

A preliminary thresholding step allows us to 
separate pixels of low intensity values, i.e. cold 
temperatures, belonging to medium and high 
clouds, from the others. Temperature thresholds 
are linked to the ground (or sea) temperature by a 
linear law, as defined in Brisson (1997). We aim at 
classifying the remaining pixels S into three classes 
consisting of low clouds, “IC”, clear sky, “cs” and 
other medium and high clouds “oc”. We propose 
an original statistical contextual labeling method 
to solve this issue. 

We have defined a two-component feature vec- 
tor involving both no-reversed image intensities I 
and motion-based measurements w. We can eas- 
ily deduce the corresponding temperatures from 
intensity values I using the calibration tables pro- 
vided by Eumetsat. The motion-based observa- 
tion at pixel p exploits the spatio-temporal gradi- 
ents (VI,  I t )  of the intensity and is defined by, 
Odobez (1997): 

where .Fp is a window centred on p containing lV 
pixels and G, is a predetermined constant which 
can be assimilated to noise level. w ( p )  can be seen 
as a local weighted average of the normal com- 
ponent (in the direction of the spatial intensity 
gradient) of the 2D image motion vector. 

Stratus and fog are characterized by a rather 
smooth and featureness appearance which does * 
not facilitate the intensity gradient-based motion Rennes Cedex, France; e-mail: Firstname.NameOirisa.fr. 

t M&,&-France, Centre de M&&rologie Spatiale, evaluation. Therefore, it is important to  qualify 
22302 Lannion, BP 147, France; e-majl: First- the reliability of this motion-based information at 

Irisa/Inria, Campus Universitaire de Beaulieu, 35042 

name.Name@meteo.fr. 
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each pixel according to the spatial intensity gradi- 
ent distribution in the vicinity of this pixel. Lower 
and upper bounds, related to observation w ( p ) ,  
can be derived for a given minimal low cloud dis- 
placement magnitude 6, Odobez (1997). A value 
of w ( p )  greater than the upper bound L(p)  indi- 
cates that the underlying displacement magnitude 
is at least equal to 6.  In contrast, a value of w(p)  
lower than the lower bound Z(p) reveals a displace- 
ment lower than d. Nothing can be straightfor- 
wardly deduced if w ( p )  lies within [Z(p), L(p)],  and 
then, contextual information must be exploited. 

3. STATISTICAL MODELLING 

So as to formulate this labeling problem, 
we have adopted a statistical approach based on 
bayesian formulation (MAP criterion) associated 
with Markov Random Field (MRF) models. The 
MRF framework provides a powerful formalism 
to specify linear and non-linear relations between 
observations o (temperature, motion) and the la- 
bel field e (involving three classes, “lc”, “cs” and 
“oc”), while easily allowing to express a priori con- 
textual information on the label field. Due to 
the equivalence between MRF and Gibbs distribu- 
tions, Geman (1984), it turns out that this leads 
to the definition of a global energy function U(o,  e) 
of the type: 

U l ( w , e )  (motion term) Llz(1,e) (temper. term) -- 
P E S  P E S  

data-driven term 
US (e) 

<P,T>EC 

regularisation term 

(2) 

where C represents all the binary cliques asso- 
ciated with the considered second-order neighbor- 
hood system (Fig. 1) on the set of sites (pixels). 

1 I I 

Figure 1: 
neighborhood system. 

Cliques associated with the second-order 

3.1 Definition of the energy terms 

Potential VI accounts for the intrinsic mobility 
and the smooth appearance of low clouds with help 
of the confidence informations on motion-based 
measurements. Moreover, the use of robust esti- 
mators, Black (1993), Leclerc (1989), allows us to 
reduce the effect of physically invalid motion mea- 
surements. Behaviour of potential VI in different 
situations are illustrated in Fig. 2. 

0 . -  

0 . -  

0 , -  

0 . .  

,a a I. . 
al iP) 

Figure 2:  Motion-related component of the data- 
driven potehtial term for two configumtions (uniform 
area (l)/contrasted area(2)) with S = 1 .  

Case (1) corresponds to an ambiguous situa- 
tion (e.g. the core of a stratiform cloud). The 
uncertainty interval [Z(p), L(p)]  tends to its maxi- 
mum range [ I ( p )  -+ O,L(p) -+ &]. A low value of 
w(p)  then induces a rather small difference be- 
tween potentials attached to the two different la- 
bels (“cs” and “lc” or “oc”), since it is not dis- 
criminating by itself. In case (2), the local in- 
tensity contrast brings uncertainty bounds closer 
( [ l ( p )  -+ 4, L(p)  $I), and labeling “lc” or “OC” 

is then more penalized for a motion observation 
lower than L ( p ) .  Whatever the local intensity con- 
trast, potential VI attached to labels “lc” or “oc” 
presents a minimum cost for w(p)  2 L(p) .  Indeed, 
we can assume that w(p)  2 L(p)  indicates an un- 
derlying displacement of magnitude at least equal 
to 6, which is usually perceptible in the vicinity of 
low clouds boundaries or inside textured clouds. 

Potential Vz characterizes the adequacy between 
the estimated label field e and the temperature 
map. It also takes into account a geographic mask 
g. Thermal parameters associated to potential 
Vz are the mean temperature pclaSs and variance 
u:lnss where “class” stands for labels “IC” or “cs” . 
They are estimated for each class over different 
areas R in the image accounting for the possible 
latitude-dependent variations, using an unsuper- 
vised learning scheme. To this end, each image 
is split into predefined homogeneous ground (or 
sea) areas R, where relevant modes are extracted 
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from temperature histograms of pixels character- 
izing by displacements respectively greater than 
6 (w(p )  2 ,503)) or lower than 6 (w(p) 5 I @ ) ) .  A 
comparison step is then performed based on Fisher 
distance, in order to determine the relevant modes. 
This learning step is updated for each image along 
the sequence, which allows us to cope with tem- 
poral variations of the temperature characteristics. 
A robust Leclerc’s estimator is used to define po- 
tential V Z ( W ,  e(P)lgb)): 

- 

- 

~ 

- 
- 
- 

(3) 
where index j indicates the jth of the Nclass 

modes within a given area R. We handle in this 
way the possible presence of several characteris- 
tics temperatures within the same area for a given 
class. Such multi-modal situations can be caused 
for instance by local transparency phenomena. We 
also cope with these particular situations corre- 
sponding to a decrease in apparent temperature, 
by adapting the saturation factor 71. We less pe- 
nalize (71 < l) a deviation from the thermal mode, 
if intensity I ( p )  is lower than pclass (7, = 1 oth- 
erwise). 

Potential V, is defined on clique < p ,  T >, and 
models the spatial constraints on the label field. 
It is given by %(e@), e(r)Im(p)):  

We favour compact areas by introducing a neg- 
ative potential for identically labeled neighboring 

sites and a positive potential otherwise. However, 
the smaller the local spatial image gradient mag- 
nitude, the most favoured configuration e ( p )  = 
e(.) = IC since the low clouds are supposed to be 
rather uniform in intensity. T determines the spa- 
tial intensity gradient magnitude from which cost 
becomes positive. Parameter pz is chosen in order 
to penalize configuration e@) = e(r)= IC less than 
configuration e@) # e(.) even if V I ( r )  is high. 
We favour the configuration e @ )  = e(r)  = oc over 
e(p) = e ( r )  = IC in order to account for the edge 
of medium or high clouds. Indeed, the apparent 
temperature in such areas decreases and might get 
close to  the one of low clouds. 

3.2 Minimization Scheme 

Our classification problem formulation leads 
to the minimization of the global energy func- 
tion U(o,  e). An iterative minimization scheme 
based on the deterministic relaxation algorithm 
ICM (Iterated Conditional Mode) has been pro- 
posed. It involves a proper handling of the initial- 
ization step, and follows a “propagative” relax- 
ation process. The goal is to “spread O U ~ ”  infor- 
mation from reliable points. Label assignement is 
first realized according to a Maximum Likelihood 
(ML) criterion at pixels verifying wCp) > L(p)  and 
Ilc - ulc < I ( p )  < 4, + ulc. Relaxation involving 
the regularisation energy term starts from these 
first labeled sites and their neighbourhood, and is 
progressively extended. This iterative relaxation 
scheme is stopped when the entire image has been 
treated. 

4. RESULTS 

An exemple of cloud classification is provided 
in Fig. 4b. The processed region is centered over 
Western Europe in the IR Meteosat image ac- 
quired on October 2, 1997, at 03h30 UTC. The 
obtained results can be compared with a cloud 
classification (Fig. 4c), extracted from the po- 
larstereographic NOAA/AVHRR image recorded 
at 03h27UTC, Derrien (1993). NOAA imagery al- 
lows to use a combination of 3.7 and 11pm IR 
channels, which can enable low clouds to be lo- 
cated. We can point out that the two classifica- 
tions are quite similar. In particular, one diffi- 
culty is that stratus top over North of France ap- 
pears warmer than land, and their temperatures 
differ only from 1.5”C. Pixels presenting a suffi- 
cient and reliable motion-based measurement are 
enough, although rather sparse, to correctly ini- 
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tialize the contextual and iterative segmentation 
process. Parameters B1, /& and 7 are set, in an 
heuristical wa.y t o  respectively 0.1, 0.04 and 3. 
Similarly, G, and 6 arc fixed resp. to 2 arid 0.5. 

5. CONCLUSION 

We have proposed a new statistical contcx- 
ha1 labeling method to  detect, appropriate low 
clouds from IR Meteosat images, which is of par- 
ticular importance for evcry day weather anal- 
ysis and forecast,, between 3 a.m and G a.m, 
in Western Europe. The  use of motion-based 
measurements allows us t o  enlarge the informa- 
tion supplied by the only Meteosat IR. channel 
availablc by night. Moreover, temporal coher- 
cncc of the classification along the sequence is 
properly handled by the developed scheme. Seg- 
mentation maps can thus be animated and can 
providc useful insights on the weather situation 
to be analysed. More results can bc seen at 
http://www.irisa.fr/Demos/Demos.html. 
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Figure 4: (a) Meteosat, enhanced IR image on October 
2,  1997 at, 31130UTC. (h) Obtained claqsification map. 
Low clouds are in light grey, clear sky in black (sea) or 
grey (land) and other clouds in dark grey. (c) NOAA 
classification at, 03h27UTC, from Derrien (1993). 
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1. INTRODUCTION 

The identification of cloud cover in satellite 
imagery can be quite simple for a forecaster or 
researcher, but it can be a significant task to develop 
an objective approach that is capable of accurately 
identifying cloudy regions under a variety of 
circumstances. The research in this paper focuses on 
describing a technique developed for cloud filtering 
using a bi-spectral approach on Geostationary 
Operational Environmental Satellites (GOES)-Is 
Imager data. 

In the present application, the algorithm is 
intended to simply filter (or detect) the cloudy regions 
and is not intended to perform cloud clearing, which 
involves estimating the clear field of view radiances 
for partially filled views. This cloud filtering 
technique is being developed for use with infrared 
retrievals of geophysical parameters in mind, where 
cloud cover contaminates the derived product. 
However, numerous potential applications of the 
technique exist. The technique will be described and 
an example case of applying the algorithm will be 
presented. 

2. BACKGROUND 

Although the initial development of the technique 
presented here was based on the spatial coherence 
approach from Coakley and Brethereton (1982) and 
Coakley and Balwin (1 984), it has evolved to utilize 
two spatial tests and one spectral threshold method in 
the generation of a cloud mask. These three basic 
tests are: 1) a standard deviation threshold to detect 
the spatial variance in the scene, 2) a difference 
threshold between adjacent pixels, and 3) a simple 

*Corresponding Author Address: Anthony R. 
Guillory, Global Hydrology and Climate Center, 
NASANarshall Space Flight Center, 977 Explorer 
Blvd., Huntsville, Alabama 35806-2807, email: 
anthony .guillory@msfc.nasa.gov 

infrared temperature threshold. The first test is 
applied to the entire image at once, then in a second 
pass the next two tests are applied. The final infrared 
temperature threshold is only meant to identify the 
coldest clouds that might pass the previous tests. 

The method also differs from the spatial 
coherence approach in that it is applied to the 10.7 - 
3.9 micrometer difference image from GOES-8 
Imager. This image is very similar to that produced 
by Nelson and Ellrod (1 996). The difference image is 
produced by taking the absolute difference of 10.7 
and 3.9 micrometer channels and then multiplying by 
an arbitrary scaling factor, which simply serves to 
increase the gradients. During the daytime the 
technique makes use of the varying solar reflectance 
in the 3.9 micrometer channel by clouds and land to 
identify cloudy pixels. While at night, it makes use of 
the varying emissivity of the clouds in the scene to 
discriminate between clear and cloudy pixels. 

3. METHOLODOGY 

3.1 Data - 
GOES-8 satellite data for the months of April, 

July, and October 1997 as well as January 1998 are 
used to test the algorithm in a variety of background 
scenes (e.g., snow cover, land and ocean scenes, and 
varying surface temperature conditions). The 
application of the algorithm requires both the 3.9 and 
10.7 micrometer channels. In addition, visible 
imagery is used to supplement the objective 
validation described below. 

3.2 Technique Application 

The values used in the spatial threshold tests were 
determined by plotting: 1) standard deviations of 2x1 
pixel arrays (oriented along the scan line) against the 
corresponding mean pixel value for several cases, and 
2) by plotting the difference between adjacent pixels 
against the mean difference between pixels. The final 
temperature threshold was set to 230 K to prevent any 
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extremely cold clouds from mistakenly passing the 
first tests. 

3.3 Validation 

To validate the derived cloud masks from the 
technique during the evaluation months (listed 
above), the operational satellite-derived cloud cover 
at the Automated Surface Observing System (ASOS) 
sites are used in conjunction with surface data. This 
entails determining whether the algorithm described 
determines cloudy conditions at each of the ASOS 
sites available in the operational cloud cover product 
(Schreiner et al. 1993). Any cloud cover identified by 
the operational product at a site is considered to be 
cloudy. In addition, some subjective review of the 
validation data is being preformed using the infrared 
and visible imagery. This validation will be 
presented at the conference. 

4. EXAMPLE 

In figure 1, an example case is shown. The 
visible image from 1445 UTC on 19 July 1997 is 
shown along with the difference and cloud mask 
images produced by the technique. In the example 
case, it is evident that most of the clouds in the visible 
image are depicted in the difference and cloud mask 
images. 

In detail, the towering cumulus clouds off the 
Texas coast in the visible data are depicted quite well 
in the final cloud mask image (fig. 1); however, the 
adjacent low level cumulus field over the southeast 
Texas is not reproduced in the final mask. The large 
cirrus shield surrounding Hurricane Danny (which is 
centered on the Alabama coast) is shown to cover 
much of the eastern Gulf Coast - a much larger 
region than is readily evident in the visible imagery. 
Another region of cirrus not completely evident in the 
visible data is over northern Iowa and southeastern 
South Dakota, which is quite evident in the difference 
h a g e  which is produced using the strengths of the 
10.7 and 3.9 micrometer channels of GOES. 

Early work showed that by applying the 
technique to either the 10.7 or 3.9 micrometer 
channels alone, it was not possible to obtain as good a 
cloud mask as that gained from using the difference 
image. The difference image makes use of the 
strengths of both channels and is used to gain more 
information on clouds than possible with either 
channel for reasons mention is section 2. Therefore, 
by using the cloud filtering algorithm on the 
difference image the algorithm is then better able to 
define cloudy regions from non-cloudy ones. 

Finally, low level cloud cover over New York, 
Ontario, and Quebec are detected by the algorithm for 
the example; however, a “hole” in the cloud cover is 
present in the cloud mask over Quebec. This 
erroneous feature is the result of this region having 
only a small spatial variance. This indicates that a 
refinement of the thresholds used in the spatial tests 
may be necessary for this case. 

5. SUMMARY 

An overview and an example of a technique to 
perform cloud filtering for use in applications using 
infrared data. However, much broader uses are 
possible. The technique performs well for the 
example case. Also, small low level pose a problem 
for the algorithm at this point. Nevertheless, the 
technique seems to be robust and shows promise of 
meeting its original goal of cloud filtering for use in 
an infrared retrieval algorithm to be applied in climate 
studies. Additional validation work will be done. 
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Figure 1. Visible imagery (top left), the 3.9 - 10.7 micrometer difference image (top right), and the cloud mask (bottom) produced for 
1445 UTC on 19 July 1997. 



P3.18B A FULLY AUTOMATED DETECTION AND TRACKING OF MESOSCALE 
CONVECTIVE SYSTEMS BASED ON THE METEOSAT INFRARED CHANNEL 

C. Morel, S. Senesi 
CNRM-GMME, Meteo-France, Toulouse, France 

1. INTRODUCTION 

In 1980, a particular class of very large Mesoscale 
Convective Systems (MCSs), the Mesoscale Convec- 
tive Complexes (MCCs), were defined by Maddox. 
Since 1980, climatologies of MCCs have been com- 
puted for various parts of the world from infrared satel- 
lite images and in 1997, Laing and Fritsch compiled all 
these regional climatologies into a global one. As a re- 
sult, these studies led to a better knowledge of MCCs 
(Fritsch et al, 1981) and permitted to characterize envi- 
ronmental conditions which are likely to favour their de- 
velopment. In Europe, MCCs remain rare and most of 
European MCSs are smaller and do not fulfill the MCC 
criteria. Our work deals with MCSs whose cloud shield 
below -45°C reaches 10.000 km2 at some stage of their 
life cycle without any additional duration nor shape cri- 
teria. This means that we study a wide range of MCSs 
which are smaller than MCCs by one order of magni- 
tude. Up to now, very few climatologies of such a class 
of MCSs exist (Tollerud et al, 1992). The lack of au- 
tomated procedures able to produce a significant MCS 
data base may explain this lack of climatologies. 

We present here developments that have led to the au- 
tomated computation of a European MCS trajectory and 
morphology data base over 5 years. The data used are 
the Meteosat infrared images centered over Europe and 
surrounding sea areas, with a 30 minute time resolution 
and about 6 km x 6 km spatial resolution. We choose to 
use only the IR channel because the visible one is quite 
useless due to a strong night activity of MCSs and the 
available WV channel archive has a worse time resolu- 
tion and coverage than the IR one. 

In section 2, we present a fully automated method to 
produce a MCS climatology. It is based on two tools: 
an algorithm for automated tracking of cloud shields and 
a robust discrimination method between convective and 
non-convective cloud shields. The performances of the 
discrimination method are also addressed in this section 
and it allows us to conclude that we have reached a s i g  
nificant quality for the warm season using the time evo- 
lution of a parameter based on the infrared channel only. 
Finally, first results on a five-year long MCS data base 
are presented in section 3. 

2. THE AUTOMATED CLOUD TRACKING AND DIS- 
CRIMINATION OF MCS 

2.1 Description of the method 

To achieve an automated method of building an 

MCS data base, we had to face two main problems: the 
computation of a cloud shield tracking algorithm and the 
discrimination between convective and non-convective 
cloud shields. 

The automated cloud tracking method is fully described 
in Morel et al (1 997). First, it detects cloud shields in 
the infrared images which are connected zones exceed- 
ing an area threshold Ath below a temperature thresh- 
old T t h ,  Then, morphological and radiative character- 
istics are computed on each cloud shield (e.g. area, 
gradients, ellipticity). And finally, the tracking of these 
cloud shields is performed. This tracking is based on the 
overlapping of cloud shields appearing on two succes- 
sive images. Our tracking method also handles even- 
tual splitting and merging of cloud shields and gets rid of 
instabilities due to the temperature threshold and lead- 
ing to artificial consecutive splitting and merging. This 
method provides a correct tracking at any temperature 
threshold T t h  (between -55"CS Tth <-3OoC) and at an 
area threshold Ath 2 1  .OOO km'. Consequently, it allows 
an early detection of MCSs and a tracking of MCSs dur- 
ing their whole life cycle. 

The automated discrimination method of MCS trajecto- 
ries among other cloud shields trajectories has been de- 
signed using the time evolution of a parameter based on 
the so-called peripheral gradient which is the brightness 
temperature gradient on the edges of cloudshields. The 
parameter that we have found to be the most efficient 
(see $2.2) is the maximum of the 95% percentile of the 
peripheral gradient along the trajectories (Mac(GPg5)). 
To compute this parameter, we evaluate for each cloud 
shield belonging to a trajectory the distribution of pe- 
ripheral gradient and its 95% percentile (GPs5). Then, 
the Mas(GPe5)  value of the trajectory is the maximum 
GPs5 of the cloud shields composing it. 

To identify MCSs, our approach is to decide, thanks to 
a discrimination rule, if a trajectory found by the track- 
ing algorithm is related to a convective system or to a 
non-convective one. 

More precisely, the discrimination method classifies the 
trajectories into three different types: 

-Convective trajectories. These are the trajectories 
which fulfill the rule. 

-Convective but non-active trajectories. These are 
the trajectories coming from the splitting of a convective 
one. 

-Frontal trajectories. These are the other trajecto- 
ries. 
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The discrimination rule being the following: 
-If the Max(GPgs) of a trajectory is greater than a dis- 
crimination threshold Dth fhen the trajectory is a con- 
vective one. 

2.2 Quality of the discrimination method 

To find the most discriminant parameter, two sam- 
ples of trajectories were built from a data set composed 
of all the trajectories exceeding Smin=l 0.000 km2 at 
some stage and starting "normally" (Le. not after a 
splitting) found by the tracking algorithm from April to 
September 1995 (Tth=-45"C and A w l  .OOO km2) under 
a geographical domain including France and immediate 
surroundings. The convective character of these trajec- 
tones was established thanks to a counting of ligthning 
occurrences under cloud shields. It allowed us to ob- 
tain two samples: a "convective sample", composed of 
N0=305 MCS trajectories with more than five lightning 
registered in one 30 minutes interval, and a "frontalsam- 
ple". composed of N1,=62 trajectories with no lightning 
registered all along the trajectory. 

To compare the discrimination's quality of different pa- 
rameters, we compute the percentages of good detec- 
tions (Tgood) and false alarms (7falde) for different thresh- 
old &, values of the considered parameter and using 
the following definitions: 
- Let Ngood be the number of convective trajectories with 
a value of the considered parameter greater than the 
current discrimination threshold Dth.  
- Let Nfolde be the number of frontal trajectories with a 
value of the considered parameter greater than the cur- 
rent discrimination threshold Dth.  

Figure 1A shows the results for i) the ellipticity at time 
of maximum extent, ii) the maximum of the mean pe- 
ripheral gradient and iii) the Maz(GP95). One can see 
that using the ellipticity at time of maximum extent, as it 
is done to define MCCs, leads to around 10% of false 
alarms whatever the percentage of detection and that 
the most efficient parameter is the Maz(GP95). Af- 
ter having tried many different parameters based on 
the morphology of cloud shields or related to bright- 
ness temperature distribution over cloud shields, we 
concluded that the best discrimination is reached with 
the Max(GPg5). 

The sensitivity of the discrimination's quality to the tem- 
perature threshold T t h ,  using the Maz(GP95), is ad- 
dressed in figure 1 B. To avoid bias, we tried to get the 
same MCSs in each sample. The more practical way 
to achieve this goal was to use different values of Smin 
which is the minimum area that a trajectory has to ex- 
ceed in order to be kept in one of the samples. The num- 
bers of trajectories in the convective samples are 308 
at -35"C, 307 at -40°C and 329 at -50°C corresponding 
Smin being 16.000 km2, 12.000 km2 and 5.000 km2 re- 
spectively. Concerning the frontal sample, there are 98 
trajectories at -35"C, 82 at -4OOC and 61 at -5OOC. 

One can see in figure 1B that the best discrimination 
is obtained at -45°C. Consequently, we can conclude 
that the most efficient discrimination is obtained with the 
Maz(GP9s) at a temperature threshold Tth=-45"c. 

The variations of the discrimination's quality throughout 
the year have also been addressed.Convective sam- 
ples and fronfal samples were built for each month 
from a data set containing all the trajectories exceeding 
10.000 km2 for some time and starting "normally" found 
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by the tracking algorithm over five years (from March 
1993 to December 1997) at a temperature threshold 
Tth=-45"C and an area threshold Ath=l ,000 km2 under 
the same geographical domain as before. Here too, the 
convective or non-convective character of these trajec- 
tories has been checked thanks to a counting of ligthn- 
ing occurrences under these trajectories. The number 
of trajectories for each sample of each month is given in 
figure 2A. 

The quality obtained at a discrimination threshold 
Dth=l.-t"Clkrn is displayed in figure 28, which shows 
that: 

0 

0 

e 

From June to August, this discrimination is very 
satisfactory. It allows to detect 90% of the con- 
vective trajectories with a low false alarms rate 

For April, May and September, the false alarms 
rate is significantly higher (-20%). Using a higher 
discrimination threshold Dth=2"C/km allows to 
reach a correct quality ( ~ 8 %  of false alarms with 
a rate of detections ~50%). 
For the other months, the discrimination method 
seems to be inefficient. 

(25%). 

As a conclusion, the discrimination method is useful dur- 
ing the whole warm season, from April to September 
and allows to detect around 70% of the yearly popu- 
lation of MCSs. During this period, we detect 80% of 
the MCS population and more precisely we detect 90% 
of the MCS population with a maximum lightning den- 
sity greater than 0.01 km-2h-' (10 lightning per thou- 
sand square kilometers per hour) and only 55% of the 
MCS population with a maximum lightning density lower 

than that threshold. This shows that the discrimination 
method is very efficient for the most active warm sea- 
son MCSs. This may also explain why the method is 
useless from October to March when a large part of the 
MCS population is composed of fronts and has a very 
low electrical activity (around 66% of this population has 
a maximum lightning density lower than 0.01 km"h" 
against only 28% for the warm season MCS population). 
Another point that may explain the poor results obtained 
for the wintery MCS population is the inadequacy of the 
temperature threshold (-45°C) which may be relied on 
the tropopause temperature. 

3. FIRST RESULTS ON A FIVE YEAR LONG MCS 
DATA BASE 

In this section, we present first results obtained 
from a MCS data base computed with the method de- 
scribed in section 2 for the period between March 1993 
and December 1997 (Tth--45OC and .OOO km2). 
This means that the MCS data base covers 5 warm sea- 
sons. Only those trajectories which reach 10.000 km2 at 
some stage are used. 

First, some basic statistics show the size of this data 
base. The number of MCS trajectories beginning in 
June, July or August is around 3.500. Among all these 
trajectories, more than 2.800 (~78%)  begin "normally" 
and more than 2.1 00 (~60%)  begin and end "normally" 
(i.e. not during a split nor a merge). The two following 
results give an idea of the kind of results which can be 
easily derived from this data base. 

The chart in figure 3A qualitatively shows the spatial 
density of the first detection of MCSs starting "normally" 
in June, July or August. It shows that they are principally 
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Fig. 3A: Chart of geographical occurence of summer MCS beginning “normally” (after smoothing). 
Fig. 3B: Distribution of the maximum extent of summer MCS beginning and ending “normdy”. 

continental and that most part of MCSs start south of lat- 
itude 50”. Another point is that the preferred location of 
summer MCS occurrence is near mountains. For exem- 
ple relative maxima of MCS activity are observed near 
the Alps in the P8 valley or near the Atlas. Even near 
smaller mountains, a relative maximum of activity is ob- 
sewed: this is the case for the Massif Central in France 
and for the highest summits of the Apennines in Italy. 

The distribution of maximum extent for the trajectories 
beginning and ending “normally” and which are com- 
pletely described (Le. the trajectory is not interrupted 
by too many missing images or by an edge of the geo- 
graphical domain) is given in figure 38. This concerns 
more than 1.600 trajectories. One can see that there 
is no gap in this distribution, except a small one near 
50.000 km2 which may be due to a sampling effect. This 
means that the convective systems which we are able to 
describe cover evenly the meso-cr scale and part of the 
meso-p one. Finally, one can conclude that very large 
MCSs remain rare in Europe: only 69 MCSs (-4%) 
have reached an area of 100.000 km2 at time of max- 
imum extent in five years. This underlines the need of a 
sound climatology of smaller MCSs in Europe. 

4. CONCLUSION 

A fully automated method of tracking and detec- 
tion of MCS has been presented. An efficient param- 
eter, the Maz(GPea), has been exhibited and allows 
to detect most of electrically active MCSs (-90%) oc- 
curing during the warm season, from April to Septem- 
ber. Thanks to this method, a European MCS data 
base composed of several thousands of MCSs exceed- 
ing 10.000 km2 at a temperature threshold of -45°C has 
been computed over 5 warm seasons (from 1993 to 

1997) and describes the trajectory, the morphology and 
some radiative characteristics of these MCSs. 

First results presented in section 3 showed the wealth 
of informations contained in this MCS data base. Of 
course, the processing of the MCS data base has just 
begun and more results are expected soon. Further- 
more, a characterization of the environment of MCSs, 
thanks to an operational analyses archive, is planned. 

REFERENCES 

Fritsch, J.M., Maddox, R.A. and A.G. Bamston, 1981: 
The character of Mesoscale Convective Complex pre- 
cipitation and its contribution to warm season rainfall in 
the US. 

4th Conference on Hydromefeorology, Reno, 
U.S.A., 94-99. 

Laing, A.G. and J.M. Fritsch, 1997: The global popula- 
tion of Mesoscale Convective Complexes. 

Q. J. Roy Meteor. SOC., 123,389-405. 

Maddox, R.A., 1980: Mesoscale Convective Com- 
plexes. 

Morel, C., Orain, F. and S. Senesi, 1997: Automated de- 
tection and characterization of MCS using the Meteosat 
infrared channel. 

Proc. The 1997 Meteorological Satellite Data Users 
Conference, Brussels, Belgium, 21 3-220. 

Tollerud, E. I., Augustine, J.A. and B.D. Jamison, 1992: 
Cloud top characteristics of Mesoscale Convective Sys- 
tems in 1986. 

Proc. The 6th conference on satellite mefeorolgy 
and oceanography, Atlanta, U.S.A., J3-J7. 

Bull. Amer. Meteor. SOC., 61, 1374-1 387. 

380 PARIS, FRANCE, 25-29 MAY1998 



INTERNALLY CALIBRATED, THERMAL-INFRARED FIELD RADIOMETER: P3.22B 
CHARACTERIZATION AND COMPARISONS WITH OTHER FIELD INSTRUMENTS 

MiEhabl Sicard *, Paul R. Spyak .. 
CIMEL Electronique, Paris, France, Remote Sensing Group, University of Arizona, Tucson, AZ, USA 

1. INTRODUCTION 
The Remote Sensing Group of the Optical Sciences 

Center at the University of Arizona performs in-flight, 
absolute, radiometric calibration, or vicarious calibration on 
various satellite and aircraft sensors in the visible, near- 
infrared and shortwave-infrared (Slater, 1995). The first 
steps in extending the Group's efforts into the thermal- 
infrared (TIR) were made by Palmer (1992, 1993). His 
approach was to use an Everest, hand-held, TIR radiometer 
(8 - 14 pn) to perform ground-based measurements that 
provided, with the appropriate atmospheric measurements, 
a satellite calibration. To achieve a significant accuracy of 
such thermal-infrared calibrations, the group was led to the 
interest in the four-band, internally calibrated, hand-held 
radiometer described in this paper. Its characterization and 
comparisons with other radiometers were needed for its 
validation. 

2. RADIOMETER DESCRIPTION 
The thermal-infrared radiometer, model CE 312, used 

in this project has been built by CIMEL Electronique and is 
the fruii of two PhD. studies performed in France by 
Abuhassan (1995) and Pietms (1996). 

The instrument is composed of two major components: 
the optical head containing the detector and optics, and the 
electronic unit which performs the data collection 
configuration and displays and stores the data. The optical 
head employs a K6hler arrangement to illuminate a 
thermopile with a germanium window. A 6-filter wheel is 
driven by a stepper motor. The current design, selected to 
cover the atmospheric window, includes one broad band, 8- 
14 pn, and three interference filters, 8.2-9.2, 10.51 1.5 and 
11.512.5 w. In front of the objective, a goldixated 
mirror, also driven by a stepper motor, enables comparisons 
between the target radiation and a reference radiation from 
inside the optical head. A platinum probe attached to the 
detector's gives the reference temperature. 

3. RADIOMETER'S CALIBRATION THEORY 
In practice, the detected signal (Vda) is a contribution of 

signals from the target (Vt) and the radiometer itself (Vr). 
With an ektrical offset signal 
of VMM, the detected signal may be written as: 

(1 1 
When observing the internal radiance reference (mirror), 
the signal is: 

The difference between the last two equations cancels 
out the radiometer and the electrical offset signals. and 
Yields a measurement calibrated against the internal 
reference signal: 

v,b = vt + v, 4. v*t 

vg=vI"+v,+v*~ (2) 

V,,-V$ =vt-vt" (3) 

* Corresponding author eddress: Michad Sicard, CIMEL 
Electronique, 5, C i  de Phalsbourg, 75011 Paris, France; 
e-mail: m-sicard@worldnet.fr. 

If E, the target's emissivity, and T, the radiometer's spectral 
transmktence are known as a function of wavelength, using 
Planck's law, the average, in-band, spectral radiance 
incident on the radiometer, ME, T) in W/cm2/sr/pn, of a 
target at temperature T, is: 

(4) hl T) = 

j W d h .  
LO 

where ho and 141 are the shortest and longest wavelengths 
where T is not 0, h Planck's constant, c the velocity of light 
and k Boltunann's constant. This equation is used 
throughout when considering the target or mirror spectral 
radiance. 

4. LABORATORY CHARACTERIZATION OF THE 
RADIOMETER 
4.1. System spectral transmittance 

The transmittances of the four interference filters and 
the ZnS filter were measured by Pietras (1 995) directly with 
a spectrometer. The gemanium window, the condenser 
and the objective's transmittances were measured using a 
C02 laser (10.6 pn) at normal incidence with a BFT 
spectrometer. The system spectral transmittance, 
supposing the detector is spectrally flat, is simply the 
product of each optical component transmittance, fig. 1. 
The full-width at half maximum bandwidths, for filters 1 
through 4, are, respectively, 8.03-1 3.55, I 1 29-1 2.46, 9.97- 

1.17, and 8.30-9.35 pn. 

0.7 i 

7.5 9.5 11.5 13.5 
Wavelength (mn) 

Fig. 1 : Spectral response for the four fibrs 

4.2. Field of view 
To determine the field of view (FOV), a ceramic glower 

and collimator are used to illuminate the radiometer in a 
collimated beam, while the radiometer is rotated about its 
front surface. Data are collected from -10.0 to +lO.Oo in 
0.1" steps. 

The results with band [&14], fig. 2, give an instrument 
full-width at half maximum FOV of 9 . 5 O  with slight 
asymmetry and irregularities. 
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4.3. Lime 
The method for measuring the linearity consists of 

viewing a variable-temperature blackbody source over its 
temperature range of -10 to 80% and graphing the 
radiance versus radiimeter signal. As swed above, the 
difference between blackbody-viewed digital counts (DC,) 
and mirror-viewed digital counts (DCm) leads to an internally 
calibrated system. This produces the following linearity 

L, - L, = A.(DC, - DC,) + B [pW Icm2 I sr I pn] (5) 
where k and L are the average, in-band, spectral 
radiances of the blackbody and mirror, respectively, 
obtained using Eq. (4), and A and B are given by the least 
squares fit. Figures 3a and 3b show the data and the best 
linear fh which are given by the following calibration 
equations in w/mz/sr/prn: 
L, -L, = 0,15.(DC, -DC,)-28175 for filter 1 
L, - L, = 1.0002.(DCm - DC,) i-28589 for filter 2 

- L, = 0.8002. (DC, - DC,) + 15827 for filter 3 
L, - L, = 0.869. (DC, - DC,) - 0.6388 for filter 4 
For each band the coefficient B is nearly equal to zero, as it 
should be. The percent difference in spectral radiance 
between measured data and the curve-f& values ranges 
from -0.22 and 9.83% for temperatures between 10 and 
W C ,  and between -1.54 and 9.35% for temperatures 
beyond this region. This corresponds to a temperature 
difference of -0.17 to +0.54"C and -0.83 to +0.25OC, 
respectively. 

equation: 

(6) 

4.4. Absolute calibration 
The average, in-band, spectral radiance data from the 
linearity section also gives the absolute calibration. 

To compare the CE 312 results to those from other 
instruments, which are temperature-based instruments, we 
introduce a different set of calibration equations that are 
temperature-based instead of radiance-based. Various 
types of curve were f& to the 
data, and a third-order polynomial was chosen for each 
band giving Ts-Tm, radiometric temperatures of the 
blackbody and the mirror, respectively, versus DCm - Dcc. 
These equations yield larger errors between the curve fh 
and the data than do the radiance-based equations. 
Consequently compensation for curve-fig errors will be 
applied. 

4.5. Repeatabili 

March and October 1996. In between the instrument was 
The calibrations described above were performed in 
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on four field &ips. In the temperature range of -10 to 7OoC, 
the changes were less than 0.25% for band [&I 4],0.3% for 
band [I 1.5-12.51, 0.35% for band [10.5-11.51 and 0.3% for 
band [8.2-9.2]. These changes are quite small and could 
be attributable to a blackbody change or differences in the 
linear fh. The largest difference of 0.35% corresponds to 
a temperature change of less than 0.2%. 

4.6. Noiae-equivalent differences 
NEAT, in "C, and NEAL, in pW/cm2/sr, are the 

temperature and radiance changes corresponding to a 
signal-to-noise of one, and are measured using the following 
equations (7): 
NEAT(T8) = T,(DC,-DC,)-Ta(DC,-DC, +~Dc,,,-Dc,) 

NEAL(Ts) = L,(DCm-DC.)-L,(DC,-DC, +oDc,,,-Dc,) 

if Tm and L,,, are assumed constant. 
The lines over DCm - DCs indicate average measured 
values, and QC.C,,,.DC~ is the standard deviation about the 
average DC value, or the noise. 

The measured NEAT (NEAL) values for temperatures 
between 0 and 75°C are below 0.WC (3 pW/cm2/sr), 
0.2% (2.5 pW/cm2/sr), 0.13OC (1 .I pW/cm2/sr), and 
0.15"C (1.3 pW/cm2/sr) for bands p-141, [11.5-12.5], 
[10.5-11.51 and t8.2-9.21, respectively. These values are 
highest at temperatures near 0% and 75°C. For target 
temperatures at -1OOC, the values approximately double. 
This is very likely due to the instability of the blackbody at 
low temperatures. 
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4.7. Sianal-to-noise ratio 
Fig. 4 shows the signal-to-noise ratio (SNR) as a 

function of blackbody temperature. It has been obtained by 
dividing the measured radiance by NEAL. An average of 
NEAL was used for all four bands to reduce the fluctuation 
effects. At temperatures between 10 and WC,  the SNR is 
ireater than 1100 for the broad band and greater than 400 
Dr the other bands. 
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Fig. 4: SNR versus target temperature 

lacbody terrgerature (C) 

6. FIELD COMPARISONS TO OTHER THERMAL- 
INFRARED RADIOMETERS 

The CE 312 was taken to four different field sites, and 
data collected by it and other instruments are compared. 
The sites and dates were: Lunar Lake and Railroad Valley 
(Nevada) in June 1996, Jornada Experimental Range (New 
Mexico) in May and September 1996, and Lake Tahoe 
(California) in July 1996. The Jornada data are not 
analyzed here because of the too high site's variability. 

To most reliably compare the CE 312 to the 
radiometers, which give outputs in terms of temperature, 
the temperature-based calibration equations are used 
throughout this section. 

5.1. Description of the other radiometers 
At Lunar Lake, Railroad Valley and Lake Tahoe, the CE 

312 data are compared to a thermal-infrared, field 
radiometer, Model 4OOOA, Everest Transducer. The Everest 
4OOOA has a thennopile detector, a spectral bandpass of 8 
to 14 firn and a FOV of 15". 

At Lunar Lake, the CE 31 2 data are also cornpared to a 
Minolta IR-0510 handheld radiometer. The IR-0510 uses a 
pyroelectric detector, has a spectral bandpass of 8 to 14 
lun and a FOV of Io. 

5.2. Radiometer calibrations 
To ensure valid comparisons with the Everest 4000A, it 

was calibrated in a similar fashion to the CE 312 using the 
variable-temperature blackbody. Then the laboratory 
calibrations were transferred to the f d d  using an Everest, 
Model 1O00, ambient-temperature, field blackbody 
calibration source. 

The next step in transferring the calibration to the field 
applies to all radiometers in this comparison. This is to 
periodically (about every 15 - 20 minutes) calibrate each 
radiometer in the field using the field blackbody. The 
difference between the true blackbody radiometric 
temperature and that measured by the instrument yields an 
offset, which is then accounted for in the data analysis. 

5.3. Instrument comparison at Lunar Lake and Railroad 

At Lunar Lake, comparisons of surface temperature 
measurements were made for the 8 - 14 prn bands of the 
CE 312, Everest 4OOOA, and IR-0510 radiometers, fig. 5. 

The CE 372 and IR-0510 data agree to within 0.3"C, 
and the Everest 4OOOA data is consistently higher by about 
+0.BoC. The agreement is quite good, and the Everest 
W A  offset could be due to spectral emissivity and 
bandpass differences. But it is also easily explainable as an 
ambient-temperature effect that Rapier (1996) showed to be 
an error source in this instrument. He proved that the 
Everest 4oooA radiometer has a limited capacity to deal 
with rapidly changing temperature gradients, and suggested 
the use of a radiation shield in outdoor applications. 

1 J 

Flg. 6: Calibrated, radiometric temperature from band [&I41 
at Lunar Lake, June 3, 1996 

Surface temperature measurements were made at 
Railroad Valley on June 2, 1996, with the CE 312 and the 
Everest 4OOOA. The data agree well in shape, but have an 
offset as large as -1OC. Since the ambient and target 
temperatures are higher than at Lunar Lake, the larger 
difference between instruments may again be a result of the 
ambient-temperature dependence of the Everest 4OOOA. 

5.4. Instrument comparison at Lake Tahoe 
Fig. 6 shows the water temperature data from the CE 

312 (4 bands) and the Everest 4OOOA measurements from 
a boat at Lake Tahoe. The radiometric temperature is 
increasing in time at the same rate for the DNO instruments, 
with a nearly constant offset of about 9.3OC. These 
results show better agreement between the two instruments 
than the Lunar Lake and Railroad Valley data. Ths may be 
due tu the lower ambient temperature or possibly a more 
constant speotrel emissivity over each instruments' 
bandpass. 

The results for the 3 n a m  bands are also shown for 
validation. It is justified because the emissivity of water is 
nearly constant over this wavelength range (Wolfe, 1978): 
from 0.96 to 0.995. Therefore, each of the four channels 
should measure nearly the same temperature. Band [IO.$ 
9.51 agrees the best with band [8-141 (offset of -0.3 to 0%). 
Bands t11.5-12.51 and 18.2-9.21 agree well, but have an 
offset of -0.4 to -0.3"C and -0.6 to -0.3"C, respectively, as 
compared to band [8-1 41. 
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Fig. 6: Calibrated, radiometric temperature at Lake Tahoe, 
July 26, 1996 

5.5. Field-measurement discussion 
Table 1 further summarizes the field-trip data. Best 

agreement (0.3%) is obtained for Lunar Lake data and the 
IR-0510 and the CE 312 radiometers, and for Lake Tahoe 
and the Everest 4OOOA and CE 312. The offset of about 
+0.8"C for the Everest 4OOOA measurements at Lunar Lake 
compared to the CE 312s is reduced to +0.3"C at Lake 
Tahoe, indmng that the ambient temperature or spectral 
emissivity are playing a significant role in the retrieved 
temperature. Lunar Lake and Lake Tahoe are fine sites in 
terms of validating the CE 312 data because they show 
good agreement with other instruments. Furthermore, a 
more accurate comparison could have been made if the 
ather radiometers utilized knowledge of the instruments 
spectral bandpass as the CE 312 does. Including this and 
the target emissivity in the data analysis could 
vastly improve the agreement. 

The last three columns of Table 1 show how the CE 
312s three narrow bands compare to the broad band data 
at Lake Tahoe, as commented in section 5.4. 

0. CONCLUSION 
A thermal-infrared radiometer has been described, 

characterized and cornpared to other field instruments. Its 
full-width at half maximum FOV was measured to be 9.5". 
The linearity and absolute calibration equations, over a 
temperature range of -10 to +WC, allowed retrieval of 
average, in-band, spectral radiance with an uncertainty of 
less than about 0.8% without applying any corrections, 
0.6% in terms of temperature. The nonrepeatability of this 
calibration, following four field trips, is less than 0.35% in 
radiance and 0.2% in temperature. A NEAT (or resolution) 
of 0.06 - 0.2% (depending on the filter) has been measured 

noise ratio is greater than 1100 for the broad band and 
greater than 400 for the other bands with a target 
temperature of 10 to 80°C. 

As a field instrument, the CE 312 performed quite well, 
being very stable at ambient temperatures between 15 and 
60%. The instrument was validated by comparing its 8 - 14 
p measurements to those from two other thermal-infrared 
radiometers at four very different sites. CE 31 2's narrower- 
band filters were validated by viewing a water target and 
deriving nearly the same temperatures for all four bands. 
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P3.23A REMOVAL OF ANOMALOUS RADAR PROPAGATlON 
WITH A NEURAL NETWORK PRECIPITATION CLASSIFIER 

TRAINED ON METEOSAT INFRARED IMAGERY 

George S. Pankiewicz * 
Meteorological Office, Bracknell, Berkshire, U.K. 

1. INTRODUCTION 

Anomalous propagation (anaprop) can provide a 
fairly common, yet unwanted signal in weather 
radar data, resulting in false observations of pre- 
cipitation. Specifically, anaprop describes the way 
in which a radar beam can be deflected relative 
to its normal path, so that it hits the ground and 
provides a radar echo where there is no precipita- 
tion. 

At the UK Met.Office, the Nimrod nowcasting 
system (Golding, 1998) is used to generate an 
analysis and forecast guidance in the time range 
0-6 hours for the UK and surrounding areas, and 
produces a variety of cloud and precipitation fields 
for use in initialising the UK Met. Office mesoscale 
model. The quality of radar data used within 
the Nimrod system therefore has an important 
consquence for both short-range forecast guidance 
and mesoscale model initialisation. 

Currently, the Nimrod nowcasting system at- 
tempts to detect radar anaprop automatically 
(Pamment and Conway, 1998) using a scheme 
that includes a Probability of Precipitation (POP) 
field determined from two independent sources: 
ground-based synoptic data and Meteosat visible 
and infrared imagery. A threshold is set within 
the POP field to remove radar echoes where there 
is a low probability. Meteosat visible and infrared 
data are analysed on a pixel-by-pixel basis to help 
form the POP field by using a thresholding tech- 
nique, described by Cheng e2 al. (1993), and based 
on the method of Lovejoy and Austin (1979). 

' Corresponding author address: G.S. Pankiewicz, 
Satellite Image Applications Group, Met. OfXce, 
London Road, Bracknell, Berkshire, RG12 2SZ, 
U.K. ernail: gspankiewicz@meto.gov.uk 

This paper describes work that has been under- 
taken to develop a new scheme, incorporating lo- 
cal neighbourhood information from Meteosat ini- 
agery around the pixel of interest, using a neural 
network classifier, to determine directly the POP. 

There are a couple of reasons for developing such a 
scheme. Firstly, the local cloud information can be 
used to improve the estimate of the POP field over 
and above that of a threshold technique. Secondly, 
an artificial neural network (used to learn the re- 
lationships between such information and the like- 
lihood of rain) has the added advantage that its 
output values are Bayesian estimates of the proba- 
bility of rain. The initial aim was to use Meteosat 
infrared data only, so that the same network could 
be used regardless of the time of day. 

2. DATA SELECTION 

At the UK Met.Office, Meteosat imagery is pro- 
cessed through the Autosat system, which repro- 
jects images into polar stereographic coordinates, 
and derives a range of products, including albedos 
and infrared brightness temperatures, from the in- 
strument counts. Infrared grey-scales range from 4 
to 251 , representing brightness temperatures from 
198K to 308K repesectively. 

The Nimrod nowcasting system corrects these Me- 
teosat products for parallax and maps them onto 
a 5km grid, for comparison and use with 5km 
radar data. Examples of a resulting Meteosat in- 
frared image and radar composite within the Nim- 
rod Area of Radar Coverage (ARC) for 11:30UTC 
on 15th January 1996 are given in Figure 3. The 
radar data come from a network of 15 radars sited 
around the British Isles, and each image under- 
goes a certain amount of processing including rain 
gauge adjustment and correction for variations in 
the vertical reflectivity profile, before eventually 
being composited by the Nimrod system. 
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For the development of the POP classifier, a total 
of 48 pairs of Meteosat and radar composite im- 
ages were restored from the Nimrod archive, cover- 
ing the period July 1995 to June 1997. Two pairs 
were restored for each month, selected at  random 
times throughout the day (coinciding with half 
hourly Meteosat imagery). For each radar com- 
posite, two additional radar composites were cho- 
sen before and after the time of interest, to form a 
radar movieloop with 5 half-hourly frames. These 
movieloops were examined for areas of anaprop, 
often seen best in this way as patches of shim- 
mering radar echoes bearing little relation to real 
rain systems, and often related to orography. Ar- 
eas suspected of being contaminated with anaprop 
were marked on a copy of each image, to avoid se- 
lection for the neural network training set. 

Following examination for anaprop, 3200 samples 
of 17x17 pixels (85x85km) were selected from un- 
contaminated regions of the images, together with 
their corresponding radar “ground truth”. Sam- 
ples were labelled as no rain (< 1/32mmh-I), or 
as rain (2 1/32mmh-’), depending on the cen- 
tral radar rainrate (centre labelling) or the average 
radar rainrate over the sample (average labelling). 
Average labelling is less sensitive, but provides a 
better correlation between cloud brightness tem- 
perature statistics and rain or no rain. Any sub- 
sample could therefore be chosen, with its own 
centre or average label, if required. From the total 
of 3200 samples, 2097 had no rain as the central 
label and 1103 had rain, giving a dry to wet ratio 
of 1:l.g. This compares to the dry to wet ratio 
used by Cheng et  al. (1993), of 1:2.8. 

3. FEATURE SELECTION 

Given a sample of infrared cloud top temperature 
pixels which we wish to correlate with a central 
or average rainrate label, it is possible to calculate 
numerous statistics or features. The most obvi- 
ous feature is the grey-level at the central pixel; 
given this information, a neural network classifier 
should be able to classify as well as, or better than 
the threshold classifier discussed in Cheng et  al. 
(1993), for example. However, it is possible to ex- 
tract some simple local features, such as the mean, 
standard deviation, minimum, maximum, and the 
range and ratio of the maximum and minimum. 

It is also possible to extract textural features, 
such as grey-level difference vectors (Weszka et  al., 
1976). A grey-level difference vector Ag(4) is the 

absolute difference between two grey-levels with 
a fixed spatial relationship 4 of angle, and dis- 
tance (in pixels). In this work, four relationships 
were used: 4(Oo, l.OO), 4(45O, 1.41), $(goo, 1.00) 
and 4(135O, 1.41). Grey-level differences were cal- 
culated for every pair of pixels in the sample gov- 
erned by these relationships, to produce a series of 
histograms h&(Ag). These histograms were then 
used to construct five statistics of interest, the 
mean M, contrast C, angular second moment A, 
entropy E and homogeneity H: 

(3) 

where T is the total number of grey-level differ- 
ences in the sample. Mean and maximum values 
were calculated for the 4 spatial relationships de- 
scribed above, to provide a total of 10 features. 

To determine the ability of these 17 candidate 
features to discriminate rain from no rain, multi- 
dimensional Bhattacharyya distances were calcu- 
lated (see Gu et  al. (1991), for example), with 
mean vectors 14 and covariance matrices C ob- 
tained for both no rain (0) and rain (1) classes: 

JB 

Bhattacharyya distances were calculated for a 
number of sample sizes, for both centre and aver- 
age labels, and the results are presented in Figure 
1 for the most separable feature vectors. As the 
number of features used is increased, their ability 
to separate the classes increases, but at a decreas- 
ing rate. Also, there is more ability for textural 
features to discriminate average labelled samples. 
If the sample size increases, so does the ability to 
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Figure 1. The largest Bhattacharyya distances ob- 
tained for  different sample sizes, for  both centre 
and average labelled classes, as the size of the fea-  
ture vector is increased from 2 to  9. 

Figure 2. The five feature distributions used to 
train the neural network, as well as mean homo- 
geneiiy, normalised in the range 0 t o  1,  f o r  1000 
samples per  class, using centre labelling. 

separate the classes, but again at a diminishing 
rate. In particular, centre labelled samples are 
unable to discriminate further for samples of 11x1 1 
pixels or more. For an operational classifier, speed 
is important, and the smaller the sample size, and 
the fewer the textural features used, the better. 

This suggests that for centre labelled samples 
(more sensitive to the detection of anaprop), 7x7 
pixels and 5 features are adequate (resulting in a 
Bhattacharyya distance of 0.29, compared to 0.37 
for 15x15 pixel samples and 9 features). The corre- 
sponding feature vector consists of the minimum, 
maximum, range, ratio and central pixel value. 
Figure 2 shows these features values (plus the most 
useful textural feature), normalised by the means 
and standard deviations to provide values in the 
range 0 to 1, for the no rain and rain classes, for 
1000 centre labelled samples per class. 

4. NEURAL NETWORK TRAINING 

Five of the 17 candidate features therefore appear 

useful in discriminating two rain classes. This is 
a typical pattern recognition problem, and can be 
solved using a multilayer perceptron neural net- 
work. A neural network cloud classifier similar to 
that used here was detailed in Pankiewicz (1997). 

The main aim in training the multilayer percep- 
tron was to determine correctly a set of initially 
random weights that connect the five input fea- 
tures through a hidden layer of nodes to the two 
output classes. This was performed by backpropa- 
gating errors at the output nodes, so as to update 
the weights gradually, with a training set, of 2400 
samples (the remaining 800 formed the test set). 
Updated weights were written to a file each time 
all training samples were presented (each epoch 
for 1000 epochs). The network was evaluated at 
each epoch with the test set. This ensured that 
the network was not overtrained, and helped to 
look for the best set of weights to use in practice. 
Several training runs were performed, to vary the 
number of hidden nodes in the output layer, as 
well as the learning rate and a momentum factor. 

9TH SAT METlOCEAN 387 



Figure 3.( lef t )  The Meteosai infrared image for the Nimrod area at 5km resolution, at 11:30UTC on 
15th January 1996 (white is colder), (centre) the Nimrod radar composite (white is increasing rainrate 
in  the ARC), and (right) the POP field from the neural network classifier (white is high POP). 

In this study, 8 hidden nodes were found to provide 
the best solution in terms of maximising the Prob- 
ability of Detection (POD), decreasing the False 
Alarm Rate (FAR) and maximising the Equitable 
Threat Score (ETS), the last factor taking into 
account the skill relative to a random estimate. 

5. RESULTS AND DISCUSSION 

The trained networks were tested on a 1:2.8 wet 
to  dry distribution of samples in order t o  compare 
the results with the work of Cheng et al. (1993). 
The  best network resulted in an average POD of 
66f9%,  a FAR of 57&5%, and an ETS of 173~6%~ 
when used several times on 506 of the test samples. 

This compares with the best POD of 61f24% 
and FAR of 47f12% for cold frontal cases ob- 
tained by Cheng et al. (1993), and their values 
of 28&21% and 74&11% respectively for cold-air 
convection, and 50&19% and 503Z16% respectively 
for mesoscale convective systems. 

An example of the resulting POP field for 15th Jan- 
uary 1996 at 11:30UTC is shown in Figure 3, to- 
gether with the Meteosat infrared image and the 
Nimrod radar composite. The radar composite 
was obtained after processing with the Meteosat 
threshold classifier, and some anaprop remains 
over Ireland and possibly South Wales. The neu- 
ral network POP classifier has removed some of the 
high cold cloud, particularly in regions of strong 
brightness temperature contrast, but has left the 
true areas of rain to  the northwest of Scotland and 
near the Dorset coast. The result is certainly not 
perfect, but provides a better POP estimator than 

obtained using a threshold alone, and together 
with a POP field from synoptic observations, is of 
use in deleting areas of anaprop. The addition of 
visible imagery, including visible texture, although 
unavailable at night, would add further cloud in- 
formation and should provide a superior classifier. 
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1Jntroduction 

The water vapor abundance and radiative 
properties make it the most important 
greenhouse gas (Shina and Harries, 1997). 
Despites the decrease of the specific 
humidity with height, the upper tropospheric 
moisture as an important contribution to the 
radiative budget of the planet (Schmetz at al, 
1995). Especially in the so-called dry 
subsiding branches of the Hadley-Walker 
circulation, east of oceanic basins, where the 
very low relative humidity (Spencer and 
Braswell, 1997) expresses much more 
sensitivity in the outgoing longwave radiation 
to small changes than in the warm and moist 
tropics. 
Uncertainties remains on the source of 
moisture for the subtropics high levels, even 
if tropical convection is usually considered as 
a remote source for the subtropics humidity 
(Lindzen 1990, Betts, 1990, Soden, 1995, 
SalathC and Hartmann, 1997, Picon et al, 
1995). 
In this complex problem, general circulation 
models still suffers from a poor 
representation of the upper level water vapor 
distribution. ( Roca et al, 1997, Salathe et al, 
1995, Soden et al , 1994, Gaffen et al , 
1997). Characterizations of the water vapor 
distribution in the subtropics ans its interplay 
with the tropical convective activity is a 
challenging endeavor, 
Meteosat water vapor channel allows to give 
some information on this crucial problem, 
because it is centered on a water vapor 
vibration -rotation band at 6.3 pm and is 
mainly influenced by the humidity between 
600 and 300 ma. The large scale patterns of 
Meteosat WV images has also been used for 
climatic studies (Desbois et al, 1988, Picon 
and Desbois, 1990, Schmetz and van de Berg 
1994, Schmetz and al, 1995, Picon et al, 
1995). Studies have been performed as well 
from METEOSAT as from GOES data 
(Soden and Bretherton, 1993). 
Our previous studies have shown that the 
water vapor brightness temperatures (WVBT) 
provided by Meteosat at nominal location 
(OON, OOE) can be use without cloud clearing. 
This allows to avoid biases due to the cloud 
clearing method. The coldest WVBTs 
characterize the convective areas and the 
warmest ones are related with the subtropical 

large scale subsidence areas. 
The relationship between the convective areas 
and the subsiding zones has been studied 
over Atlantic and Africa, along the seasonal 
cycle. 
As shown by Piemhumbert (1995), the 
relative area of the dry versus convective 
regions is a key parameter concerning the 
tropical climate. 

- - . R . 4  106 

8 10 12 14 2 4 6 
lSlre of coldest m a t  (T<ZIOK) 

Figure 1: Relation between the extension of 
the ITCZ and the extension of the dry 
subtropical areas, computed for each 10-day 
mean for January, April, July, October 1983- 
1987 from Meteosat 2 located at Oo,Oo. 

The results provided by Meteosat 2 show that 
an increase of the convective regions is 
linked with a decrease of the subsiding 
regions, and vice-versa ( Figure 1). 
In order to explore this relationship in an 
extended geographical zone, this paper uses 
merged Meteosat3 and Meteosat4 data . 
The data 

The data used are provided by the ISCCP in 
the B3 dataset. One image is available every 
3 hours. The images are regrided in a regular 
longitude latitude grid with 2.5Ox2.5" meshes 
and converted in Netcdf format. 
Meteosat 3 was shifted on February 21 at 
75OW. The Extended Atlantic Data (XADC) 
has been instigated to provide improved 
satellite coverage of the Western Atlantic and 
Americas due to the existence of only one 
Goes satellite at that time. 
The intercalibration method applied by 
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Eumetsat makes use of the overlapping field 
of view of Meteosat 3 and Meteosat4. It 
compares the two fields, taking into account 
the different spectral responses 
Numerous data are missing for the Meteosat 
3 coverage ( November 93 is considered here 
as missing): the corresponding images are 
not included in the dataset computations. 

3 WV patterns 

Figure 2 presents the WVBT averaged for 
each season. The upper left figure represents 
the average for March only. The seasonnal 
shift of the equatorial minima corresponds to 
the usual shift of the ITCZ. 
During the end of the boreal winter (March) 
*e tropical convection mainly occurs over 
the South part of Africa and over the 
Amazonian basin. The Atlantic part of the 
ITCZ does not present any strong seasonal 
migration, whereas the Pacific part shows a 
large interseasonal variability. 
This Pacific convection is reinforced during 
Spring and Summer, as the continental 
convection decreases. The African ITCZ is 
shifted northward. 
A strong interseasonal variability of the 
WVBT maxima is also noticeable. The 
southern Alantic and Pacific subsiding areas 
do not shift but are more extended westward 
in Summer and in Autumn. 
In the Northern Hemisphere, the seasonal 
variability of the WVBT maxima is more 
complicated, probably due to the larger 
extent of continental regions. 
In March, two main maxima are located over 
the Caribean Sea and over the central 
Sahelian regions. A colder area lies between 
maxima, due to the frequent occurence, at 
this time of the year, of high clouds coming 
from ITCZ. 
In spring, the warm structures shift 
Northward and Eastward for Africa, 
Westward for American structures. 
In summer, the maximum over the Eastern 
Mediterranean is very strong and extended, 
as the Pacific maximum disappears from the 
Meteosat3 field of view. 
In Autumn, the Northern maxima intensity 
and extension decrease. 

4 Relationship between convective areas 
and subsiding zones 
As for Figure 1, the whole dataset previously 
presented has been used to study the 
relationship between convection and 
subsidence in the tropical regions. It has 
been shown, using ISCCP climatology (Picon 
at al95), that the 240K WVBT threshold well 
describes the convective activity over the 

African and Atlantic regions. The warmest 
regions are limited by the 250K WVBT 
threshold. 

1.0 ,101 _I I Ir .I C 

Figure 3: Seasonal evolution of the 
convective areas size (top) and of the 
subsiding areas (bottom). Units: number of 
pixels 

Figure 3 simultaneously presents the seasonal 
cycle of the wannest (subsidence) areas size 
and the seasonal cycle of the coldest 
(convective) areas size. 
It is noticeable that in Summer the convective 
areas are less extended, and the subsiding 
areas are more extended. The relation is 

inverted in March and from October. 
Then, the anticorrelation observed over the 
nominal Meteosat field of view between the 
size of convective versus the size of subsiding 
areas is maintained over the extended field of 
view. It seems to indicate that a convection 
increase is related with less subsidence in 
subtropics. 
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This kind of study will be shortly extended 
eastward over the Indian Ocean, as Meteosat 
5 is now shifted to 60E for the INDOEX 
experiment. 
Encompassing varied convective source 
(Amazonia, Tropical Africa and tropical 
Atlantic Ocean) as well as two main 
subsidences zones (south Atlantic Ocean and 
East off South America), this extended bi- 
satellite dataset offers a great opportunity to 
further our understanding of the relationship 
between convection and upper level moisture 
and constitutes an important basis for 
validation of the seasonal cycle of 
atmiospheric models. 
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1. ABSTRACT 

Meteosat data are used to investigate the upper 
tropospheric humidity distributions in the ECMWF 
Operational Analyses. We expect the analyses of 
upper tropospheric humidity to be quite accurate since 
Tiros-N Operational Vertical Sounder (TOVS) water 
vapour radiances are assimilated. The water vapour 
channel at 5.7-7.1 pm onboard Meteosat is sensitive to 
upper tropospheric humidities and allows a comparison 
with the analyses at high temporal resolution. Meteosat 
clear sky radiances for January 1997 are simulated 
from the analyses and compared to the satellite data. 
The patterns are very similar at both a synoptic and a 
monthly mean scale, but ECMWF analyses in the 
monthly mean over central Africa are drier than 
indicated by Meteosat. A systematic bias between the 
datasets of 2.4K is observed, but further work is 
needed to evaluate this. 

2. INTRODUCTION 

The radiative importance of water vapour in the 
upper troposphere is well known and much effort has 
recently been devoted to assessing and improving the 
representation of upper tropospheric relative humidity 
(UTH) in climate models and climate analyses. 
Radiosonde humidity data in the upper troposphere is 
known to be inaccurate (e.g. Elliot and Gaffen, 1991) 
so satellite water vapour band radiance data, with its 
better spatial coverage, presents the best dataset for 
validating models. Rather than using relative 
humidities derived from satellite data, model to satellite 
validation studies (e.g. Schmetz and van de Berg 
1994, Soden and Bretherton 1994) have directly 
simulated the satellite observed radiances from the 
model data. This gives the advantage of using 
quantities as close as possible to the original observed 
data, and requiring no a priori information. 

In this paper we compare clear sky radiances from 
the Meteosat Water Vapour (WV) channel to radiances 
simulated from ECMWF operational analyses for the 
month of January 1997. ECMWF analyses are 
produced 6 hourly at high spatial resolution by 
assimilating observational data into an atmospheric 
model to provide a 'best estimate' of the global 
atmosphere (ECMWF 1995). In the ECMWF analyses, 
Upper Tropospheric Humidities (UTH) have improved 
markedly with the direct assimilation of Tiros-N 
Operational Vertical Sounder (TOVS) water vapour 
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channel radiances (McNally and Vesperini 1996). 
The WV channel on Meteosat measures radiances 

between 5.7 and 7.1pm in the 6.3pm band of water 
vapour and in clear sky is sensitive to relative humidity 
in a broad layer in the upper troposphere between 
about 600 and 300mb (POC et al 1980). It provides 
independent satellite data for the evaluation of UTH 
within the ECMWF analyses. 

Schmetz and van de Berg (1994) compared 
Meteosat WV radiances to ECMWF analyses prior to 
the full assimilation of TOVS W radiances and found 
some problems in the analysis data. On a monthly 
mean scale, the patterns of WV radiance were 
generally well represented by the analyses, although 
the large scale distribution was too moist in the 
subtropics and slightly too dry in the Inter-Tropical 
Convergence Zone (ITCZ). 

3. METEOSAT CLEAR SKY RADIANCE DATA 

A cloud cleared dataset is required to compare to 
the simulated radiances so we use the Clear Sky 
Radiance (CSR) product. The data consists of 
estimates of mean Meteosat WV channel radiances 
from areas free from cloud or with only low cloud. For 
January 1997, it was derived every three hours at a 
sub-satellite resolution of about 160km from 
'segments' of image data consisting of 32 by 32 pixels. 
The CSR dataset is archived at EUMETSAT as part of 
the Upper Tropospheric Humidity (UTH) product 
(Schmetz et al 1995) since it is fundamentally linked to 
the derivation of UTH. For each segment, a 
multispectral histogram analysis is performed using all 
three channels on Meteosat (WV, visible and 10pm 
window). The analysis divides the radiances into a 
small number of 'scenes' with different surface or cloud 
types. Since the water vapour channel is insensitive to 
the lower troposphere, water vapour radiances are 
considered to be cloud free in scenes identified as 
clear sky or with cloud tops lower than 700mb. The 
CSR is simply a mean of the data in these scenes and 
represents the radiances in the half hour period over 
which Meteosat scans the earths disk. 

Calibration of the WV channel cannot be performed 
directly and is obtained from the comparison of WV 
radiances to radiances generated from co-located 
radiosonde temperature and humidity profiles (van de 
Berg et al. 1995). The absolute calibration is hence 
dependent upon the accuracy of the radiosonde data. 

The data presented here are given in equivalent 
black body brightness temperatures (TB). For the WV 
channel, high TB represents lower relative humidity in 
the upper troposphere and viceyersa. As UTH 
increases, the layer sensed by the satellite rises in the 
atmosphere and since upper tropospheric 
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temperatures decrease with height, the radiance and 
hence the brightness temperature are reduced. There 
is some sensitivity to temperature although at low 
latitudes, the influence of relative humidity is 5-8 times 
stronger than temperature changes (Soden and 
Bretherton 1993). Higher satellite zenith angles reduce 
the TB towards the edge of the Meteosat field of view 
due to 'limb darkening'. 

4. ECMWF ANALYSES 

ECMWF analyses are generated using a spectral 
model representation at T213 resolution (equivalent to 
about 0.6") and on 31 model levels (ECMWF 1995). 
For this work, reduced-resolution gridded model data 
were obtained since they are more easily used. The 
British Atmospheric Data Centre (BADC) interpolate 
the original ECMWF data to a 2.5" by 2.5" regular 
latitude-longitude grid, on 15 standard pressure levels. 

Profiles of temperature and relative humidity and 
also the satellite zenith angle are used as input to the 
MODTRAN radiation code to generate the satellite 
observed radiances. Top of the, atmosphere (TOA) 
radiances are generated at Icm- resolution over the 
freqyency range of the WV channel (1325 - 1825 
cm- ). The satellite observed radiance is the sum over 
this range of the TOA radiances multiplied by the 
spectral response of the instrument optics and 
detector. For January 1997 this was the WV2 channel 
on Meteosat 5. The brightness temperature 
corresponding to this radiance is then calculated, 
taking the spectral response into account. Other 
absorbers effective in this region (e.g. 0 2  and CH4) are 
not included in the calculations since they are not 
taken into account in the calibration of the WV channel 
(van de Berg et al 1995) and have only a small effect 
on WV radiances (POC et al 1980). 

5. COMPARISONS 

It is very important to compare similar quantities in 
a model to satellite comparison. If different spatial or 
temporal sampling is used, biases may result. Here 
only the 00 and 12UTC analyses are compared to the 
Meteosat WV data. The analyses represent 
observations from three hours either side of the 
synoptic hour. The closest CSR data to the analysis 
time, at 11 and 23 UTC, are interpolated onto the 2.5" 
by 2.5" grid of the analyses. The data are only 
compared where CSR radiances are available to avoid 
biases arising from interpolation. Data is missing either 
because of cloud cover, or because it is outside the 
coverage area of Meteosat. If no CSR observations 
were available within the 2.5" by 2.5" grid box, that 
point was considered to be either cloudy or not 
covered by Meteosat and not used in the comparisons. 

5.1 SvnoDtic Scale 

To investigate the day-to-day accuracy of ECMWF 
analyses, data for 12UTC, January 31" are compared 

(fig. 1). The typical coverage of CSR data is evident in 
fig. l a .  At the edges of the plot, data are unavailable 
because of the high zenith angles, and the other 
missing data are due to cloudy scenes. The brightness 
temperatures generated from the ECMWF analysis are 
shown in figure 1 b. In the tropics and subtropics, both 
plots show bright, dry regions of descending air and 
darker (higher relative humidity) regions of convective 
ascent. These regions of ascending air are partially 
obscured in the Meteosat data due to clouds. At 
rnidlatitudes, lower brightness temperatures relate to 
higher UTH. Especially in the ECMWF data, airmasses 
can be distinguished by their varied brightness 
temperature. A qualitative comparison between the two 
plots shows quite good agreement in the patterns of 
WV brightness temperature. 

A scatterplot of the same data (fig. 2) shows again 
a good agreement between the patterns, with a 
correlation coefficient of 0.88. The dashed line shows a 
linear fit to the data points, revealing that there is 
however an overall bias. In mean terms, the ECMWF 
brightness temperatures are 2.2K lower than the CSR 
T g  for this synoptic time. This bias is considered in the 
next section. Further work will compare the two 
datasets on the synoptic scale using all 00 and 12UTC 
analyses in the month. 

5.2 Monthlv Means 

Monthly means were created from both datasets 
(fig. 3) using the same sampling, at 00 and 12UTC, as 
discussed previously. In both plots the patterns are 
very similar in both with a correlation coefficient 
between the monthly means of 0.97. Brightness 
temperatures from ECMWF analyses were again lower 
than the CSR data, by 2.4K on average (Le. CSR drier 
than ECMWF). To roughly equate this difference in To 
to a difference in UTH, it is possible to use an empirical 
relationship between UTH and Tg (Soden and 
Bretherton 1993) fitted to the WV channel. The 
relationship is non-linear, but at 50% relative humidity, 
the difference equates to 17% in relative humidity. 
There are several factors that could account for this. 
One major difference between the datasets is that 
Meteosat data are calibrated to radiosonde humidities, 
whereas the ECMWF analyses are mainly driven by 
TOVS radiometer data. Neither can be claimed to be 
calibrated 'absolutely', so there is potential for a 
relative difference between the two. 

A second possibility is that of undersampling of 
cloudy areas when using a clear sky dataset. UTH is 
generally highest in and near clouds (Udelhofen and 
Hartmann 1995) and with no sampling in these 
regions, a dry bias could result, producing higher CSR 
Tg. However, one might expect a much lower bias in 
the subtropical dry regions where clouds are 
infrequent, compared to the convection regions. The 
difference here appears much the same in both dry 
and moist regions. 

Both these possibilities are consistent with the 
findings of Soden and Lanzante (1996). They 
compared radiances generated from radiosonde 
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Figure 1: TB in K,12 UTC January 31" (a) From Meteosat (b) simulated from ECMWF analyses 

humidity and temperature profiles to TOVS radiances 
sensitive to upper tropospheric humidity. They found 
that radiosondes of the type used to calibrate the 
Meteosat WV channel were reporting a systematically 
drier upper troposphere than the TOVS radiances, 
which would explain the higher Meteosat brightness 
temperatures. They also showed that sampling clear 
sky only, rather than clear and cloudy skies, would 
result in a small dry bias in UTH. Further work is 
needed to confirm which effects are important here. 

To gain a general idea of the performance of the 
ECMWF analyses, we ignore the bias between the two 
datasets. Figure 4 shows the difference (analysis TR - 
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Figure 2: Scatter plot for January 31". The dashed 
line represents a linear fit to the points. 

CSR TR), with the bias removed and smoothed using a 
7.5 by 7.5" boxcar average to emphasise the main 
features. Areas without data are blocked out. The 
ECMWF analyses are clearly brighter (UTH dryer) than 
the CSR brightness temperatures by up to 4K above 
central Africa. This difference is not seen in any other 
of the tropical dry regions and might indicate a 
limitation in either analyses or satellite data. There are 
few other obvious anomalies and most fall within the 
r.m.s. difference of 1.2K (after removing the bias). 

6. CONCLUSION 

The patterns of Meteosat WV brightness 
temperature sensitive to UTH show a very good match 
between the Meteosat data and those simulated from 
ECMWF analyses. It appears that the differences 
between ECMWF analyses and Meteosat found by 
Schmetz and Van de Berg (1994) have been 
eliminated by the direct assimilation of TOVS data. 

For 12UTC, 31" January, a correlation coefficient 
between the two datasets of 0.88 was seen, indicating 
good agreement at the synoptic scale. The correlation 
between monthly means for January 1997 was 
calculated as 0.97, indicating a good representation of 
the spatial patterns of UTH in the analyses. One 
obvious difference was found over central Africa where 
the analyses produced higher brightness temperatures 
(a drier upper troposphere). 

There was a bias between the two datasets of 2.4K 
in brightness temperature, suggesting that the upper 
troposphere in the ECMWF analyses is systematically 
moister than that indicated from the Meteosat 
brightness temperatures. It is thought that this could be 
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Figure 3: Monthly mean TB in K, January 1997 (a) from Meteosat (b) simulated from ECMWF analyses 

due to either a calibration difference between TOVS 
and Meteosat radiances, or undersampling of high 
humidity regions due to the nature of the Clear Sky 
Radiance (CSR) product. Further work will seek to 
evaluate these possibilities. 
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Figure 4: Difference between ECMWF and 
Meteosat monthly mean Tg with bias removed IK 
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P3.27A ESTIMATION OF THE UPPER TROPOSPHERIC MOISTURE FIELD 
FROM VISSWGMS-5 WATER VAPOR CHANNEL DATA 

Naonori Osaki * and Hiroshi Uyeda 
Meteorological Laboratory, Division of Earth and Planetary Sciences, 
Graduate School of Science, Hokkaido University, Sapporo, JAPAN 

1 - INTRODUCTION 

Water vapor (WV) is widely recognized to be a key 
component of the mesoscale phenomena, serving to link a 
variety of complex and poorly understood processes. In- 
formation on the horizontal distribution of moisture fields is 
applicable in many disciplines. For instance, it plays an 
important role in a part of hydro-meteorology, climatology, 
atmospheric radiation, and operational meteorology. High- 
resolution measurements describing the WV distribution 
also would be valuable for improved understanding of a 
mesosystem. The network of radio soundings even in 
Japan is inadequate for the purpose since it has an aver- 
age spacing of approximately 200 km and is released twice 
a day, Unfortunately, moisture fields are poorly measured 
on a global scale, particularly in the upper troposphere 
Where radiosonde measurements are unreliable (Elliott and 
Gaffen, 1991). The high-resolution WV obsetved remotely 
from satellites, therefore, should provide a worthy altema- 
h e  to the conventional radiosonde network. The VISSR 
(Visible Infrared Spin Scan Radiometer), including a WV 
(6.7 pm) channel, on board the GMS-5 satellite has exten- 
sively been employed for retrieving WV-related quantities. 
The recently launched GMS-5 instruments are now being 
utilized to estimate moisture fields. 

The possibility of treating satellite measurements 
Within WV absorption bands, in order to assess the mean 
relative humidity of the upper troposphere (UTH) at levels 
above 600 hPa, has been shown by Molter as early as in 
1961. POC et al. (1980) have expressed that there exists a 
relation between the radiance field in the WV channel and 
the WV mass above 600 hPa pressure levels. Several 
Previous studies (e.g., Schmetz and Turpeinen, 1988; 
Udelhofen and Hartmann, 1995) have demonstrated the 
feasibility of utilizing satellite observations in WV channel 
from METEOSAT and GOES to calculate the UTH. In the 
Present study, a retrieval method is developed for estimat- 
Ing the mean column value of the upper tropospheric WV 
content (WVC) from radiance measurements in the 6.7 pm 
channel of the VISSWGMS-5. 

* Corresponding author address: Naonori Osaki, 
Meteorological Laboratory, Division of Earth and Planetary 
Sciences, Graduate School of Science, Hokkaido Univer- 
sity, Sapporo 060-081 0, JAPAN. 
E-mail: osaki @geophys.hokudai.ac.jp 

2. DATA 
2.7. GMS-5 Satellite 

The geostationary satellite GMS is positioned at 140" 
E ,O"N, gazing on a fixed sector of the earth which spans a 
circular area of approximately 60" about the suborbital 
point. The GMS-5 launched in March 1995 became opera- 
tional in June 1995. The VISSWGMS-5 observes the earth 
with an imaging radiometer in four channels: 

solar spectrum (VIS; 0.55-0.90 pm), 
one IR window region (IR1; 10.5-1 1.5 pm), 
the other IR window region (IR2; 11.5-12.5 pm), 
WV absorption band (WV; 6.7-7.0 pm). 

The procedure operates the VISSWGMS-5 IR1 and 
WV data, representing actual brightness temperature of 
1 1 .O pm (TB11 pm) and 6.7 pm (TB6.7pm) respectively, for 
calculations of the WVC. The GMS-5 imagery is subdi- 
vided into segments of 0.1 x 0.1" grids (approximately 10 x 
10 km as a mean value), covering with 300 x 300 IR1 and 
WV pixels as illustrated in Fig.1. Specifically, the aim of the 
segment processing is to validate WV profiles from radio 
soundings. 

50.N 

4O.N 

30°N 

120'E 130.E 14O'E 150.E 

Fig. 1. Locations of aerological stations (index Nos.) in the 
target area (300 x 300 pixels) analyzed. WVC retrieval is 
used for four stations (0) and validated by other stations. 

2.2. Radiosounding Network and Baiu Season 

The WVC is first retrieved from actual VISSWGMS-5 
TB6.7pm and confirmed by radiosonde measurements. 
The locations of aerological stations are displayed in Fig. 1. 
The radio sounding data, the 00 and 12 UTC profiles a day, 
for the period from 17 June 1996 to 14 July 1996 were 
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provided by the Japan Meteorological Agency (JMA) and 
used for retrievals and validations. In general the duration 
is a rainy season called "Baiu" in Japan. A large amount of 
rainfall is usually brought by a quasistationary front that 
extends from 30" N to 40" N over Japan (the Baiu front) 
and China (the Meiyu front). A precipitation zone associ- 
ated with the front extends from South China to Japan and 
father out over the Pacific (Ninomiya and Akiyama, 1971; 
Kat0 and Kodama, 1992). 

3. RADIATION SCHEME 

Assuming a plane-parallel atmosphere and neglecting 
scattering of the long wave infrared radiation, the spectral 
radiance measured by a radiometer onboard a satellite can 
be expressed by (e.g., Uou, 1992) 

where Ls is the effective radiance exiting the surface, 8 the 
zenith angle of the satellite, p the pressure, ps the surface 
pressure, 't the spectral transmittance between p = 0 and 
the pressure level indicated, T(p) the temperature profile, B 
the spectral Plank function, and $ describes the spectral 
response of the satellite radiometer. A subscript denoting a 
spectral dependence of the various quantities has been 
omitted. 

0.0 
6.4 6.6 6.8 7.1 1.4 

WAVELENGTH( p rn) 

Fig. 2. Normalized response function of WV channel of 
VISSWGMS-5. 

The 6.7 pm channel of VISSWGMS-5 is sensitive to 
radiation between 6.5 and 7.0 pm, as is shown by the nor- 
malized response function of WV channel in Fig.2. The 
integration on the spectral bands with weighting, according 
to the response function, yields the radiances which con- 
form to the satellite measured account values (Poc et al., 
1980). The brightness temperature of the WV channel 
depends strongly on the UTH (Schmetz and Turpeinen, 
1988; Soden and Brethetton, 1993). 
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Fig. 3. Normalized contribution function for a midlatitude 
summer atmosphere and two satellite zenith angles (0" 
and 60" ). 

Figure 3 represents what layers of the atmosphere 
contribute to the signal received at the satellite in the WV 
channel of VISSWGMS-5. The normalized contribution 
functions are plotted for a midlatitude summer atmosphere 
(McClatcher et al., 1972) and two zenith angles. In order to 
associate the phenomena observed in WV images with an 
atmospheric layer, the weighting function, 

is inapplicable (Fischer et at., 1981). Here, owing to the 
strong temperature 7 dependence on the Planck function 
B(XT) within the considered spectral region (XI,XZ : limiting 
wave numbers of the spectral response function), the 
whole integrand of the radiative transfer equation must be 
analyzed. The contribution function C(log p) is expressed 
by 

where x is the wave number, Ah) the spectral response 
function for the 6.7 pm channel of VISSWGMS-5, 7&,logp) 
the transmission between atmospheric pressure level p 
and the satellite radiometer. This contribution function for 
the WV channel is put by multiplying the corresponding 
functions for 25 cm" intervals with the spectral response of 
instruments. A particular radiative process is discussed by 
Soden and Bretherton (1 993). 

The height (or pressure) of the peak contribution in Fig. 
3 is more dependent on the change in moisture content of 
the column (Rodgers et al., 1976). The largest allowance 
for mid-latitude standard profiles of clear-sky in summer 
appears approximately between 500 and 400 hPa level. 
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4. WVC RETRIEVAL 

The WV quantity, related to the radiometric observa- 
tions, presents the total precipitable water above given 
pressure levels as discussed in section 3. The procedure 
for investigating the WVC is as follows: 

(i) Figure 4 represents the results graphically, of two 
aerological stations (a) Hachijojima and (b) Tateno as 
shown in Fig. 1 (O), for the WVC above 500 hPa level. The 
relation in Fig.4 clearly indicates an exponential sum fit, 
and reveals the level above which there is a strong correla- 
tion between the WV mass and the TB6.7pm of 
VISSWGMS-5 WV channel. 

(ii) The TB6.7pm should be proportional to the natural 
logarithm of a parameter equal to the ratio of the vertically 
averaged WVC on (i) to the cosine of the VISSWGMS 
viewing angle 8. Figure 5 shows a scatter plot of the for- 
ward calculated TB6.7pm versus the corresponding value 
of In(WVC/cos6). These plots represent a strong correla- 
tion between the TB6.7pm and the corresponding value of 
In(WVC/cose), denoting that for interpretation purpose, the 
WVC can be simply estimated from TB6.7pm and satellite 
zenith angle. The form of the regression equations, divided 
by the threshold TB11 pm with the averaged sounding 
temperature of 263 K at 500 hPa level for the analysis 
Period, is expressed, 

for TB1 lpm z 263 K (dashed line) 

In - = 16.65 - 0.0634TBs 7 u m ,  (E3 
for TB1 lpm < 263 K (solid line) 

In - = 3.722 - 0 0084TB6 7pm (2) 
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Fig. 5. Scatter plots of the forward calculated In 
(WVC/cose) versus TB6.7pm (K). Open circle and solid 
circle denote clear region and cloud area respectively. 

These equations provide our best estimate for the 
interpretation of TB6.7pm in terms of upper tropospheric 
WVC. The retrieval on equation (5) is confined to area with 
medium- and high-level clouds, however, is similar to ob- 
servations of radio soundings. Figure 6 describes the typi-' 
cal coverage of retrieved WVC products around Japan 
Islands, 12 UTC 5 July 1996. A clear dependence on the 
cloud cluster of upper tropospheric WVC is revealed for the 
mesoscale dynamics. The moisture field reflects well- 
known features of the Baiu event. In order to validate the 
procedure, the WVC retrieved from satellite measurements 
is compared to the vertically averaged WVC from the ra- 
diosonde as shown in Fig.7 also. It is obvious that the 
WVC agrees strongly with the unweighted averaged upper 
tropospheric moisture field (correlation coefficients are 0.79 
and 0.65). The retrieved WVC overestimates the average 
WVC from the soundings in Fig.7(a) but provides closer 
agreement than them in Fig.7(b). 

(mm) 
8 
6 
4 
2 
0 

120"E 130"E 1 40"E 150"E 
Fig. 4. Relation between WVC above 500 hPa and 
VISSWGMS-5 TB6.7pm at (a) Hachijojima and (b) Tateno. 

Fig. 6. Typical coverage of the retrieved WVC (mm) prod- 
uct around Japan Islands, 12 UTC 5 July 1996. 
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(a) (b) 
TB1 lpn 2 263K TBllpm < 263K 
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WVC [RFTRIEVED] ABOVE 5OOhPa (mm) M C  [RETRIEVE01 ABOVE 5OOhPa (mm) 

Fig. 7. Relations between WVC (mm) retrieved from 
satellite and vertically averaged WVC (mm) from sound- 
ings above 500 hPa on 25 June and 5 July 1996 for (a) 
TBl l  pm 5 263 K and (b) TBl l  pm < 263 K. 

5. SUMMARY AND CONCLUSION 

Cloud and radiation interactions have long been con- 
sidered to reveal one of the key problems in mesoscale 
research and more complete forecasting. The present 
study has described a method to estimate the mean upper 
tropospheric moisture field from the radiance measure- 
ments in the 6.7 pm channel of VISSWGMS-5. An accu- 
rate relation between the radiative field and the WVC 
above 500 hPa level is found. The retrieval procedure 
firstly operates the 00 and 12 UTC profiles for temperature 
and humidity up to 500 hPa from radiosonde measure- 
ments. It is possible to infer a quantitative correlation be- 
tfleen the radiance and the WVC above a given pressure 
level. The level appears to be as low as 500 hPa in the 
radiation scheme from VISSFUGMS-5 WV channel. Addi- 
tionally, a scatter plot of the calculated WVC from radio 
soundings versus the corresponding value of TB6.7pm 
represents an exponential correlation. The regression 
equation is also expressed on the TB6.7pm for two tem- 
perature ranges divided by the TBl l  pm thresholded 263 K. 
The WVC fields are described for the area around Japan 
Islands and compared to radisonde network data: the co- 
incidence is satisfactory, and comparison of the scheme 
with other instruments (e.g.,VAS/METEOSAT, VAS/GOES) 
shows good agreement. 

The distribution pattern of precipitable water content 
above 500 hPa could be deduced from VISSWGMS-5 WV 
imagery, Analyses of successive pictures will provide spa- 
tial and temporal evolution of these patterns. Specifically, 
the detailed dynamic and kinematic structures as a 
mesoscale phenomenon, comparable with the radiative 
properties, has to be investigated (Osaki et. al.. 1998). We 
believe that the WVC retrieval algorithm using a regression 
models would be a useful tool within the operational com- 
munity where mesoscale aspects of the dynamic field are 
important. 
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P3.28B 

ARCHIVED FIELDS DERIVED FROM GOES-8 AND GOES-9 DATA AT THE CMC 

1. INTRODUCTION 

Louis Garand and Nicolas Wagneur 
Atmospheric Environment Service 

Dorval. P. Quebec 

At the Canadian Meteorological Center (CMC), a 
satellite processing system extracts information from 
full GOES disks (up to 70 degree viewing angle or 61 
degree latitude) four times daily (00, 06, 12 and 18 
UTC). The system has been operational since 1993 
starting with GOES-7 (Garand, 1993). It now exploits 
GOES-8 and GOES-9 imagery. Various parameters are 
extracted at the scale of 1 x 1 degree using the VIS, IR 
and WV channels. New channels at 12 p and 3.9 p have 
not been used so far. The original motivation to build the 
system was data assimilation. Inferred humidity profiles 
from cloud classification are indeed assimilated. At 
upper levels in clear air (300-500 mb), the 6.7 p channel 
is used to derive humidity estimates in a more physical 
manner (see Garand and Hall& 1997). 

The extracted fields constitute an archive which can be 
used for other purposes including cloud and radiation 
climatology and model verification (Vu et al, 1997). 
Observed and modeled radiation and effective cloud 
heights were compared using a forward radiative 
transfer model. Here, we give some examples of the 
type of monthly time scale products that can be 
obtained with B special look at upper tropospheric 
humidity. From the four synoptic times, the diurnal 
cycle can be evaluated .. 
2. PARAMETERS 

The list of parameters extracted or retrieved from 
GOES data include: 

CF: effective cloud fraction 
* HT: effective cloud height 

AL: mean cloud albedo 
* TB: mean 11 p brightness temperature 
* W5: mean 6.7 p brightness temperature 
* R1: estimate of rain rate 
* PP: estimate of probability of precipitation 
' CC: cloud class (from clear to cumulonimbus) 
* ES: dew point depression profile at standard levels 
* RH: relative humidity corresponding to ES 

Standard levels are 1000,925, 850,700,500,400,300 
rnb. 

' Corresponding author address: L. Garand, 
Atmospheric Env. Service, 2121 Trans-Canada 
Highway, Dorval, P. Quebec, Canada H9P1 J3; email: 
louis.garand@ec.gc.ca. 

3. INTER-CALIBRATION ISSUES BETWEEN 
GOES-8 AND GOES-9 

As shown further in Fig. 2, there is no apparent 
discontinuity between GOES-8 and GOES-9 humidity 
retrievals at the boundary located at 105 W (GOES-8 is 
used east of it and GOES-9 to the west: at any point 
data from a single satellite are used). This success 
occurs because there is no obvious discontinuity in the 
W5 parameter from which the humidity is derived. 
Proper inter-calibration between GOES-8 and GOES-9 
is important. One can take advantage of monthly 
means from each satellite right at the 105 W boundary to 
precisely evaluate this inter-calibration periodically. 

Fig 1 shows a scatter plot of GOES6 and GOES-9 W5 
at 105 W for October 1996. GOES8 W5 is colder than 
GOES-9 W5 at all values of W5, but the difference 
slightly increases with higher W5, from about 0.4 K at 
230 K to 0.7 K at 255 K. It is important to realize that the 
response function of the two satellites are not identical, 
hence possibly the noted BT differences could be 
explained in that manner. Line-by-line calculations were 
done for various atmospheric profiles for each satellite. 
Results indicated that indeed GOES-9 BTs are warmer 
than GOES-8 BTs, but only by 0.1 K with negligible 
variations from profile to profile. Thus differences seen 
here are larger than expected. 

From Fig. 1, the mean difference (G9-G8) is +0.48 K for 
W5 which corresponds to about -1.2 % in retrieved RH. 
Similar plots were obtained for other months studied 
showing that the relative calibration between the two 
satellites was stable in time. In short, the inter- 
calibration between GOES-8 and GOES-9 is quite good 
lor the water vapor channel and noted differences of a 
few tenths of a degree could be eliminated easily based 
on Fig. 1. This inter-calibration is important for 
climatological inferences based on global climatological 
estimates of upper tropospheric humidity. 

4. COMPARISON OF MONTHLY RH FIELDS 
FOR EL NlNO AND NON EL NlNO YEARS 

Early 1997 to early 1998 is marked by the influence of 
EL NINO. The satellite archive permits to compare 
various mean monthly fieids from 1993 to the present. 
For instance, EL NlNO versus non EL NlNO years can 
be compared. Fig 2 shows the retrieved relative 
humidity RH at 400 mb for October 1996 and 1997. 
These fields were derived from the water vapor channel 
(W5 parameter) in clear air (relationships between 
observed radiances and 400 mb humidity were 
developed with dependency on air mass and viewing 
angle) and from cloud parameters in cloudy conditions. 
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Differences between the two years are striking with the 
ITCZ clearly shifted southward by 5 degrees in 1997; it 
actually reaches the Equator. At the extreme west 
between 0-15 S, the convective activity is much 
stronger in 1997, resulting in a 60% mean RH and a 
mean cloud pressure height in the range 300-400 mb. 
Fields of cloud fraction and cloud height (to be shown at 
the poster) display similar patterns (high CF and HT 
match maximum RH). 

5. CONCLUSION 

An archive of satellite derived parameters, similar to 
that of ISCCP, is available at the CMC at the scale of 1 X 
1 degree which dates back to 1993. This archive has 
been used so far for model validation (of clouds, 
radiation, diurnal cycle), for climatological studies and 
for radiance inter-calibration between the two GOES 
satellites. 
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Fig. 1 GOES-8 vs GOES-9 mean monthly water vapor 
brightness temperature for October 1996 at 105 W. 

Fig. 2. Mean retrieved 400 mb RH for October 1996(non 
EL NlNO year) and October 1997 (EL NlNO year) 
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P3.29A ASSIMILATION OF INFRARED DATA FROM METEOSAT TO RETRIEVE RAINFALL FIELDS 

Olga V. Zhiltsova* 
Moscow State University 

1. INTRODUCTION 

for studying water resources-related problems. But 
currently, the density of raingages within the most of 
areas are not enough to submit required space-time 
information for the existing flood forecasting models. 
Remote sensing techniques could provide a more 
comprehensive overview of the rainfall spatial 
distribution in a global scale. 

Since the mid 1970's numerous attempts have 
been made to relate rainfall to observations of cloud 
from satellites. (See reviews of the different methods, 
for example, Barrett and Martin (1961)). Unfortunately 
an accuracy of remote sensing techniques generally is 
unacceptable for model purposes. The best estimation 
of rainfield could be done by assimilation of raingages 
data and satellite information. A variational 
adjustment method allowed us to do so. 

The developed analysis scheme is based on a 
variation adjustment of ground-based station data and 
data on a space-time structure of radiation 
temperature obtained from infrared measurements 
from geostationary satellite. This method is an 
attempt to combine the accuracy of measurement of 
conventional raingages and information about spatial 
gradients of temperature obtained from IR satellite 
data for retrieval of rainfall fields. The method is 
applicable to use in tropics and middle latitude over 
the period when thermal contrast between cloud tops 
and the surface is substantial. 

2. OBJECTIVE ANALYSIS SCHEME 

A variational adjustment method has been 
successfully used in meteorology for assimilation of 
information from two different measuring systems 
(See, for example, Cram and Kaplan (1985)). But, as 
we are aware, it never has been used for assimilation 
of satellite data and conventional information. 

has the form: 

Rainfall data constitute an important parameter 

In our case the functional is to be minimised 

where P is final field of precipitation, PI is first guess 
field of precipitation, P2 is second guess field of 
precipitation, A and B are reliability weights of 
raingage's and satellite's data, r is radius of Earth, /z 
is longitude, Q, is latitude. In the result of the 

functional minimisation the final field has gradients 

obtained from satellite data and it's accuracy is as the 
accuracy of conventional raingage information. The 
suggested analysis scheme is consist from the 
following parts: 

1. Control of the conventional data. 
2. Estimation of temperature threshold and 
regression analysis IR temperatures and daily 
precipitation totals, 
3. Estimation of the first and the second guess 
fields on a grid 20x20 km2, 
4. Variational adjustment of the first and the 
second guess fields, 
5. Evaluation of field analysis's errors. 

3. THE EXPERIMENTS AND RESULTS 

Half-hourly thermal infrared data from the 
geostationary satellite Meteosat and conventional 
raingage information (daily accumulated amounts) 
have been used in this study. The method is applied 
on middle latitude region (European part of Russia). 
Originally there were 63 raingages within the area in 
1993 and 54 raingages in 1994. The information for 
34 days (September 1993, August and September 
1994) has been used for that analysis. 

On the first stage a control raingage's 
information has been done to ensure realistic 
precipitation totals. information from raingages was 
compared with maximum climatic totals for that 
region. To make the estimation easier all information 
from pixels has been interpolated into a grid with 
spatial resolution of about 20x20 km2. 

Different methods of estimation first and 
second guess field have been tasted. Finally an 
multiple regression relationship between raingage 
data and sum of temperatures lower than temperature 
threshold (T Tt), standard deviations and skewness 
of temperatures have been used for creating first 
guess fields. It was learnt during step-regression 
analysis that including of second and third moments 
into regression improves the results. In average 
coefficient of correlation increased by 5% when 
second and third moments were included into 
regression analysis. Regression equations and 
temperatures thresholds have been calculated on a 
daily basis due to the great variability in the 
relationship between cloud top temperature and 
precipitation. 

estimation. As a result of experiences the temperature 
threshold selected is that Pearsy index (Ps) would be 
maximum: 

We evaluated several methods of threshold's 

Corresponding author address: Moscow State 
University, Geographical Faculty, Department of 
Meteorology and Climatology, Vorobiovy Gory, 
Moscow 1 19899, Russian Federation 

R * D - N e ,%where 
( R  + N )  (C + D )  Ps = 

R is number of points correctly classified "rain" (T c 
Tt), D is number of points correctly classified "no-rain" 
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(T Tt), N is number of points incorrectly classified 
"rain" (T Tt), C is number of points incorrectly 
classified "no-rain'' (T > Tt ). Temperature thresholds 
varied from -6OC to -2OOC. If IR temperature was 
higher then estimated threshold we consider that 
precipitation amount is equal zero in this point. 

The second guess field have been calculated 
by exponential interpolation of conventional raingage 
information into grid points. 

There are no universal theory for estimation A 
and B. These reliability weights of raingage's and 
satellite's data should be received empirically. We 
consider that A and B are constants, but usually they 
depend of denstty and type of data. The best results 
have been received if A=l and B=350. 

The only method of validation of rainfall 
estimates, which has been used is comparison with 
surface raingage data. An evaluation of effectiveness 
of using the method for estimation of rainfall fields is 
made for areas with high density of raingage network. 
The error of precipitation field analysis was estimated 
for different ground-based station densities as 
compared to that from only station data. In order to 
assess the relative skill of the estimates, rainfall 
patterns based on lower gage densities are simulated 
by omitting a variable number of gages and then 
comparing the value at the unused gage with that of 
the final guess field and interpolated rainfall fields. 
The result obtained are compared with the results of 
the simple raingage data's interpolation. It was found 
that interpolated rainfall with a gage denshy of one 
gage per less than 2700 km2 have an errors less than 
one of a final guess field (See table attached). 

On the figures you can see the first, second 
guess field and the final field of precipitation for 
27/09/94. Usually the first guess field is smoother 
than the second one. Sometimes cold non- 
precipitation cirrus clouds tend to cause severe 
overestimation of precipitation, but using skewness 
and standard deviation often allowed to reduce this 
influence. The result of the analysis could be better if 
an information for warmer period (June, July) has 

been used. 

Fig.1. The first guess field for 27/09/94. 

Fig.2. The second guess field for 27/09/94. 

Fig.3. The final field of precipitation for 27/09/94. 

4. CONCLUSION 

The method is applicable for middle and high latitudes 
within a warm period. It is effective within territories 
with a low density of raingage's network (less that one 
raingage on 2700 km2 area). This method can be 
used to crop and fire monitoring and predicting river 
flow. The satellite data would then ensure realistic 
precipitation fields in data sparse areas. We consider 
that better results can be obtained if we use the data 
for summer period. 

TABLE 1. Errors of rainfield estimation for different density of raingage network 

Where S - average error (mm); CT -average square error (mm); S/R - average error divided by amount of 
precipitation R, OIR average square error divided by amount of precipitation R. 

References 

1. Barrett E.C., Martin D. W. The use of satellite data 
in rainfall monitoring. Academic Press, 1981, 340 p. 

2. Cram J.M., Kaplan M.L. Variational assimilation of 
VAS data into mesoscale model; assimilation 
method and sensitivity experiments, Monthly 

Review, ,Q85, v. 113, No. 4, pp. 467-484. 

404 PARIS, FRANCE, 25-29 MAY1998 



P3.306 COMPARISON BETWEEN RAINGAUGE MEASUREMENTS 
AND ISOPLET MAPS FROM IR METEOSAT IMAGES 

Ramon Tarruella * and Juan Jorge 
Universitat Politecnica de Catalunya, Manresa (Spain) 

1. INTRODUCTION 

The distribution of precipitation is needed for a 
variety of scientific uses, such as climate diagnostic 
studies, and societal applications such as water 
management for agriculture and power, drought relief, 
flood control, and flood forecasting. The task of 
quantifying the distribution is complicated by the fact 
that no single currently available estimate of 
precipitation has the necessary and accuracy over 
extended regions. 

The observations made by geosynchronous 
satellite allow estimate large-scale, time-averaged 
rainfall, and there are some techniques to use. In this 
work the use of Meteosat infrared data for 
precipitation estimation is investigated for some 
monthly periods in Western Mediterranean with a 
climatic purpose. The main objective is to compare 
and contrast the accumulated rain rates estimates 
from the Negri-Adler-Wetzel technique (Negri et al. 
1984), hereinafter NAW technique, and raingauge 
measurements. 

In a first work (Jorge & Rivera, 1996), different 
forecast models of heavy rainfall to predict floods 
(NAW technique among others) were compared, and 
we concluded that NAW technique must be valid only 
for extensive areas and long time intervals. A poor 
spatial resolution of Meteosat images does not 
contribute to improve the use of those techniques for 
small basins. 

original technique for the first algorithm 
intercomparison of the Global Precipitation 
Climatology Project (Negri & Adler, 1993). In this 
work, we have been used the same kind of 
modifications, with other pre-processing analysis 
considerations, to correlate the resulting isoplet maps 
for our geographical region. 

Negri and Adler applied some modifications of the 

2. DATASETS 

To compare isoplet maps from Meteosat IR data 
and raingauge measurements we have arranged rain 
gauge data and satellite images. 

Precipitation measurements from rain gauges 
were provided by a subset of 67 stations of the 
raingauge network of the lnstituto Nacional de 
Meteorologla of Spain. lsoplet maps from GPCC were 
also considered. 

* Corresponding author address: Ramon Tarruella, 
Dept. Flsica Aplicada, U.P.C., Manresa, Spain; e-mail: 
tarruella Q bages.eupm.upc.es. 

The European Space Agency (ESA) provided 
half-hourly Meteosat IR data for the period 1 July 
1994 to 30 June 1995. We cut a window of the images 
bounded by 35*-50° N and loQ W - 20* E. The 
selection of this area enabled the examination of 
rainfall associated with both an Atlantic frontal regime 
and a Mediterranean convective regime. Visible and 
water vapor channels has not been used in this study. 

3. TECHNIQUE DESCRIPTION 

The NAW technique assigns rain rates to cloudy 
pixels on an image-by-image basis without the need 
for calculating the rate of change of cloud area. The 
technique defines clouds by a threshold isotherm (Th = 
253 K), it assumes the 50% of the rainfall to the 
coldest 10% area and the rest of the rainfall to the 
area compressed between the coldest 10% area and 
the coldest 50%. Particularly, we had assumed 4.5 
mml(% h) to the coldest 1 Oo/o of the cloud, and 0.9 mm 
/('A h) to the next warmest 40% of the cloud. 

Because the high number of images to process 
(1440 slots I month, approximately), a first step of the 
imaging processing was to compare the digital 
number of all pixels with the corresponding threshold 
value. If not any pixel presents a higher value, the 
scene is considered without rain. In the other case, 
the coldest pixel is located and the neighbor pixels are 
connected in a same cluster if they are colder than Th. 
This process is done again for the rest of the image 
until no pixel colder than Th is located. 

Two additional modifications to the NAW 
technique were applied based on examination of 
raingauge data and to minimize the effect of cirrus. 

The cloud IR threshold was lowered to 235 K. 
An empirical discrimination between raining 
(convective) and nonraining (cirrus) clouds was 
established. For a cloud of a given area, the 
temperature difference between the thresholds 
that define 10% (TU)) and 50% (Tso) cloud area is 
small for cirrus clouds and large for convective 
clouds. 

RESULTS 

Figure 1 shows the accumulated precipitation 
estimated considering two different threshold values 
versus raingauge measurements for the Spanish 
raingauge stations. The results are generally opposed 
for the two threshold values (Le. while'Th= 253 K 
overestimates the rainfall, Th = 235 K underestimates 
it). In the summertime, when precipitation is scarcely 
and convective cells are more frequent, the correlation 
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duly 1694 August 1994 FebNary 1995 

Figure 1. Scatterplots of calculated precipitation by NWA technique versus measured of rainfall: (a) July 
1994, (b) August 1994, and (e) February 1995. 

have only sense for observatories registering more 
than 20 mm / month, especially in July. A look to the 
tree scatterplots seems to propose an intermediate 
threshold value to improve the results. 

As is made clear by Table 1 , the root mean 
square (RMS) errors corresponding to the threshold 
temperatures 253 K, 244 K and 235 K have similar 
values in summertime and they are higher in winter 
(when rainfall rates are higher). This table will be 
completed with the associated data to other months 
(in the poster platform). 

TABLE 1 

RMS errors for different Th . 

1 Feb-95 I 10.7 I - I 3.7 I 

If we consider raining condition for a fixed 
difference between Tloand T50, (DT = T50'TlO), the 
calculated rainfall applying the NWA technique 
presents values which RMS errors are tabulated in 
Table 2 (the differences are expressed in digital 
counts). 

5 
4.5 I 

3.5 

A 3  

M 2.6 

s z  
1.5 

I 
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Figure 2. RMS errors for different Th and T50 -TIo. 

TABLE 2 

RMS errors for different DT (July 1994). 

>20 I >17 I >15 I >14 I >13 I >12 I >10 
2.5 1 2.3 I 1.7 I 1.6 I 1.4 I 1.5 I 2.9 

We illustrate the values corresponding to tables 1 
and 2 graphically in Figs. 2 and 3. 

For the standard threshold temperatures, 
without any more considerations, the application of 
the NAW technique gives us the pictures shown in 
Fig. 4. If we compare the colored images with the 
isoplet maps built by GPCC (see Fig. 5) we can find 
a good correlation for Th = 235 K over Spain. 

I 

Figure 3. Scatterplots of calculated precipitation by 
NWA technique versus measured of rainfall for 
different T50 -TIO corresponding to July 1994. 

5. CONCLUSIONS 

In this paper, we attempted to compare and 
contrast infrared technique to estimate rainfall over 
Westem-Mediterranean in a climatic purpose. The 
application of the original Negri-Adler-Wetzel 
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technique to Meteosat IR images to estimate 
precipitation depends on the threshold value and 
the season. The isoplet map built through raingauge 
network data agrees with remote sensing results in 
a non-detailed manner. 
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Figure 4. Monthly precipitation estimated by NAW technique. 

Figure 5. Comparison between isoplet map from raingauge network (GPCC) 
and monthly precipitation estimated by NAW technique. 
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P3.35A AVHRR MULTISPECTRAL DERIVED CLOUD PARAMETERS: RELATIONSHIPS TO MICROWAVE 
SCATTERING SIGNATURE AND TO CLOUD-TO-GROUND LIGHTNING. . 

Mamoudou B. Ba', D. Rosenfeld', and A. Gruber' 
1 NOAA/NESDIS, Washington, DC 

2 The Hebrew University of Jerusalem, Jerusalem, Israel 

1. Introduction 

It is known that deep cumulonimbus clouds of 
maritime origin may extend well into the troposphere 
without being associated with thunderstorms (Zipser, 
1994). This is generally observed in the oceanic 
tropical regions with copious convective rainfall, but 
infrequent lightning which is now supported by remotely 
sensed lightning data (Orville and Henderson 1986; 
Goodman and Christian 1992). For example, lightning 
maps from Orville and Henderson (1986) and Goodman 
and Christian (1992) show that midnight lightning is 
overwhelmingly concentrated on continents and islands 
and is very rare over oceans. Because lightning is a 
manifestation of the growth rate of large ice 
hydrometeors, positive correlation is expected with the 
ice scattering intensity in high frequency microwave 
radiation (here after MW). For example, the SSMA 
scattering index derived from the 85 GHz channel on 
board DMSP satellites has been used to estimate 
precipitation (e.g. Ferraro 1997). The amounts of 
lightning per given rain amount varies greatly in 
different rain regimes. This implies that the SSM/I 
rainfall algorithm over land, which is based primarily on 
MW scattering by large ice particles, may have large 
biases for different rain regimes. Petersen and 
Rutledge (1 997) quantified the amount of rainfall per 
lightning flash for various rainfall regimes. They show 
57x10 kg of rainfall per Iifhtning flash in the arid SW 
USA, increasing to 1.3~10 in SE humid USA, 3.4~10' 
in tropoical continental Australia, and as much as 1 - 
2x10 kg of rainfall per lightning flash over tropical 
oceans. Effective radius (rev) of cloud top hydrometeors 
obtained from AVHRR data analysis is used to retrieve 
cloud microphysical parameters. Based on case 
studies, these parameters are used to tentatively 
explain the potential causes of variability of lightning 
and hence ice MW scattering for different rain regimes. 

2. Methodology of the analysis and Data 

2.1 Methodology 

The evolution of effective radius of cloud top particles 
(retl), as a function of the cloud top temperature (Tp), of 
growing convective clouds can reveal the microphysical 
evolution within a given cloud, as it grows vertically and 
undergoes the various microphysical processes leading 

to precipitation formation (Rosenfeld and Lenski, 1997). 
Since a satellite image is a snap shot, an analysis of 
windows containing full convective cloud clusters with 
cloud elements representing the different phases in 
their life cycles can be used to obtain the evolution of 
the individual elements. This can be done based on the 
assumptions that a taller cloud had the same cloud top 
properties of a smaller cloud at the snap shot, when the 
taller cloud grew through the height of the smaller cloud 
some time before the snap shot time. 

A methodology developed by Rosenfeld and Lenski 
(1 997) is used to derive water and ice profiles of 
growing convective clouds. The retrieval of water and 
ice profiles is based on the shape of the TP -rd 
diagrams. Based on about a hundred analyzed cases 
well distributed over the globe, Rosenfeld and Lenski 
(1 997) characterized the evolution of convective cloud 
top particles as a function of depth above cloud base 
and cloud top temperature into five distinct vertical 
zones, not all necessarily appearing in a given cloud 
system: 
1) Diffusional droplet growth zone: very slow growth of 
cloud droplets with depth above cloud base, indicated 
by small slope of drddT. 
2) Droplet coalescence growth zone: large increase of 
the droplet growth rate dren/dT at TP warmer than 
freezing temperatures, indicating rapid cloud droplets 
growth with depth above cloud base. Such rapid growth 
can occur there only by drop coalescence. 
3) Rainout zone: a zone where r e t  remains stable at 
about 20 pm, probably determined by the maximum 
drop size that can be sustained by raising air near the 
cloud top, where the larger drops are precipitated to 
lower elevations and may eventually fall as rain from the 
cloud base. This zone is named so because the clouds 
seem to be raining out much of their water while 
growing. The radius of the drops that actually rain out 
from cloud tops is much larger than the indicated ret of 
20 pm, being at the lower end of the drop size 
distribution. 
4) Mixed phase zone: large indicated growth rate that 
occurs at TcO'C can be attributed to coalescence as 
well as to mixed phase precipitation formation 
processes. Therefore, the mixed phase and the 
coalescence zones are ambiguous at the freezing 
temperatures. Because the first ice phase in rowing 
continental clouds appears typically at T<-10 C, the 
zones are arbitrarily separated at -1OOC. 

P 
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5)  Glaciated zone: a nearly stable reff zone, of a value 
greater than that of the rainout zone, at below freezing 
temperatures, probably determined by the maximum ice 
particle size that can be sustained near cloud top, 
where the larger particles precipitated to lower 
elevations while aggregating and forming snow flakes. 

2.2 Data 

The selection of the study period was dictated by the 
availability of NOAAlAVHRR LAC data. This is 

significant to the interpretation of the results, Data 
corresponding to 17 June 1997, and 19-23 July 1997 
are used. The satellite datasets used include 
NOANAVHRR, SSMA microwave brightness 
temperatures, NOAA's National Center For 
Environmental Prediction (NCEP) hourly radar rain 
estimates, and fifteen-minute lightning products from 
the Global Hydrology Resource Center (GHRC) of the 
Marshall Space Flight Center (MSFC). The main 
parameters of the data are provided in Table 1. 

Table 1: Different parameters used in the study: Location corresponds to analyzed area (approximately 1 x 1' 
box); latitude and longitude of the center of the area are indicated. N is the number of SSM/I pixels in the area; 
Srr-x is the SSMll maximum rain rate in the area; Srr-a is the SSMll area average rain rate; Tv85 is the 
minimum observed brightness temperature (85 GHz); Tg is the AVHRR inferred glaciation temperature; Rdx is 
the maximum 30 km grid radar hourly rainfall integration; Rda is the area average radar hourly rainfall 
integration; SrrARdx is SSM/I bias vs. radar estimates (maximum); Srr-dRda is SSMll bias vs. radar 
(average); Ltnx is the maximum of 15 km grid hourly lightning rate; Una is the area average hourly lightning rate. 

3. Results 

3.1 A case study of large contrast in cloud 
microphysical processes 

Figure 1 shows the effective radius as function of 
Cloud top temperature for two AVHRR windows at 14 
Local time on 17 June 1997, over sutheastern 
Louisiana (Fig. l a  here after case A) and over South 
Carolina (Fig. l b  here after case B). The diagram in 
Fig. 1 is obtained from Rosenfeld and Lenski AVHRR 
dada analysis described previously. This figure reveals 
differences in the evolution of cloud microphysical 
Processes in the two locations. The evolution of 
Convective clouds in case A contains three 
microphysical zone as defined by Rosenfeld and Lenski 
(1 097): - A very shallow coalescence zone (#2) - Rainout zone (#3) - A very shallow mixed phase zone (#4) - A glaciation zone (#5) 

Because of a very shallow mixed phase zone within 
clouds forming in case A, one may expect no or weak 
thunderstorm activity in this region. The depletion of 
Water as large droplets fall into lower level or as rain 

and the presence of large water droplets in the mixed 
phase contribute to a fast glaciation of the cloud 
hydrometeors at relatively warmer temperature (-1 OOC). 
The combination of these two factors will limit the 
growth of ice particles to smaller size therefore one may 
expect a low MW scattering index. 

In contrast, case B corresponds to clouds with large 
mixed phase which results in the production of large ice 
particles aloft. The differences between these two 
cases are: 
1) clouds in case B (S. Carolina) started to grow by 
diffusion (phase 1) from very small droplets (10 pm) 
while clouds in case A started to grow by coalescence 
from relatively large droplets (15 pm). 
2) a very deep mixed phase (#4) within clouds of case 
B. According to Rosenfeld and Lenski (1997) 
classification, the shape of the diagram in Fig. 1 b 
suggests that these clouds are associated with 
thunderstorms. The interpretation given above to these 
two processes are supported by independent 
observations of lightning and SSMN data (not shown 
here). As expected, the case in South Carolina is 
associated with active thunderstorms while rainfall 
activity in case A occur without thunderstorms. 
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Figure 1. The effective radius as function of cloud top 
temperature, for two AVHRR windows on 14 EST 17 
June 1997, over NW Florida to S. Louisiana (A), and 
over S. Carolina (B). Plotted are the 10% 25% 50% 
75% and 90% percentiles of reff for each 1 OC interval. 
The median is indicated by the thick line. The horizontal 
bars denote the different microphysical zones, as 
numbered in section 2. 

3.2 Relation between A VHRR derived glaciation 
temperature and SSWI estimates and lightning 

Lightning adds little additional independent data 
beyond the scattering information. In order to explain 
the variability of rainfall for a given scattering intensity, 
there is a need for independent information about the 
processes responsible to the growth of the ice particles 
in a CB clouds. The ability to explain the variability of 
the MW scattering signature for a given rain intensity 
depends on the ability to independently observe 
parameters that determine the intensity of mixed phase 
precipitation formation processes in a cloud with a given 
rain intenstty. Such observations should explain the 
variability in both the rain amount per lightning flash, 
and the systematic measurement biases of scattering 
based on MW rain algorithm, 

The intensity of mixed phase precipitation formation 
processes depends on the amount of liquid water that is 
thrust up to the supercooled zone, and to the depth of 
the supercooled zone. That depth is directly function of 
Tg. More specifically, the MW scattering intensity is 
mainly dependent on the size of the ice hydrometeors. 
That size depends on two factors: 

a) The residence time of the ice hydrometeors in the 
supercooled zone. A longer residence time implies a 
deeper mixed phase zone. 
b) The supercooled water content there (which implies 
greater number of smaller water droplets that are thrust 
in the mixed phase: this may implies stronger updraft). 

The cloud water and ice profiles corresponding to the 
two cases discussed previously (case A and B) are 
given in the form of diagrams (Fig. 2: left hand side) 
representing the evolution of convective clouds to a 
stage of mature CBs. The microphysical zone obtained 
from AVHRR for these two cases supports that case A 
was of maritime type with a shallow mixed phase while 
in South Carolina the convection took place in a more 
continental regime. 

If one assumes that radar estimates are accurate, 
Fig. 2 (right hand side) shows that the SSMA rainfall 
bias is related to the glaciation temperature (Tg's values 
are pospted in the gragh), such that clouds with colder 
glaciation temperature (is., deeper mixed phase zone) 
show larger indicated SSM/I rainfall for the same "true" 
rain. It follows that the bias of the SSMA rain estimate 
does not depend on the amount of MW scattering, for a 
given glaciation temperature. A fixed cloud type model 
implies a single glaciation temperature as this is 
assumed by the NESDWNOAA scattering rainfall 
algorithm. 

Figure 3 (top left hand side) indicates a fairly linear 
relationship between SSMA derived rainfall with 
minimum brightness temperature (TV85GHz) and SSMA 
derived rainfall for each AVHRR window (see Table 1). 
It is shown that a given TV85GHz may be associated 
with different Tg (different mixed phase depths). 
Because lower Tg suggests large ice particle, one can 
ask why different mixed phase depths have the same 
TV85GHz. One possible explanation may be that 
different Tg may also be associated with different size 
and concentration of ice particles. This implies that the 
MW scattering signature depends not only on the Tg 
but also on the availability of water that is thrust in the 
mixed phase. This may be the cause of MW rain 
biases for different rain regimes which also have 
different rain yields per lightning strike (Petersen and 
Rutledge 1997) 

Figure 3 (bottom left hand side) shows also that a 
fairly linear relationship between SSMA derived rainfall 
and lightning strikes. This suggest that lightning can be 
used as a proxy for MW scattering signature. 

Figure 3 (right hand side) presents scatter plots of 
MW scattering signature vs. Tg (top)) and lightning 
strike vs. Tg (bottom). There is significant scatter in 
these figures, as well as between the MW scattering 
and SSMA biases (Fig. 2 left hand side). However, we 
suggest that together they provide the two main pieces 
of information required to infer the cloud type model for 
the MW rain algorithm. 

4. Conclusion 

The indications that the SSMA biases are related to 
the AVHRR glaciation temperature is an important 
result and the glaciation temperature may be useful in 
improving the current microwave algorithms. However, 
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no definitive conclusion can be made until more reliable 
surface rainfall are used. The study also shows that 
lightning strikes may be used as a proxy (since they are 
more frequent) of MW scattering signature to study the 
Variability of rainfall-MW scattering for different rain 
regime. 
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Figure 2: On left hand side is represented the evolution of convective clouds in southem Louisiana to northwestern Florida (A) 
and in South Carolina (B) on June 17 1997. The evolution is obtained from NOWAVHRR analysis as shown in Fig. 1 above. 
On the right hand side Is shown SSMn biases (vs. radar) vs. Tv85 Min. Posted are glaciation temperatures. 
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Figure 3: On the left hand side Is shown (Top) maximum SSMA rain rate vs. Tv85 Min. Posted are glaciation temperatures 
and the name of analyzed windows (Le., A,B etc ...). (bottom) area average SSMA rain rate vs. area average lightning strikes 
Per hour. On the right hand side is shown glaciation temperature as function of (Top) Tv85 Min, and (bottom) vs. maximum 
lightning strikes per hour at 15 km. 
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p3*36B USE OF METEOSAT IMAGERY FOR AUTOMATIC TRACKING OF CONVECTIVE CLOUD SYSTEMS 
AND SYSTEM FEATURES MONITORING: APPLICATION FOR THE CASE OF TWO FLOOD MCIDENTS 

IN GREECE. 

Haralambos N. Feidas * and Constantinos Cartalis 
University of Athens, Department of Physics, Division of Applied Physics, Athens 

1. INTRODUCI'ION 

Automatic tracking and characterization of convective 
systems on Meteosat pictures has been the subject of several 
research studies. Amaud, Desbois and Maizi (1992) 
developed an automatic method of tracking clouds with cold 
tops on Meteosat infrared (IR) images and determining 
objectively their parameters in the case of African convective 
systems. Williams and Houze (1987) devised an objective 
algorithm which is capable of locating winter monsoon cloud 
clusters, traclung them to the point of dissipation and thereby 
accumulating statistics on their characteristics. 

The aim of the present work is to present an automatic 
method that will enable objective characterization of the life 
cycle of mesoscale convective systems (MSCs) hked with 
floods in the area of Greece. In the present study the 
algorithm was applied using Meteosat images in the infrared 
and water vapor (WV), for periods reflecting severe weather 
events in Greece. The possibility of using the algorithm in 
conjunction with maps as an aid in the operational prediction 
of potential flood incidents was examined, by identifymg and 
monitoring the characteristics of weather system 
characteristics that indicate the occurrence of such events. 

2. DATA 

In this study images were used from the two Meteosat 
channels (IR and WV) obtained at hourly intervals during the 
period 20-22 October 1994 and 11-12 January 1997. Figure 
1 depicts the area of application for this study (from 50% 
and lOoW to 30"N and 40"E). Synoptic maps were also used 
to support the interpretation of the satellite images in tenns 
ofthe developed clouds. 

3. ALGORITHM FOR TRACKING CLOUD CELLS 
AND MONITORING THEIR FEATURES 

Infrared satellite data are often used for identifying and 
tracking cloud cells since they display prominently the cold 
tops of convective clouds, In this study these data are 
simultaneously used with water vapor satellite data to assist 
the identification of MCSs with a high potential to produce 
heavy rain since this band is monitoring the water vapor 
distribution in the layer of the atmosphere located from 550 
to 400 mb (5000 m - 7400m)(Poc et all, 1980). Feidas et al 

* Corresponding author address: Haralambos N. Feidas, 
Univ. of Athens, Dept. of Physics, Division of Applied 
Physics, Panepistimioupolis, Build. PHYS-5, Athens, 
15784, GREECE; email : hfeidas@atlas,uoa.gr 

(1997) developed a cloud classification scheme with the aim 
o€ defining and monitoring of clouds cells associated with 
heavy rain using all three channels of Meteosat. High risk 
cloud cells associated with heavy rain were clearly depicted 
through a category called thick opaque convective clouds. 
The thick opaque convective clouds in this category 
correspond to classes with the highest digital numbers in the 
IR (up to 213) and WV band (up to 202). According to this 
definition, the technique examined the spatial domain shown 
in Figure 1 for all the contiguous areas of cloud top with 
digital values exceeding the threshold of 2 13 for IR band and 
202 for WV band at a given time. Cloud areas that satisfy 
the digital value threshold criterion and exceed 100 h2 (4 
pixels) were identified and a number was given to all the 
pixels of the same cloud (numeration). At the same time, for 
each cloud the following parameters were defined: area (in 
number of pixels), coordinates of the center of gravity taking 
into account a weighting by the temperature of each pixel 
inside the cloud, maximum width and length, position of the 
front edge, angle between the principal axis of the cloud and 
the x axis, mean IR and WV digital value and volume index. 
The index volume is defined by C ni (DNi - DN,) for each 
band, where ni is the number of pixels in the class i, DNi is 
the digital number of each pixel in the class i, and DNo is the 
set threshold. The total volume index - practically the 
average value of the two volume indices (for IR and WV 
bands) - is a measure of the potential of the cloud. These 
parameters are stored in a file corresponding to the analyzed 
image. The labeling and parameters processing technique 
used is similar to the one used by Arnault et a1 (1992) with 
the addition of the assessment of the WV channel. 

The next step of the algorithm is to follow all clouds from 
birth to dissipation. According to the developed method, 
cloud cells from consecutive images are compared and their 
overlap is determined. If the overlap is greater than 30% of 
the area of either the current cell or the cell from the previous 
time step, or if the overlap is greater than lo4 km2 (400 
pixels) the cells are matched. The matched cells are placed in 
the same line in a file indicating the cloud track. Splits or 
mergers of the cell track are also accounted at this point. 
Splitting tracks are defined by comparing the areas of the 
cells in the current image as well as their overlap with the cell 
from the previous time step. The current cell which will 
continue the track is defined on the basis of the size of its 
area and its overlap with the cells from the previous image. 
The other cluster will begin a new track. If a cluster does not 
mach any of the clusters of the previous time step then it is 
assigned a new track. The same technique is applied to define 
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mergers in the track. The track with the larger cell or overlap 
is chosen to continue the original track and the other cells are 
marked in the track file with a number indicating the cell with 
which it merges. 

The fund step is the choice of a cloud in the image 
expected to be developed in a cloud cell with a high potential 
for heavy rain. Its track is drawn on the monitor while the 
temporal evolution of the cloud parameters - or the relation 
between them - are monitored through graphs on the screen. 
There is also the possibility to see the temporal evolution of 
the parameters concerning the cloud ensemble derived by the 
splitting of the primary selected cell; thus it is possible to 
follow the whole MCS and not only one of its components. 

The system is fully automatic and allows the simultaneous 
estimation and monitoring of several cloud parameters ehich 
may be helpful for the definition of cloud formation and 
dissipation. A11 these information are available on the screen 
in real mode, provided that the respective satellite images 
are given as input. 

4. TWO EXAMPLES OF THE ALGORITHM’S 
PERFORMANCE 

The results of two selected flood incidents in Greece are 
presented here. 

4.2 Flood of 12 Januarv. 1997 

a) Synoptic situation 
At midday on 12 January, 1997 intense floods occurred in 

southern Greece mainly over the Pelloponese at the town 
Korinthos and Athens while heavy rain began at midnight on 
11 January. 

At 12:OO UTC on 1 1  January 1997, a low center of 1005.7 
hPa associated with a cold and warm front was located over 
southern Italy. During the next 24 hours the system occluded 
and shallowed to 1010 hPa whereas it propagated 
southeastward and was situated south of Greece at 12:OO 
mC on 12 January 1997. The occluded front associated 
with this system extended from south Italy to Crete crossing 
the southern part of continental Greece. An extended high 
pressure system was situated over west Russia. 

The packing of the isobars in the area of Greece, inside the 
warm sector of the low during midnight on 11 January, 
caused a strong advection of warm and moist air masses 
from the southeastem Mediterranean, where highest sea 
surface temperatures occur. The unstable warm and moist air 
reached the free convection level over continental Greece 
thus supporting the occurrence of several thunderstoms 
caused by cloud cell A, as depicted in Figure la. Ahead of 
the cold front of the low pressure system, the cell marked as 
B initiated at 18:OO UTC on 1 1  January and developed 
rapidly during the night while the front occluded (Figure la). 
As the occluded front passed over continental Grcecc, cells A 
and B merged and produced a larger cell (marked C in Figure 
I b) which has been quickly intensified as it was fed by warm 
and very moist air ahead of the front. At this time the 
southeastward flow over Greece was strengthened due to the 
packing of the isobars in front of the occluded front. Note 

that the northern part of the cloud cell persisted for more 
than 24 hours over North Pelloponese where the flood 
occurred. The cell left Greece after 17:OO UTC on 12 
January and dissipated over Turkey. 

I I 
Figure 1. Surface maps of 1 1  and 12 January, 1997 
superimposed on the satellite images with the cloud cells 
being detected by the developed algorithm. Black color 
corresponds to the cells of interest. 

b) Results 
Examples of the temporal evolution of some of the cloud B 

parameters and the relation between them are presented 
below (Figure 2 ): 

Temporal evolution of the cloud area, volume index and 
mean IR and WV digital values: The cloud area followed 
successive increases and decreases until 5:OO UTC on 12 
January when the fust important pick appeared, 
corresponding to the merging of the A and B cells over 
Greece. Following, the area increased rapidly from 08:OO 
until I6:OO UTC while merging occurred only with small 
cells. At the next stage, the cloud cell dissipated through 
successive splitting towards Turkey. The volume indes 
evolved in the same manner with area. It should be 
mentioned that each pick in the cloud area is accompanied by 
a pick in the 1R digital values curve; in most cases the 
increase or decrease of the 1R values occurs first, followed by 
respective changes of the volume index and the cloud area 
(Figure 2a). Since IR digital values espress cloud-top height, 
the previous time lag indicates that the cloud cell developed 
its height fmt and afterwards its area. 

Relationship between total volume index aqd cloud area: In 
Figure 2b, total volume index of the cloud cell is corellated to 
the cloud area; the pattern is similar to the one presented by 
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Amoud et a1 (1992) for the African convective systems. The 
graph describes a cycle with three phases, a growing phase 
where both volume index and cloud area are increasing 
rapidly due to the i n m e  convection, a phase of maturity 
where the cloud area is increasing while the volume index is 
decreasing, and the dissipation phase where there both 
parameters decrease. The growing phase is clear after 1O:OO 
UTC on 12 January, it stops at 14:OO UTC when IR values 
start decreasing and finally the maturity phase take place for 
the next two hours. Following the dissipation stage, the cloud 
area and the total volume index decrease due to sequential 
splitting. Note that the volume - area ratio has lower values 
during the dissipation phase than during the growing phase. 
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Figure 2. a) Temporal evolution of the IR mean values, 
cloud area and total volume index of the cloud cell B. M, S 
indicates merging and splitting correspondingly b) Relation 
between total volume index (in pixels "C) and the cloud area 
(in number of pixels). c) Trajectoy of the center of gravity 
and the front edge of the cloud cell B. 

According to Barret and Martin (198 1) a cloud produces less 
rain during the dissipation stage than during its growing 
phase, thus the total index-area ratio is a good indicator of 
the cloud dynamics. 
0 Displacement of the center of gravity and the front edge of 
the cell: Figure 2c presents the traiectoy of the center of 
gravity of the cloud cell as well as the position of its front 
edge. The discontinuities at 4:OO and 18:OO UTC on 12 
January are due to the merging of cell B with cell A and 
splitting to another cell correspondingly. Note that even 
though the center of gravity of the cloud cell moved away 
from Korinthos and Athens, it caused intense rain since the 
cloud area increased substantially over the region. 

4.3 Flood of 21 October. 1994 

a) Synoptic situation 
The synoptic situation during 21 October, 1994 was 

simular with the one shown in the previous case; it caused 
heavy precipitation and floods in the greater Athens area as 
well as in the countryside. 

At 6 : O O  UTC on 21 October, 1994 a low center of 998 hPa 
over southern Italy and Sicily was associated with a cold 
front accompanied by rain and thunderstorms. The center of 
the low remained stationary for the next 24 hours while the 
cold front moved eastward approaching Greece (Figure 3a). 
An extended high-pressure system of 1040 hPa was also 
observed in central Russia. The combination of low and high 
pressure systems caused the packing of isobars over Greece 
and consequentiy a warm advection ahead of the cold due to 
the low-level strong south-east winds (Figures 3 a,b). This 
advection of warm and moist air supported intense 
convection and thunderstorms caused by cloud cell A born at 
7:30 UTC on 21 October (Figure 3a). At the same t h e  cloud 
cell B generated by the cold front propagated eastward and 
during its dissipation stage it merged with cell A at 19:30 
UTC (Figure 3b). A part of the principal cell A (Figure 3c) 
separated and continued its life cycle over Greece. 

b) Results 
Examples of the temporal evolution of two parameters of the 
cloud B are presented below (Figure 4): 

Temporal evolution of the cloud area, volume index and 
mean IR and WV digital values: The first important pick in 
the cloud area values appears at 15:30 UTC on 21 October 
(Figure 4a), caused by a merging with another cell of the 
same MCS. Note the highest pick in IR values which appears 
one hour before the cloud area pick. The second pick in the 
cloud area appears at 19:30 UTC and is caused by the 
merging of the A and B cells over southern Greece. Note that 
the corresponding pick of the IR value follows; this may be 
attributed to the merging of the cell A with the cell B, the 
latter originating from a different MCS. In summary, it may 
be stated that the behavior of these three parameters is 
similar to the one of the incident of 12 January. 
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Figure 3. Surface maps of 21 October, 1994 superimposed 
on the satellite images with the cloud cells being defined by 
the developed algorithm Black color corresponds to the 
cloud cells of interest. 
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Figure 4. a) Temporal evolution of the IR mean values, 
cloud area and total volume index of the cloud cell B. M, S 
indicates merging and splitting correspondingly b) Relation 
between total volume index (in pixels "C) and thc cloud area 

number of pixels). 

Relationship between total volume index and cloud area: In 
Figure 4b total volume index of the cloud cell is shown 
versus the cloud area. The same pattern with the one 
presented in the event on 12 January is recogninsed. 

4.4 Conclusions 

The good performance of the developed algorithm showed 
supports its potential for estimating and monitoring, in real 
time mode and using IR and WV channels of Meteosat, 
several cloud parameters which are considered useful for the 
definition of the cloud life characteristics in the 
Mediterranean. In fact, the time evolution of the cloud 
indices corresponding to the convection potential of the 
cloud, such as total volume index, mean IR and WV values, 
and total volume-area ratio are considered valuable 
information regarding cloud dynamics. In particular, the 
three stages of the cycle of the volume-area ratio (growing, 
maturity and dissipation stage) may be correlated with the 
intensity of the produced precipitation in the case of MCSs 
with high potential to produce rain. 
The algorithm allows the definition of cloud cells with high 
potential to produce heavy rain during a period from 10 to 
18 hours prior to the flood event; it is also capable in 
showing the activity of the MCSs two days before. 

As a final conclusion it may be staled that the application 
of the algorithm in conjunction with synoptic maps may 
support effectively and operationally the prediction of 
potential flood incidents. 
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P 3.37A : Extraction of monsoon winds and determination of 
trajectories of convective cloud elements over West Africa 

by Andr6 Szantai, Frangoise DCsalmand and Michel Desbois 

Laboratoire de Mbdorologie Dynamique du CNRS, Ecole Polytechnique 
91 128, Palaiseau (France) 

This presentation is devoted to cloud motion winds (CMWs) retrieved from VIS and IR Meteosat pictures over the 
Subsaharan West Africa and Gulf of Guinea. Special attention has been paid to trajectories of convective elements 
at high level and to low level cloud winds which, at present, are not operationally produced over land. 

1 .  General circulation 

The large scale circulation over the 
Subsaharan West Africa is dominated by two 
opposite surface motions (the dry Saharan NE 
flow and the moist SW flow). The overlying 
easterlies are the domain of waves and squall 
lines which regularly propagate westwards 
with various frequencies. The most convective 
area favours the formation in the SW flow of 
clusters which grow into the easterlies. The 
anvils of the deepest cumulonimbi are easily 
recognisable on satellite pictures and help to 
materialise the Intertropical Convergence Zone 
(ITCZ) in satellite meteorology. To the south 
of this belt of maximal cloudiness and rainfall, 
more stable conditions allow the development 
of low level cumuli and stratocumuli moving in 
a steady directional flow (P e 700 hPa) 
(Hastenrath, 1991). 

2 .  Low level cloud motion winds 

Winds are computed on a regular grid with 
neighbour grid points separated by 16 pixels, 
using two successive images with the standard 
time resolution of Meteosat (30 min). The 
method used is the Euclidean distance method 
(Sitbon et al., 1974) similar to the cross 
correlation method (Leese et al., 1971) with a 
correlation window of 16" 16 pixels moving 
over a search window of 48*48 pixels. 
Preliminary quality tests remove too small 
vectors (less than 1.5 pixel for each 
component) and vectors with maximal possible 
displacement (8 pixels) in at least one direction 
(lines or columns). 
Two successive CMWs (for example, 
computed between 1130 and 1200 UTC and 
1200 and 1230 UTC) have to satisfy the time 
consistency conditions. This test consists in 
comparing each vector with the collocated 
vector computed 1/2 hour before : if the vector 

difference is below 5 d s ,  the tested vector is 
kept for the spatial consistency test. 
This test consists in comparing each vector to 
its 24 nearest neighbours : if the vector 
difference with at least one neighbour is less 
than 5 d s ,  the vector is kept. 
The height assignment is deduced from the IR 
picture. The brightness temperature associated 
to the 10% coldest pixels is used as a crude 
level indicator. A brightness temperature 
higher than 0°C is taken as indicator of low 
clouds. 
Figure 1 represents the wind fields for "low 
level" clouds at 1200 UTC in both channels. 
The Easterly flow can be seen on IR fields, 
where low clouds are mixed with thin clouds at 
different levels, resulting in inconsistencies, 
specially in the South-East. The SW monsoon 
can be recognized on the VIS winds, over sea 
as over land. However, winds retrieved in the 
Northern continental part of the figure are still 
questionable. 
In conclusion, the recognition and tracking of 
low level clouds in the monsoon layer appears 
to be possible over sea and land only in the 
VIS channel. Retrieval over land is not yet 
done in operational centers, but should be 
included, specially when space time resolution 
of the satellite imagers will be increased 
(Meteosat Second Generation). 

3. Motion of high level clouds 
generated by mesoscale convective 
clusters 

3 .1 .  Description 

Convective cloud clusters can be observed at 
mesoscale in the ITCZ. These systems move 
rapidly (10 - 30 m/s) westwards. Squall lines, 
where heavy rains can be observed, are 
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Figure 1. Cloud motion winds obtained on 4 Aug. 1989, at 1200 UTC. 

Upper part : VIS winds (101) ; lower part : IR winds (87). 

located in the frontal part (western side) of 
these clusters, and are generated by intense 
convection. The rear part is formed with 
stratiform clouds. 
Convective clusters are the result of the inflow 
of moisture, brought mainly by monsoon 
winds, with possible interaction of jet streams 
(especially the African easterly jet, located 
around 700 hPa, but also the tropical easterly 
jet) and easterly waves with a 3-4 day period. 
Although the general behaviour of convective 
clusters has been investigated with ground 
based measurements (by radar) and from 
satellite, a better knowledge of these structures 

and their interactions with large scale 
circulation is necessary and could benefit to 
climate modelling and meteorological forecast 
in the west African region, where 80 % of the 
rainfall is produced by convective clusters 
during the summer months (June - September). 

3.2 .  Trajectories of mesoscale 
convective clusters 

The use of series of satellite images enabled the 
tracking of mesoscale convective clusters 
(MCC hereafter) over periods of several days. 
MCCs were first identified visually and tracked 
manually. Automatic procedures were 
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afterwards developed and applied for the 
tracking of convective systems in different 
regions of the world. Various criteria used to 
extract MCCs are summarised in an article by 
Rowel1 and Milford (1993). In this study, 
MCCs are characterised by the following 
criteria : 
- a MCC must cover at least 5000 km2 
(approximately 200 pixels) ; 
- it must have a minimal duration of one hour. - 
a minimal brightness temperature in the thermal 
infrared channel of -60" C has been preferred to 
the commonly used value of -40" C. This 
makes trajectories more regular (but shorter), 
because they are less "disturbed" by fusion and 
fragmentation processes. 
Trajectories of complete clusters have been 
constructed at ORSTOM with the "Maddox 
method" (Maddox, 1980) and were provided 
by H. Laurent. Its basic principle is to assume 
that a MCC is tracked if a portion of it is 
overlapping on two consecutive images. For 
each position of a cluster along its trajectory, 
the number of pixels, the position of the gravity 
centre, the westernmost pixel, the speed and 
direction are also extracted. 

3.3.  Trajectories of cloud elements 

The trajectories of cloud elements (elementary 
trajectories) generated in MCCs have been 
constructed with a different method, derived 
from the method used to compute cloud motion 
winds. Consistency tests on speed and 
direction check the quality of consecutive 
vectors on a trajectory. If a correction is 
necessary but impossible, the computation of 
the trajectory is terminated ; this corresponds 
generally to the dissipation of the cloud 
elements or their absorption by a larger 
structure, or important defects on at least one 
image (low image quality) (Szantai and 
Desbois, 1994 ; Szantai et al., 1996). 
For each MCC, 10 elementary trajectories are 
constructed : the first one has its start point 
located at the westernmost point of the cluster, 
the 9 remaining trajectories start from a regular 
grid centred on the centre of gravity of the 
cluster (start point at -32,O or 32 lines and / or 
columns from the gravity centre of the cluster) 
at the instant of formation of the MCC. These 
trajectories have been computed preferentially 
on the series of images in the water vapour 
(WV) absorption channel of Meteosat, which is 
better adapted for the tracking of high level 
clouds than the thermal IR channel. For the 
cluster presented hereafter, this process has 
been repeated at regular time intervals (at 0000 

and 1200 UTC) and at the end of the cluster 
trajectory (5 Aug. at 0900 UTC). 

3.4. A case study : the cloud cluster 
on 3 - 5 August 1989 

A large MCC appearing over Niger (centred at 
6.56" E ; 15,03" N) on 3 Aug. at 1400 UTC 
has been tracked during 42.5 hours (fig. 2). Its 
trajectory appears to be more sinuous than the 
elementary trajectories. At each of the 5 instants 
when groups of 10 elementary trajectories are 
started, not all of them can be computed 
(quality tests reject trajectories with less than 3 
vectors), but the remaining ones show that the 
tracked cloud elements are mainly generated on 
the western side of the cluster, where the squall 
line is located and which appears to be more 
contrasted on the images. A similar location of 
the origin of elementary trajectories is also 
observed for the other MCCs of this period. 
The divergent motion of cloud elements 
generated by the MCC is clearly visible on 2 
groups of trajectories (3 Aug., 1430 UTC and 
5 Aug. 0000 UTC) : elementary trajectories 
starting on the southern side of the cluster have 
a southward component, whereas trajectories 
located on the northern side show a northward 
component. The west / north-westward motion 
of the high level clouds generated on the 
northern side of the cluster is persistent during 
its lifetime, except at the end. The comparison 
of the speed of the MCC gravity centre with the 
speed of the westernmost elementary trajectory 
of 2 groups reveals some differences : at the 
beginning, the cold, high level clouds 
originating from the MCC move faster than its 
gravity centre, whereas later (starting on 4 
August at 1200 UTC), it is the MCC gravity 
centre which is faster (in this case, it can be 
explained by fusion or splitting of the cluster, 
which can artificially accelerate its motion). 

4. Conclusions and prospects 

The identification and tracking of low clouds 
over land are possible in spite of several 
difficulties (small size, short lifetime, rapid 
changes in shape, overlying clouds). The 
measurement of winds in the monsoon layer 
could improve the knowledge of water vapour 
transport into large convective clouds 
responsible of 80 % of the total rainfall in 
Subsaharan West Africa. 
The construction of trajectories at the upper 
level of convective clusters is also possible. It 
could help to determine the divergence at the 
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top of the convective towers with the aim of 
determining both the intensity of convective 
systems and their role on the diffusion of water 
vapour into the upper troposphere. 
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Figure 2. Trajectories of the convective cluster (thin grey line - start on 3 Aug. 1989 at 1400 UTC) 
and elementary trajectories generated by the cluster (computed in the WV channel). 
An X indicates the initial position of the centre of gravity of the cluster ; + signs represent 
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P3.41A CLIMATOLOGICAL ASPECTS OF AFRICAN WAVES BASED ON REMOTE SENSING AND 
MODEL DATA 

Wassila Thiaw* 
Climate Prediction Center, NCEP/NWS/NOAA, Washington, DC 20233 

1. INTRODUCTION 

The tropical atmosphere is subject to wave like 
disturbances that propagate to the west during the 
Northern Hemisphere summer. Over Africa, these 
waves are very well defined and are known as African 
or easterly waves. The African waves have a more or 
less pronounced amplitude and defined wave length, 
period, and speed of 2500 km, 3.4 days, and 7ms-', 
respectively (Burpee and Reed, 1982). Studies 
performed during the GARP Atlantic Tropical 
Experiment (GATE) in 1974 (Burpee and Dugdale, 
1975; Reed et al., 1977; Payne and McGany, 1977) 
revealed that the waves are more intense between 10 
and 1574 over West Africa, but their influence 
extends further south over the equator and to the 
north around 25%. They generally have a SW-NE 
orientation between the equator and 15ON and a SE- 
NW orientation north of 15"N. They are easier to 
observe at about 700 hpa, but surface wind and 
pressure fields can reveal structures related to the 
waves. The most complete study of Afiican waves 
were carried out during GATE. The origin, 
structures, and properties of the easterly waves and 
their associated convective systems were a primary 
focus of this experiment. More recently, Reed et al. 
(1988) used the operational ECMWF forecast model 
to analyze and forecast easterly waves and their 
related tropical storms over Afiica and the Atlantic. 
They used analyses at 6-hourly intervals; forecasts 
prepared once a day and one Meteosat visible image 
to conclude that the operational ECMWF forecast 
model has a skill to forecast tropical wave 
disturbances with certain limitations. Following Reed 
et al., we used Meteosat Imagery and Outgoing Long 
Wave Radiation (OLR) data and the NCEPNCAR 
reanalysis dataset to analyze the easterly waves 
during the summers of 1992 and 94. 

* Corresponding author address: Wassila Thiaw, 
CPCMCEPINWSNOAA, Washington, DC 20233, 
e-mail: wd53wt@sgi43.wwb.noaa.gov. 

The purpose of this study is to veri6 the capability of 
the NCEPMCAR reanalysis data to capture the 
African waves and to track their related tropical 
storms and hurricanes. 

2. DATA & ANALYSIS 

Daily OLR data at 6-hour intervals for the period 
August through September 1994 are used to track the 
African waves. Since the easterly waves are 
considered to be long lived disturbances, a time 
longitude diagram of OLR data for a 5" latitude band 
centered at 12.5"N and extending fiom 60°E to 5OoW 
was constructed for the period 1 Aug - 13 Sep 1994. 
Figure 1 depicts the propagation of the deep cloud 
convective systems believed to be associated with 
easterly waves. The NCEPLNCAR reanalysis dataset 
is used to analyze the African waves. This reanalysis 
dataset was described by Kalnay et al., 1996. It is 
based on a T62 model (equivalent to a horizontal 
resolution of about 210 km) with 28 vertical levels. 
It consists of a system that utilizes observational data 
fiom various sources, including radiosondes, surface 
and ship reports, satellite derived products, and 
aircraft observations to perform an objective analysis, 
which generates atmospheric and oceanic parameters. 
As for the OLR data, Hovmoller diagrams for the 
meridional component of the wind, the specific 
humidity, and vorticity were constructed fiom the 
NCEP/NCAR reanalysis dataset. The trajectory of 
the observed cloud systems as depicted by the OLR 
data are reported. An example is shown in the next 
section. Horizontal and vertical fields for the total 
wind, the vorticity, and the specific humidity were 
also derived to study the structure of the waves. 

3. CONVECTIVE ACTIVITY 

In the latitude band between 10 and 15ON, a number 
cloud systems develop and can be tracked throughout 
their life cycle on the Meteosat IR Imagery between 
June and October. Figure 1 depicts a time-longitude 
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40W 30W 20W 10W 0 10E 20E 30E 40E 50E 

Fig. 2a Hovmoller diagram jor the meridional 
component of the wind at 850 hpa, 1 Aug.-l3 Sep, 
1994, in the region 10-lSN, as derived from the 
NCEPACAR reanalysis data set. 

meridional component of the wind and the relative 
vorticity at 850 hpa. The waves have and average 
wave length of about 2775 km and a phase of about 
1 lms-I. Previous studies revealed that most of the 
lines of convective clusters develop in the areas near 
the wave trough at 700 hpa. Convective clusters 
dcvelop in areas of cyclonic vorticity. 

lAUG1994 

6AUG1994 

1 lAUG1994 

16AUG1994 

21AUG1994 

26AUG1994 

1 SEP 1994 

6SEP1994 

llSEP1994 

40W 30W 20W l O W  0 1OE 20E 30E 40E 50E 

f ig .  26 Same as in Fig. 2a, except for 700 hpa. 

It appears that Meteosat lmagery and OLR data 
together with the NCEP/NCAR reanalysis data set 
offer a good opportunity to identify and track the 
African waves throughout their life cycle. Future 
investigations include the study of more cases and the 
links between the African waves and the Hurricanes 
and tropical storms that develop over the Atlantic. 
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Fig. I Time-longitude diagram of satellite viewed 
cloudiness, I Aug.-I3Sep., 1994, in the latitude band 
10-1 5N, as infered from OLR data. Blank strips 
denote missing data. 

diagram of deep convection as seen from the OLR 
data. This picture shows diagonally oriented cloud 
patterns and indicates a westward propagation of the 
cloud system. The system developed originally 
fiom the areas west of 20"E and propagated westward 
with a weak southward component. These long-lived 
disturbances are often associated with easterly waves 
(Burpee and Reed, 1982) as convective clusters 

develop and dissipate with the larger scale easterly 
waves. 

4. HORIZONTAL FIELDS 

Time - longitude diagram for the period 1 August - 13 
September 1994 for the meridional component of the 
wind and the relative vorticity is displayed. Figure 2a 
shows west of 20"E, patterns of alternating bands of 
northerly and southerly winds in the east-west 
direction. These patterns are similar to those of the 
easterly waves. In figure 2a, the easterly wave trough 
axes are located along the boundaries where the wind 
goes &om southerly ("i-" wind speeds) to northerly 
("-" wind speeds shaded). The average wave length 
is about 25" in longitude (about 2775 km) and the 
average speed about 11 ms". Burpee (1974) found 
2500 lan and 7ms-', respectively. As it can be seen in 
figure 2b, the deep convective cloud systems 
documented in this study developed near the wave 
trough. Previous studies (Thiao* and Scofield, 1993) 
revealed that convective cloudiness is more fiequent 
near and west of the wave trough axis. A Hovmoller 
diagram for the vorticity has also been constructed 
(Fig. 2c) and reveals the easterly wave tracks. 

The horizontal total wind field at 700 hpa for 1 
August 1994 at 0000 UTC displayed in Figure 3, 
shows a wave like disturbance with a southeast - 
northwest tilt. The convective cloud systems as 
derived from the OLR data are indicated. It appears 
that squall line A is embedded with the northerly flow 
and is locatedjust a head of the wave trough. This is 
consistent with previous findings that squall line 
usually form and develop in the vicinity of the wave, 
and dissipate near the wave ridge axis. The upper 
level wind field at 200 mb exhibits a strong difluence 
and an anticyclone in the area near the wave trough 
around 20"N. This creates favorable conditions for 
enhanced upward vertical motion if low level 
convergence is present. 

5 .  SUMMARY 

Time - longitude diagrams for OLR were constructed 
and compared with Homoller diagrams of the 
meridional component of the wind and relative 
vorticity as derived fiom the NCEPMCAR reanalysis 
data set. The African waves for the period 1 August 
to 13 September 1994 were very well depicted by the 
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Fig. 3 Total windjeld at 850 hpa, 1 August 1994, 
0000 UTC, shaded contours indicates deep 
convective cloudiness as inferred from the OLR 
data. 
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P3.42B DETERMINATION OF THE DIURNAL WAVE OF THE 
LAND SURFACE TEMPERATURE WITH METEOSAT 

Stephan Schaedlich *, Herbert Fischer 
University of Karlsruhe, Germany 

1. INTRODUCTION detection are derived as follows: VIS threshold = 

The superior goal is the determination of 
temperature characteristics of land surfaces in 
the Mediterranean area from satellite data 3. DETERMINATION OF THE 
(within the EU-project "Remote Sensing of 
Mediterranean Desertification and Environmental 

minimum VIS count + 10, IR threshold = 
maximum IR brightness temperature - 10 K. 

TEMPERATURE WAVE 

Stability"). Tendencies towards desertification 
can be early detected by monitoring various 
surface parameters. One key parameter in this 
respect is the change of the diurnal wave of the 
land surface temperature which is determined 
from METEOSAT IR data. 

2. METEOSAT DATA PROCESSING 

Several steps of data processing were 
performed for the area from 55" N / 5" E to 27" 
N / 20.36" E. 
2.1 Calibration 

To enable long-term change detection studies of 
the diurnal temperature wave the calibration of 
METEOSAT IR data is essential. For quantitative 
exploitation the IR METEOSAT data were 
calibrated in brightness temperatures based on 
information from EUMETSAT (1 998). 

2.2 Cloud detection 

The cloud detection is carried out with temporal 
and spatial dynamic thresholds deduced from 
monthly minimum VIS counts for daytime and 
monthly maximum IR brightness temperatures 
for all slots. In order to take into account the 
diurnal variation these monthly 
minimum/maximum values are derived for each 
slot, assuming that they are values of cloud free 
pixels. The time interval of these monthly 
statistics is a compromise: If the chosen time 
interval is too long, changes of the land surface 
(e.g. phenology, land cover) become blurred. If 
the time interval is too short the probability that 
the minimum/maximum values represent cloud 
free pixels is low. The thresholds of the cloud 

3.1 Atmospheric correction 

Atmospheric correction is calculated with 
MODTRAN using ECMWF analysis of 
temperature and humidity profiles (1 4 levels) in 
one degree grid resolution. This approach has 
been shown to be equivalent to schemes 
utilising data from radiosondes or TOVS 
(Schroedter (1 997)). Furthermore, the ECMWF 
data are available irrespective of clouds or 
acquisitional problems. 
METEOSAT has only one channel in the 10 to 
12 um window, thus a single channel method is 
chosen for atmospheric correction (Reutter et al. 
(1 994)). It takes into account the elevation of 
each pixel using a DEM and the slant path due 
to the scan geometry. 
The surface emissivity is assumed to be 
constant. For vegetated areas this entails a LST 
deviation of only k0.3 K provided an interval of 
the actual emissivity of 0.975 k0.025. 

3.2 Spatial interpolation 

The atmospheric correction calculated for the 
locations of the vertical profiles must be applied 
to each pixel. 
The 'Shepard method' (Shepard (1 968)) was 
chosen for spatial interpolation. This method 
provides an optimised weighting function w for a 
number of data points situated in a circle around 
the currently evaluated pixel. During the 
processing of a whole image the radius R of this 
circle will be chosen dynamically according to 
the data point distribution. 
Taking into account 6 surrounding profiles 
produces good results. 

* Corresponding author address: Stephan Schaedlich, Univ. of Karlsruhe, lnst. for Meteorology and 
Climate Research, Kaiserstr. 12, 761 28 Karlsruhe, Germany; e-mail: stephanschaedlich @ imk.fzk.de. 
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3.3 Diurnal temperature wave 

Diurnal temperature waves are extracted from 
sequences of the preprocessed (calibrated and 
cloudmasked, but not atmospheric corrected) 
METEOSAT data (48 slots). A nonlinear 
regression function is fitted automatically and 
unsupervised to the temperature waves of each 
pixel using a least squares method. The 
nonlinear regression model consists of two parts: 
One for the time interval from sunrise to sunset 
(cosine function) and one for the time interval 
after sunset (attenuation function). The 
regression functions are determined by 6 
parameters: Residual temperature f rom the 
previous day, diurnal temperature amplitude, 
width of cosine-function over +/- n/2, time of 
maximum temperature, starting time of 
attenuation function, attenuation constant 
(Gottsche and Olesen (1 998)). A comparison of 
the measured temperature wave with the 
modelled diurnal wave allows to detect clouds 
which have not been recognised by the coarse 
threshold technique. 
Also the atmospheric corrected METEOSAT 
data are temporal interpolated for each pixel by 
the same method. But not all unknown six 
parameters in the nonlinear regression function 
can be determined automatically because of the 
poor time resolution of the atmospheric 
corrected brightness temperatures (ECMWF 
data are only available four times per day). In 
order to solve the problem of 
underdetermination, some parameters in the 
regression function (time of maximum 
temperature, starting time of the attenuation 
function after sunset) are taken from the 
regression function which was fitted to the 
uncorrected METEOSAT data with a time 
resolution of 48 slots per day (see Figure 1). 

0 almospherlc corrncled IR data uslng ECMWF dala 

4. OUTLOOK 

The described method allows to characterise the 
land surface by a 6 parameter model of the 
diurnal temperature wave. This enables long 
term change detection studies, which are not 
influenced by synoptic effects, but only by 
properties of the land surface itself. The deduced 
parameters of the atmospheric corrected 
METEOSAT data can be analysed to find 
correlations with other quantities describing the 
land surface (e.g. NDVI, elevation). 

30 

Figure 1 : Temporal interpolation of LST values 
derived from atmospheric corrected METEOSAT 
IR data for a single pixel; 20 August 1996 
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P3.43 A CHARACTERISATION OF LAND-SURFACES BY MODELLING DIURNAL 
TEMPERATURE WAVES EXTRACTED FROM METEOSAT-IR DATA 

Frank-M. Gettsche' and Folke S. Olesen 
lnstitut fur Meteorologie und Klimaforschung, Forschungszentrum Karlsruhe, Germany 

1. INTRODUCTION 

The diurnal and annual variation of land surface 
temperature ( LST ) are quantities which 
describe surface characteristics. Analyses of 
their long term changes allow to detect 
modifications of the land cover. Measurements of 
LST at the ground are possible but the 
interpretation of these point measurements is 
very difficult. By means of remote sensing the 
diurnal variations of the LST of extended regions 
can be measured. METEOSAT IR 
measurements provide a radiometric resolution 
of 0.5 K, a spatial resolution in central Europe of 
about 50 km2, and a temporal resolution of 30 
minutes. Therefore, METEOSAT data allow 
studies of phenomena with a temporal scale of 
the order of hours. 

2. CALIBRATION AND CLOUD-SCREENING 

For quantitative exploitation METEOSAT IR data 
have to be calibrated in brightness temperatures. 
Furthermore, for processing algorithms to 
produce meaningful results, the data has to be 
cloud-screened. The calibration information is 
taken from EUMETSAT. The cloud screening is 
based on the information of the IR and VIS 
channel during daytime and the 18-channel alone 
during night-time. This information is utilised to 
deduce monthly temporal and spatial dynamic 
thresholds. It is assumed that the monthly 
minimum (VIS) / maximum (IR) pixels of each 
slot are cloud-free values. For more details on 
the calibration and the cloud-screening see 
(Schaedlich, S. and Fischer, H., 1998). 

In order to find correlations between thermal 
behaviour and land-surface characteristics, 
diurnal temperature waves are extracted from 
sequences of the pre-processed METEOSAT-IR 
measurements. Data gaps due to cloud- 
screening and errors are identified and limited to 
a duration which allows small cloud-fields to pass 
through an observed scene but rejects 

permanently-clouded areas. This process may 
be regarded as a cloud-clearing correction 
scheme. 

3. MODELLING OF DIURNAL WAVES 

A model consisting of a harmonic and an 
exponential term is fitted to the temperature 
waves, describing the effect of the sun and the 
decrease of the surface temperature at night, 
respectively. The fitting procedure is performed 
automatically by a Levenberg-Marquardt ieast- 
squares scheme. Therefore, model parameters 
can be calculated for data of arbitrary size. 
Ideally, the diurnal thermal behaviour of every 
METEOSAT pixel is completely characterised by 
a set of six parameters (see Figure 1). 

Figure 1: Least-squares fit of a 6 parameter 
model to a diurnal temperature wave. The 
smooth line is the model-fit. 

1 Residual temp. from previous day To 
2 Diurnal temperature amplitude T, 
3 Width of cos-function over * 6 2  0 

4 Time of maximum temperature Tm 
5 Starting time of attenuation function T, 
6 Attenuation constant K 

The long term thermal behaviour of land- 
surfaces, e.g. seasonal change, is then 
described by the variation of the parameters with 
time. The method is superior to minimum / 
maximum temperature schemes, because 

* Corresponding author address: Frank-M. Gottsche, IMK, Forschungszentrum Karlsruhe, Postfach 3640, 
D-76021 Karlsruhe, Germany; e-mail: frank.goettsche@imk.fzk.de 
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theoretically no information is lost during 
parametrization. 
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The results of modelling the diurnal variation of 
LST for two pixels, one from the Po-basin and 
one from the Algerian desert, are given in Figure 
2. The difference in parameters is easily seen: 
the amplitude of the desett-pixel is higher, it 
cools off more slowly in the evening and it's 
width is smaller than the Po-valley-pixel. The 
delay of the maximum (tm) and the onset of the 
exponential attenuation (ts) is mainly due to the 
difference in longitude. Nevertheless, as the 
difference in t, is larger than the one of the tm, 
other mechanisms must additionally influence ts. 
Possible effects on the parameters are currently 
under investigation. 

Residual temperature from previous day 
Diurnal temperature amplitude 
Width of cos-function over 2 d2 

Starting time of attenuation function 
Attenuation constant 

Time of maximum temperature 

35 30 F 

Po-Basin Desert 
To 4.1 "C 3.7 "C 
T, 25.6 "K 29.4 "K 
o 14h25min 13h41min 

ts 1751 UTC 18:08 UTC 
k 4h20min 5h58min 

tm 12:32 UTC 12140 UTC 

4.1 Analvsis of model-parameters 

In order to find correlations with quantities 
describing surface characteristics, e.g. elevation 
and Normalised Difference Vegetation Index 
(NDVI), the parameters of wider surface areas 
are calculated and analysed. First results 
indicate that dependencies between amplitude / 
attenuation and NDVI exist. These relationships 
may then be exploited to characterise the 
surface by LST alone. 
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P3.44B MAPPING OF RADIATION BALANCE COMPONENTS IN HUNGARY USING METEOSAT DATA 

Anik6 Rimoczi-PaaI, JBnos Mika, , Tames Szentimrey,, Roger Randriamampianina, and lldikb Dobi, 
Hungarian Meteorological Service 

1. INTRODUCTION 

The exact knowledge of the components of the radiation 
balance is very important both in climatology and weather 
forecasting. Variation of the radiation balance components 
can give detailed information about essential climatic 
changes and the monitoring of these changes is the main 
purpose of climatology. The geostationary satellites give a 
new opportunity for monitoring the radiation balance 
components because of their excellent temporal resolution 
In the present investigation, which started four years ago, 
our purpose was to develop a relatively simple, fast method 
to estimate the radiation balance components for the region 
of Hungary from METEOSAT digital images. 

Climatic representativity presumes at least a few 
decades of observation and data processing under 
constant conditions, which is generally not the case in 
satellite remote sensing. A method based on local 
macrosynoptic tipization is therefore introduced for any 
short sample, in which the actual relative frequency 
distribution of the macrotypes can be quite different from 
their climatic average, to derive climatic representative 
radiation maps. 

2. METHOD 

The region of Hungary has been covered by a grid 
(53x35 grid points) and pixels of 10x10 kilometres' areas 
have been averaged for calculation of the radiation 
balance components. 

Visible digital images of METEOSAT 4 or 5 satellite 
received in the morning (8 or 9 UTC), around noon (11 or 
12 UTC) and afternoon (14 or 15 UTC) at the Hungarian 
Meteorological Service were used to characterize the 
daytime cloudiness and the night-time cloudiness was 
taken from infrared images received at 21, 00 and 03 UTC. 
Actual values of the radiation balance components are 
derived by our method. The radiation balance at the 
surface was calculated from the components, like global 
radiation, reflected solar radiation, longwave radiation 
reaching the surface and emitted by the surface 

RB = G (1 - RS) + (LD - LU) 

where RB is the radiation balance of the surface, G is the 
global radiation, RS is the surface albedo, LD is the 
longwave radiation reaching the surface, LU is the 
longwave radiation emitted by the surface. 

The global radiation was calculated by an empirical 
equation from the relative brightness. 

* Corresponding author address: Dr. Anikb Rimbczi-Pad, 
Hungarian Meteorological Service, 1675. Budapest, 
P.0.Box. 39, Hungary, e-mail: rimoczi@met.hu 

The longwave radiation reaching the surface was 
calculated by the radiative transfer model adapted from 
Geophysical Main Observatory of St. Petersburg (Karol and 
Frolkis, 1984, Prhger and Kovhcs, 1988). The humidity and 
temperature profiles were taken from radiosonde 
observations of the 8 nearest radiosonde station, by inverse 
quadratic distance interpolation for the 53x35 grid points. 
The effect of the clouds was approximated by a simple 
cloud-parameteriation (Rim6czi-PaBI et al., 1994). The 
emission of the surface could be estimated using the 
Stefan-Boltzmann law. The method is reviewed in Rimbczi- 
Pahl (1998). For testing our model first hourly radiation 
measurements of 17 stations of Europe were applied in a 
one-month period. In the second step the satellite 
derived radiation balance components were compared 
to 10 minute measurements of the radiation station 
Budapest-Lorinc in months April and July 1994, 1995 
and 1996. Both investigations showed that there was 
an overestimation of the global radiation in the cloudY 
cases, so the empirical formula was modified. 

Our purpose is to derive climatically representative 
radiation maps, but climatic statistics can be obtained bY 
averaging data over a large number of years, e.g., 30 years 
of data are usually used to define "normals". In satellite 
meteorology only a very few series can approximate this 
length. Short samples are hardly representative for the 
climate of the given region. Here we try to introduce 0 
better way to estimate climatic averages, than sample 
means. Climatic representativity is based on "climatic 
subsamples", for which relative frequencies of 
macrosynoptic types has to be similar to that in the 
reference period. Macrosynoptic typization of PBczeb' 
based on the sea-level pressure maps around Hungary is 
used and several climatic characteristics are determined 
e.g. the frequency distribution of types during the 1961-80 
reference period, for weighting the satellitemeasured 
radiation balance components to derive climaticallY 
representative radiation maps. The applied statistical 
method and a verification can be found in Mika et 
(1994).. 

3 RADIATION MAPS 

From the selected images of the 5-year archive Of 
METEOSAT data the components of the radiatio' 
balance were calculated by our model. Then the 
macrosynoptical typization was carried out and after the 
weighting with the probability of the actual 
macrosynoptical type the monthly maps Wefe 
determined. 

In Hungary the radiation maps were constructed til' 
now from measurements of few radiation stations ?Od 
many theoretical approximation., while the radidjO' 
balance components in the long-wave spectral intew'l 
could not be determined because of the lack of 
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Fig. 1. Global radiation, April, 1992-96, MJ/m2 

Fig. 2. Net radiation, April, 1992-96, MJ/mZ 

Fig. 3. Downward long-wave radiation, July, 1992-96, 
(MJ/m2' 

measurements. In our investigation the radiation maps 
have spatial resolution of 100 km2' and using satellite 
data the radiation maps in the longwave spectral interval 
have also been determinable. 

Monthly maps of the radiation balance components 
are determined by our method. For illustration the maps 
of global radiation and net radiation are shown for April 
in Fig. 1. and 2. Figs. 3. and 4. show the downward 
longwave radiation and short-wave radiation balance for 
July. 

The comparison of the new radiation maps derived 
from 5-year satellite sample to the 'traditional' 30--year 
maps shows that our maps are similar quantitative but 
the pattern of the isolines are not so smoothed as the 
old maps showing better the local effects, 

Fig. 4. Short-wave radiation balance, July, 1992-96 
(MJlm') 

4. SUMMARY 

A relatively simple model was constructed to derive 
radiation maps from satellite data using radiative transfer 
model and radiosonde observations. 

Mathematical method was selected to increase climatic 
representativity of the radiation maps using macrosynoptic 
types. 

The new maps derived from METEOSAT data are 
much more detailed in the short-wave spectral interval 
than the earlier maps, moreover mapping of longwave 
radiation could not be carried out till now because of 
the lack of the network measuring the longwave 
radiation in Hungary. 
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P3.45A 
SOLAR RADIATION MONITORING USING A PHYSICAL MODEL 

AND GOES 8-VIS IMAGERY 

Juan C. Ceballos (*), Roberto C.G. Pereira, Eduardo J.B. Bastos and Elisabete C. Moraes 
lnstituto Nacional de Pesquisas Espaciais - INPE - Brazil 

I. INTRODUCTION 

A number of models are in use for solar radiation 
monitoring by means of meteorological satellites. 
They can be grouped in two main classes: 
"statistical" and "physical". Statistical models seek 
to fit grey levels of pixels in visible channel to data 
from solarimetric networks (Tarpley 1979; Diabate et 
a/. 1988). Indeed, models include sound 
hypotheses about analytical expressions to be fitted 
and parameters to be used. The physical models 
propose relationships between outgoing and ground- 
level radiative fluxes, based on radiative transfer 
properties of the earth-atmosphere system (Gautier 
et a/. 1980; Stuhlmann et a/. 1990; Whitlock et a/. 
1995; Ceballos and Moura 1997). In this case, 
models are strongly dependent of a set of physical 
prameters relied to the ground, atmosphere and 
clouds. Some climate-dependent parameters may 
also be needed, in order to allow generalization over 
extended areas. A solarimetric network is useful 
mainly for monitoring the quality of these models. 

The model (hereafter labelled GL 1 .O) is of the 
physical type. Its main aspects were originally 
developed for using with the visible channel of 
Meteosat 4 (Ceballos and Moura 1997). It was 
adapted for VIS channel of GOES 8 (Bastos et a/. 
1996) and installed, after some modifications, as 
current routine for assessment of daily solar 
irradiation, as well as their weekly and monthly 
means for selected areas in Brazil. The results can 
be inspected at internet address 
http://www.cptec.inpe.br, section "Satellite Products / 
Solar Radiation". 

2. THE MODEL IN USE 
The main physical hypothesis is that channel 1 (VIS) 
provides poor (or null) information about radiative 
fluxes in the near infrared spectrum, except about 
mean cloudiness. Solar spectrum is divided in two 
intervals, as follows. 

Visible spectrum: 0.4-0.7 pm. 
Radiative imbalance in the earth-atmosphere system 
follows a simple expression: 

* CPTEC-INPE, Rodovia Presidente Dutra krn 40 - 
12630 Cachoeira Paulista (SP) - Brazil. E-mail: 
juanc@cptec.inpe.br 

ER(vis) + EA(viS) + (1 - Rg) . GL(vis) = Eo(vis), 

where subscripts for irradiances E mean: 
o= incident on the top of atmosphere 
R= reflected into space 
A= absorbed in the atmosphere. 

GL , Rg refer to irradiance and reflectance at ground 
level. 

It is assumed that absorption is produced by 
ozone in the stratosphere and by aerosols in the 
troposphere. The former may be considered through 
a correction factor, and the latter would be important 
only in particular regions and conditions. Therefore, 
in most cases it can be assumed that solar flux 
transfer in the troposphere is nearly conservative in 
visible spectrum. Also, cloud reflectance is nearly 
constant in this wavelegth interval so that ER(vis) 
measured by channel 1 can be assumed represen- 
tative of visible spectrum, 

Near Infrared (0.7 - 4 pm). 
It Is assumed that, except with aerosol high loading, 
the direct beam is weakly scattered in the 
troposphere. Therefore, attenuation is mainly due to 
gas (Hz0, COz) absorption in free atmosphere. On 
the other hand, radiation incident on clouds should 
show strong attenuation by (liquid and gaseous) 
absorption bands, such that transmitted Irradiance 
emerging through the base of clouds has been 
exhausted in bands spectral interval. Remaining flux 
is low, and further transfer is nearly conservative. 

Therefore, irradiance in near infrared is assumed 
as basically composed by direct beam not interacting 
with clouds. A simple expression for irradiance 
becomes 

GL(ir)= (1 - C) , Tg . Eo(ir) / (l-Rgir.C.Rcir), 

Tg= gas transmittance (dependent on precipi- 
table water); C = cloudiness; R = reflectance. 

Subscripts sir and cir refer to ground and to cloud 
base, within near infrared interval. Typical values are 
assumed for these parameters. They are included in 
a term describing multiple reflections between ground 
and clouds. As in usual lltterature, cloudlness C Is 
assessed by 

C =(E - Rmax) / (Rmax - Rmin), 
where Rmax, Rmin allow for extreme values of 
reflectance observed in channel 1. 

430 PARIS, FRANCE, 25-29 MAY1998 



Global irradiance at ground level is assessed by GL = 
GL(vis) + GL(ir). 

3. RESULTS 

The assessment is based on images sampling one 
pixel of channel 1 (about 1 kmxl km) within each pixel 
of channel 4 (about 4kmx4km). 

Figure 1 shows the daily cycles obtained from 
hourly images together with hourly means of ground 
truth from a solarimetric station of the Agronomical 
Institute of Campinas (SP), for a period of 31 days. 
The mean of GL over a target of 3x3 pixels is 
considered, in order to compensate hourly means in 
ground with spatial means from satellite. It is seen 
that daily cycle is reasonably fitted by satellite 
assessment, even with the simplified assumptions 
described above. 

Figure 2, includes morning- and afternoon-sums, 
compared with ground truth. It is seen that the results 
are satisfactory. Standard deviation of daily values 
from ground truth apounts 860 Wh/m2, that Is a 
rn.s.e. of 160 Wh/m or 3% of the monthly mean. 
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P3.46B USING METEOSAT IMAGES TO MAP THE SOLAR RADIATION: IMPROVEMENTS OF THE 
HELIOSAT METHOD 

C. Rigollier *, L. Wald ' 
Ecole des Mines de Paris, Sophia Antipolis, France 

1. INTRODUCTION 

The aim of our project is to develop a climatological 
database of solar radiation from geostationary 
satellite images during the last twelve years. The 
Heliosat method has been chosen to estimate solar 
radiation from Meteosat images. Underneath, we 
briefly present the Heliosat method, one of the most 
widespread method in the scientific community, and 
then the improvements that can be applied. 

2. THE HELIOSAT METHOD 

The method presented here slightly differs from the 
original one from Can0 et al. (1986). It makes use of 
meteorological satellite images to estimate solar 
irradiation. 
From the digital count of the given image (DC), we 
can compute the apparent albedo pf for each pixel of 
the image at the time t: 

where: 
+ DCO represents the sensor offset, when the 

sensor is not calibrated. 
+ G,' is the global irradiance under clear-sky. Can0 

et al. (1986) used the model of Bourges (1979): 

while Moussu et al. (1989) used a very similar one, 
but from Perrin de Brichambaut and Vauge (1982). 
+ lo =7367 W.rn'2 is the solar constant. 
+ E is the correction used to allow for the variation of 

sun-earth distance from its mean value. 
+ ys is the solar elevation (in degrees). 
Then, we can derive a cloud index n', which 
characterises the transmittance of the atmosphere. 
This index results from the comparison at a given 
pixel between what is observed by the sensor (p') and 
what should be observed in clear-sky conditions (p): 

The value of p is obtained by taking the minimum 
value of apparent albedo for each pixel for a given 
time-series of images. It results a map of apparent 
albedo under clear-sky conditions. By the same way, 
we can obtain the value of the apparent albedo of the 
brightest clouds, pc by taking the maximum value of 
the image. 
This cloud index, n' is then related to the atmospheric 
clearness index, K,' by the relationship found by 
Beyer et al. (1 996): 

pt = (DC - DCO) / G,' ( 1 )  

G,' = 0.7 IO E (sin y ~ )  '. l5 (2) 

n' = (P' -P)/(Pc - P) (3) 

K i = l - n '  ( 4 )  

Corresponding authors address C. Rigollier, 
L. Wald, Groupe TBIBdBtection & ModBlisation, 
Ecole des Mines de Paris, BP 207,06904 Sophia 
Antipolis cedex, France. 
Tel: (33)4.93.95.74.23. Fax: (33)4.93.95.75.35. 
e-mail: rigollierQcenerg.cma.fr 

The clearness index is defined as the ratio between 
the global solar irradiation, G' and the clear-sky global 
solar irradiation, G,' (on an horizontal surface). So, we 
can provide the hourly sum of global solar irradiation 
at ground level: 

Being one of the most accurate available methods, 
the Heliosat method presents the great advantage 
over others of being of easy use. But, the accuracy , 
and more generally the quality, should be improved, 
especially according to the following points: 
+ the calibration function, 
+ the clear-sky model, 
+ the relationship between the clearness index and 

the cloud index, 
+ the computation of the apparent albedo of the 

brightest clouds. 
The first three points are briefly presented below. 

3. THE CALIBRATION FUNCTION 

GLKC'G,' ( 5 )  

The calibration function is the relationship between 
the digital count of the image and the amount of 
energy received by the satellite. In the realisation of a 
climatological database, the calibration function has a 
significant interest. Indeed, we have to process a 
large time series of images (twelve years of data). 
During this long period, five different Meteosat 
sensors have been used, involving shifts in the digital 
count. 
We have designed and tested an automatic method 
which applies on each individual image and converts 
the digital counts into radiance (W.m'2.st"). The 
method is based on a statistical analysis and, given a 
time series, it requires only one calibrated image at 
any moment. This image can be selected according 
to the publications made on that subject. The method 
has been extensively tested using published 
calibration functions. It provides accurate results and 
is robust and reliable. 

4. THE CLEAR-SKY MODEL 

This new model of clear-sky irradiation has been set 
up in the course of the realisation of the 4Ih edition of 
the European Solar Radiation Atlas (1998). 
The better the clear-sky model, the better the 
assessment of the irradiation from satellite 
observations. Compared to the models used in the 
previous versions of Heliosat, there is an explicit 
expression for both the beam and the diffuse 
components. The parameters of this model have 
been empirically adjusted by fitting techniques using 

~~ ~ 
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hourly measurements spanned over several years 
and for several locations in Europe. The Linke 
turbidity factor (TL) is a key point in this model. It is a 
function of the scattering by the atmosphere 
molecules, and the aerosols, and the absorption by 
the gas, mainly water vapour. It summarises the 
turbidity of the atmosphere, and hence the 
attenuation of the direct beam and the importance of 
the diffuse fraction. The larger the Linke turbidity 
factor, the larger the attenuation of the radiation by 
the clear sky atmosphere. 
In this model, the global clear-sky irradiation is given 
by the following equation: 

Gc = Bc + Dc ( 6 )  

( 7 )  
where: 

is the beam component of the horizontal global 
irradiance under cloudless skies. In this 
expression, m is the relative optical air mass, and 
SR is the integral Rayleigh optical thickness. The 
quantity exp(-O.8662 TL m SR) represents the 
beam transmittance under cloudless skies. The 
hourly beam horizontal irradiation can be obtained 
by numerical integration of the beam irradiance 
(equation 7) for a period equal to one hour. 

is the diffuse component. The transmission 
function at zenith (i.e. sun elevation is go"), Td is 
given by: 
Trd = - 1.5843 1 0-2 + 3.0543 1 Gz TL + 3.797 10" T L ~  
Typically, Td ranges from 0.05 (TL = 2) for clear- 
sky to 0.22 ( TL = 7) for very turbid atmosphere. 
Fd is a diffuse angular function: 
Fd (YS, TL) = AO + AI sin ys + A2 (sin y~f?  
The coefficients Ao, AI, and A2 only depend on the 
Linke turbidity factor. They are unitless and are 
given by: 

+ Bc = lo E sin ys exp(-O.8662 TL m SR) 

+ DC = lo E Trd(TL) Fd(Ys, TL) ( 8 )  

4 = 2.6463 10'  - 6.1581 lo" T, + 3.1408 1Q' [T,r 
9 = 2.0402+ 1.8945 lO-'T, - 1.1 767 lo-' [T,r 1 4 =-1.3025+3.923110-3T,+8.50791Q'[T,]p 

Finally, the diffuse horizontal irradiation is 
computed by the analytical integration of the 
diffuse irradiance (equation 8) over a period of 
one hour. 

5. THE RELATIONSHIP BETWEEN THE CLEAR- 
SKY INDEX AND THE CLOUD INDEX 

The relationship given by equation 4 yields 
acceptable results with the advantage of the 
simplicity. But, for cloudy sky configuration several 
comparisons, see e.g. Fontoynont et al. (1998), show 
large discrepancies between the estimation obtained 
with the Heliosat method and the observations made 
with ground stations. So, for the case of overcast 
skies (cloud index values near to I), the model which 
gives Kc' = 1 - n' seems to be not suitable. Therefore, 
a second order polynomial function appears more 
relevant for cloudy skies. Hence, the relationship 
between the clear-sky index and the cloud index 
becomes: 

n' < -0.2 
-0.2 e n' e 0.8 
0.8 e n' < 1.1 

n' > 1.1 

kt = 1.2 
kt = 1-n 
&: = 2.0667-3.6667nt+1 .6667(n')2 
K, = 0.05 

as sho\ 
Its first 

n in the fighe 1. This function is continuous. 
erivative is also continuous, but for n 

.I . . - - _. 
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Fig. 1. KC( = f(n7 

: -0.2. 

6. CONCLUSION 

To validate these improvements, and the new version 
of the Heliosat method, the estimated values of global 
solar irradiation will be compared with ground 
measurements on both hourly and daily basis. Once 
the new Heliosat method accepted, we will test its 
behaviour on Meteosat data of reduced resolution: 
the 82 format. Finally, we will apply it to a large 
database of Meteosat 82 images to obtain a 
climatological database of solar radiation over 
Europe, Africa and Atlantic Ocean. 
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P3.47A SATELLIGHT: A WWW SERVER WHICH PROVIDES HIGH QUALITY DAYLIGHT 

AND SOLAR RADIATION DATA FOR WESTERN AND CENTRAL EUROPE. 

1. BSTR CT 

M. Fontoynont, D. Dumortier* 
D. Heinemann, A. Hammer (Univ. of Oldenburg, Germany) 

J. Olseth (DNMI, Bergen, Norway), A. Skartveit (Univ. of Bergen, Norway) 
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L. Wald ( ENSMP, Sophia-Antipolis, France) 

<Gatellight>) is a 3 year-research programme (1 996- 
1998) aiming at making available on Internet a data 
base of solar radiation and daylight for Western and 
Central Europe. The data are obtained by processing 
the information provided by the Meteosat satellite 
dealing with the amount of light reflected by the earth 
surface or the clouds. Our team has launched an im- 
portant task of development and validation of models 
to derive radiation and light data on ground from satel- 
lite measurements. A data base is being installed on a 
web server. It will provide, for given years of recording, 
for every 30 minutes and every area of Europe below 
a pixel seen by Meteosat’s camera the following infor- 
mation: average horizontal direct and diffuse 
illuminances and irradiances, average vertical 
illuminances as well as illuminances on any tilted 
plane. The server will feature a unique set of tools 
allowing to perform customized statistics. 

2. INTRODUCTION 

There is a need today to access rapidly to local 
climatic data all over Europe, dealing with natural ra- 
diation as well as daylight. Optimisation of energetic 
performances of windows and daylighting systems 
requires at least statistics on horizontal and vertical 
irradiances and illuminances. Very few measuring 
stations continuously record these data in western 
Europe (about 17). Today, such data are available in 
climatic atlases such as the European Solar Radiation 
Atlas [CEC, 19841 and the European Daylighting Atlas 
(to be published in 1997) [CEC, 19961. These docu- 
ments gather very useful information which were 
derived from meteorological data. However, these 
data have three major weaknesses: there is a lack of 
continuity of measurements over Europe (due to the 
limited number of ground stations in some areas), 

Ecole Nationale des Travaux Publics de I’Ehat, 
Rue Maurice Audin, F 69120 Vaulx-en-Velin, France 
email: Marc.Fontoynont@entpe.fr 

there are no hourly or 1/2 hourly values except for a 
few sites, and no information is available regarding the 
directionality of the diffuse light which is essential for 
daylighting calculations. Satellite data seem to be a 
logical approach to answer these problems. The major 
difficulty stands in the precision of the ground level 
data which can be derived from the satellite data, 
using various models. 

and test them with high quality data measured on 
ground. 

3, THE DATA PROVIDED BY METEOSAT 

The major task of our team was to develop models 

Since 1977, six Meteosat satellites have been 
launched. A Meteosat type satellite is a geostationnary 
satellite located on the equatorial plane, at a longitude 
of 0 degree, and an altitude close to 36,000 km. It 
sees one half of the earth and measures every half 
hour, the reflected radiation in three spectral bands: 
visible (between 0.5 and 0.9 pm), water vapour 
(between 5.7 and 7.1 pm) and infra red (between 10.5 
and 12.5 pm). The images provided by the radiometer 
have a maximum resolution of 5,000 pixels by 5,000 
pixels in the visible. In the other channels, the 
resolution is 2,500 pixels by 2,500 pixels which leads 
to a useful number of pixels equal to 6.25 millions. 
This somewhat lower resolution is also often used for 
the visible. The satellite takes the complete image of 
the earth in 25 minutes. This leads to the production 
every half hour, of about 245,000 pixels useful for 
western and central Europe. In central Europe, one 
pixel refers to an area of about 10 km in latitude by 
5 km in longitude. 

The ground data used for the validation of the 
models were measured every minute, versus 30 minu- 
tes for the satellite data. This means that the ground 
data had to be averaged over a half hour period 
centred on the time at which the satellite was reading 
the pixel value. We have shown through various tests 
that the best agreement between ground data and 
satellite data was obtained, not when using one pixel, 
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but when using multiple pixels (3 in latitude by 5 in 
longitude). This compensates for the unstable situa- 
tions for which the available irradiation has large varia- 
tions during the half hour period. 

4. DERIVATION OF GLOBAL HORIZONTAL 
IRRADIANCES ON GROUND 

Global horizontal irradiances on ground are 
estimated from the pixel values in the visible spectrum 
using the concept of the Heliosat method 
[Cano, 19861. This method had been recently modified 
[Beyer, 19961 and we have made further 
improvements to it. The Heliosat method is based on 
the assumption that the albedo of a cloudy 
atmosphere will usually be larger than the albedo of 
the ocean or the earth surface. Thus, the increase of 
the albedo gives a measure of the cloud cover. 

A relative apparent albedo is estimated from the 
pixel value of the satellite image. The pixel value 
depends on the energy radiated by the sun at the time 
the satellite sees the pixel. The Dumortier [Dumortier, 
19961 cloudless sky model at a turbidity of 3.0, is used 
to take into account this dependency. For solar 
elevations below 6", the satellite radiometer cannot 
make the difference between a pixel with clouds or 
without clouds. In that case, we use the pixel value 
immediately available. From the relative apparent 
albedo, a cloud index is computed using the following 
normalization: 

P-Po n=- 
Pc - Pp 

p relative albedo of the pixel 
pg relative albedo of the ground 

pc relative albedo of a compact cloud cover 

The relative albedo of a compact cloud cover is 
obtained from the highest p value. The relative albedo 
of the ground is obtained every month for each pixel, 
from the frequency distribution of albedo values for 
that pixel. It is the most frequent low value in a series 
of images [Hammer, 19961. The presence of snow 
increases significantly the ground albedo, making the 
detection of clouds harder from the satellite. The 
group is trying to improve this situation by using re- 
cords of snow cover provided by meteorological insti- 
tutions. 

The global horizontal irradiance on the ground is then 
obtained assuming a simple linear relationship 
between the cloud index n and the clear sky index kc: 
the ratio of the global irradiance to the global 
irradiance under cloudless sky conditions. 

Eeg the global horizontal irradiance 
Eeg,, the global horizontal irradiance 

under cloudless conditions 
n I -0.2 kc = 1.2 
-0.2 I n 10.8 kc = 1 - n  

0.8 5 n -< 1.1  kc = 2.0667- 3.6667n+1.6667n2 
n 2 l . l  kc=0.05  

The Dumortier [Dumortier, 19961 cloudless sky 
model is used monthly values of the turbidity. This has 
shown to improve the accuracy of the results, over the 
use an annual value. 

Using this modified Heliosat method and taking no 
account of snow cover information, the global horizon- 
tal irradiances have been produced for various test 
sites spread across Europe, and compared with 
ground measurements. Figure 1 shows the results 
obtained in Vaulx-en-Velin (France) and Lisbon (Portu- 
gal), on the basis of frequency curves. 

These results are encouraging. There is an excel- 
lent correspondence between modelled and measured 
values under sunny or quasi sunny conditions. 
However, overcast conditions may lead sometimes to 
large differences. This is due to the fact that the 
amount of radiation transmitted by the cloud cover 
depends on its thickness and its composition. This 
cannot be derived just from the knowledge of the ra- 
diation reflected by the upper surface of the clouds. 
The group is investigating the use of a database of 
temperature profiles (ECMWF) to improve this situa- 
tion. 

1994, 9:00 to 17:OO 

0 100 200 300 400 500 600 700 800 9001 000 

30 mn averaged global horizontal irradiance (W/m2) 

Figure 1: Probability to exceed a given level of global 
horizontal irradiance in Vaulx-en- Velin and in Lisbon. 
Comparison between data measured on ground and 
derived from Meteosat. 
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5. CALCULATION OF DIFFUSE HORIZONTAL 
IRRADIANCES ON GROUND 

We have selected an updated version of the Skartveit 
and Olseth algorithm [Skartveit, 19871. One of its 
interesting features is to prevent situations where the 
normal beam irradiance become unreasonably high at 
low solar altitudes. Figure 2 shows the good perfor- 
mance obtained with this model. 

- 
J al - 

Vaulx-en-Velin, 1994, 9:00 to 17:OO 
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Figure 2: Probability to exceed a given level of diffuse 
horizontal irradiance in Vaulx-en- Velin. Comparison 
between data measured on ground and derived from 
Meteosat using the Orgill& Hollands relationship and 
the modified Skattveit and Olseth model, 

6. CALCULATION OF GLOBAL AND DIFFUSE HO- 
RIZONTAL ILLUMINANCES ON GROUND 

To derive illuminances, we have selected an indi- 
rect route which consists in computing the 
illuminances from the irradiances using luminous 
efficacy models. We have selected the luminous 
efficacy model from Olseth [Olseth, 19891. It has been 
selected for its capability to adapt to changes in the 
aerosol/water vapour content and in the depth of the 
cloud cover using data from GIvle (N), Vaulx-en-Velin 
(F), Freiburg (G), Lisbon (P) and Geneva (CH), it has 
been shown to lead to better results than other 
models. 

7. CALCULATION OF GLOBAL AND DIFFUSE VER- 
TICAL ILLUMINANCES ON GROUND 

This type of data is essential to assess the perfor- 
mance of daylighting systems, since most apertures of 
buildings tend to be vertical, at least for residential and 
office buildings. Vertical windows collect light from the 
non-zenithal areas of the sky. This leads to a high 
sensitivity to the specific luminance of the section of 
the sky seen from the interior of the building. The ideal 
solution would be to be able to determine, every half 
hour the sky luminance distribution. 

Our first approach dealt with the analysis of the 
light reflected from various pixels above a site. The 
University of Geneva tried to relate this information to 
sky luminance patterns [Ineichen, 19971. It compared 
sky scans taken from the ground in Geneva (145 lumi- 
nance measurements, every 15 minutes, each of them 
with an aperture of 10") and luminances computed 
from the pixels, assuming clouds to behave as perfect 
diffusers. The results were disappointing: (1) because 
of the size of the pixels, the satellite data can only 
generate a maximum of 9 luminances, (2) these lumi- 
nances do not take into account the influence of the 
circumsolar zone, (3) their position in the sky vault 
change with the altitude of the cloud layer, (4) the alti- 
tude of the cloud layer is difficult to determine. We 
have reached the conclusion that the satellite informa- 
tion is insufficient to help in finding out the 
directionality of the light. It is better estimated with sky 
luminance distribution models using global and diffuse 
horizontal irradiances and illuminances as an input. 
Based on earlier studies [Ineichen, 19941, we have 
selected the ASRC-CIE Perez model [Perez, 19921. 

Our second approach was to investigate the use of 
a model to produce vertical irradiances from horizontal 
values. Based on earlier studies and further validation 
in Geneva, a version of the Hay's model [Hay, 19791, 
modified by Skartveit and Olseth [Skartveit, 19861, has 
been selected. Slope irradiance is then transformed 
into slope illuminance using the luminous efficacy of 
horizontal irradiance. 

When comparing to measurements, an albedo of 
0.1 was found as representative of the black 
foreground material placed in front of the vertical 
sensors. Absolute errors between measured and 
modelled values are within -5 and +5 klux. The global 
illuminance on the North surface is slightly 
overestimated while it is slightly underestimated on 
the other surfaces. 

8. PRINCIPLES OF THE INTERNET SERVER 

The objective of this project is to process and make 
available two full years of satellite derived data. This 
information will be accessible on the Internet using a 
World Wide Web server. This will insure a widespread 
access to the data while offering an easy to use 
graphical and hypertext-like interface. This data 
should help: 
(1) manufacturers to propose optimal solutions for the 
various European climates; 
(2) designers, engineering and marketing firms, to 
assess and present the performance of their solutions 
for the client location; 
(3) engineering and architecture students. 

The prototype of the W3 server is being developed 
in relation with major European manufacturers which 
will contribute to its testing. 
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The data presented on the W3 server will be 
divided into three main sections: [<Maps", *(Site 
outdoor,, and ([Site indoor,,. The ((Maps,, section will 
be dedicated to the production of maps of Europe, the 
[[Site oudoor,, section, to the production of site (e.g. 
pixel) specific information, and the ((Site indoor,, sec- 
tion, to the assessment of the performance of basic 
design solutions for a particular location. The user will 
be requested to answer questions regarding the type 
of information he desires: What site 7 (Europe or loca- 
tion specified by a click on a map, latitude and longi- 
tude coordinates or list of sites), What period of time ? 
(all year, season, daily schedule), What information ? 
(solar position, irradiances, illuminances, sky luminan- 
ces) and Which case study ? (type of materials, 
ground albedo, obstructions). The server will generate 
the information on the fly (if it is readily available), or it 
will send it via electronic mail to the user. Data tables 
will be presented as text files readable in spreadsheet 
programs. Figures will be presented using the GIF and 
the Adobe Portable Document Format (PDF) the latter 
insuring an excellent printout to the user. A prototype 
of the server will be available on line for testing in the 
middle of 1998. It will be fully operational at the end of 
1998. 

This programme is funded by the Commission of 
the European Communities, DGXll - Joule pro- 
gramme. It will end in December 1998. 
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1. INTRODUCTION 

The GOES mission is to maintain a continuous 
stream of data from two Geostationary environmental 
operational satellites. To this end, the National Oceanic 
and Atmospheric Administration (NOAA) maintains 
operational satellites at the GOES-West position (GOES- 
9 at 1359N) and at the GOES-East position (GOES-8 at 
75W). Because the GOES Program competes in the 
United States' commercial launch services market, launch 
dates must be secured with typical lead times of 12 to 15 
months. To reduce the risk of a break in service, should 
an operational satellite fail, NOAA launched GOES1 0 as 
an on-orbit spare, also taking advantage of generally 
reduced costs by focussing on a fixed launch date. 

This paper will discuss the status of current 
satellites, plans for future satellites, and current and future 
instruments. 

2. CURRENT GOES SATELLITES: GOESS, GOES-9, 
GOES-10, GOES-L, and GOES-M 

The present GOES constellation consists of two 
operational satellites, GOES8(1) and GOES-9(J), and 
one on-orbit spare, GOES-lO(K). These are the first 
three satellites in the GOES I through M series, being 
produced by Space SystemsRoral. NOAA describes 
each satellite with a letter (e.g., I, J, etc.). When it is 
successfully inserted into geostationary orbit, it is 
redesignated with a number (e.g., 8, 9, etc.). 

2.1 NOAA GOES-8 

GOES4 was launched from Cape Canaveral 
April 13, 1994,4 years and 1 month before this 
conference, and is the operational satellite over the 
Americas and the Atlantic Ocean at 75W. It is the first 
GOES satellite which is stabilized in a three-axis pointing 
mode rather than as a spinner. It was designed this way 
for two reasons: 1) to allow nearly instantaneous, 
properly navigated and registered data to track rapidly 
developing severe weather and 2) so that the 
atmospheric Sounder instrument could stare long enough 
at one spot to provide a high signal to noise ratio. 

Imager, Sounder, and a Space Environmental Monitor 
(SEM) suite; along with a Data Collection System (DCS), 
weather facsimile (WEFAX) transponders, and Search 
and Rescue (SAR) receivers. 

Instrumentation on GOES-8 consists of an 

The Imager is a five channel imaging radiometer. 
Images are formed by scanning an array of detector 
footprints across the Earth from East to West, then back 
from West to East, from the top of the image to the 
bottom. An excellent descripbon of both the Imager and 
Sounder can be found in Menzel and Purdom (1994). 
The visible channel consists of eight detectors mounted in 
a northaouth line, each having a horizontal resolution of 
1 km. Each scan covers an eight km swath. There are 
four infrared channels at 3.9,6.7, 10.7, and 12.0 
micrometers. See Figure 1. Three of the IR channels 
consist of two four km detectors also mounted in a north- 
south line. The two detectors cover eight km each scan. 
One detector, the 6.7 micrometer channel, has one 
detector at eight km resolution. Thus, each scan 
produces eight lines of visible, two lines of IR in three 
channels and one line at 6.7 micrometers. 

The Sounder instrument is a 19 channel 
discrete-filter radiometer that senses specific radiances to 
measure the vertical distribution of temperature, moisture, 
cloud top temperatures, and ozone in the atmosphere. In 
addition to the one visible channel, there are seven 
longwave, five midwave, and six shortwave IR channels, 
all with horiizontal resolution of 8.6 km. The Sounder 
stares at each field of view on the Earth for 0.1 to 0.4 
seconds (commandable) and measures radiances in all 
19 channels. 

Both the Imager and the Sounder use a single 
scan mirror for East-West and North-South motion. Two 
motors are provided in the design, one to move the mirror 
and one as backup. The Sounder has the same system 
design. 

On GOES-8, one of the Sounder mirror motor 
windings failed in August 1994. Since that time, the 
backup motor has continued to provide data and no 
significant break in service has occurred. 

rendered some of the memory in the AtMude and Orbit 
Control Electronics inoperable, although the backup 
electronics and remaining memory have allowed GOESS 
to continue to provide continuous operationat data. 

two momentum wheels and one reaction wheel. Two are 
required for operational control. In January, 1897, one of 
the momentum wheels failed. Attitude is being 
maintained with the remaining momentum wheel and the 
reaction wheel. 

Also, on GOES-8, charged particles have 

Altitude and three-axis pointing is controlled by 

' Corresponding author address: Gerald J. 
Dittberner, NOAANESDWOSD, FB4 Room 3301, 
4401 Suitland Road, Suitland, MD 20746, USA 
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2.2 NOAA GOES-9 

GOES-9, launched May 23,1995, is the 
operational satellite over the Pacific Ocean at 135W and 
has the same complement of instruments as GOES-8. In 
April 1996, the Imager mirror motor suffered the same 
problem as the GOES-8 Sounder, but the GOES-9 
Imager continues to provide data using the backup motor. 
Motors on subsequent Imagers and Sounders have been 
redesigned to eliminate this failure. 

To prolong the life of the GOES-9 Imager, an 
East-West motor winding mitigation procedure has been 
implemented to keep the daily instrument temperature 
swings to a minimum. Four times a year, in February, 
April, August, and October, the instrument is pointed 
away form the Sun to hold down temperatures. 
Unfortunately, this causes a daily data outage of about 6 
hours, but helps ensure that the instrument will not fail 
earlier than expected. 

2.3 NOAA GOES40 

GOES-I 0 was launched April 25,1997 as an 
on-orbit backup should it be needed if either GOES-8 or 
GOES-9 fails. GOES-IO is being checked out over the 
central United States at 105W. GOES-IO has the 
redesigned East-West motors to eliminate the mirror 
motor problems faced on GOES-8 and GOES-9. 

In May 1997, the solar array, which is designed 
to rotate once each day to keep itself pointed at the sun, 
slowed down and eventually stopped. However, 
innovative work by NOAA and NASA engineers, led to 
turning the spacecraft into an upside down orientation (a 
Yaw-flip maneuver) in which the solar array rotates 
backwards. This maneuver has been highly successful in 
saving the spacecraft and has allowed resumption of 
nominal spacecraft checkout (Williams, 1998). 

Data from the instruments will be provided to 
users as if the spacecraft were in the normal upright 
orientation. Users will require no adjustments, and will 
notice no difference in the GVAR data stream. Some 
software changes were designed to make this happen. 
At this writing, that software is now being checked out. 
GOES-I 0 is expected to complete its checkout in May, 
1998. If GOES-6 and GOES-9 are still operational, 
GOES-I 0 will be placed in a specially designed benign 
on-orba storage mode to be activated when needed. 

2.4 NOAA GOES-L and NOAA GOES M 

GOES-L and GOES-M are being readied for 
launch dates as early as March 1999 and April 2000, 
respectively. Both have the redesigned instrument 
motors and carry the same instrument complement as 
GOES-8,9, and 10, with two exceptions. 

The Imager on GOES-M will have its 12.0 
micrometer channel replaced by a 13.3 micrometer 
channel to better determine the heights of mid-level 
Steering winds (Figure I ). 

Imager (SXI) instrument, designed to provide images of 
the Sun in four X-Ray energy bands at intervals as 

Also, GOES-M will carry the first Solar X-Ray 

frequently as once every few minutes. SXI data will 
provide the first continuous series of Solar X-Ray images 
and is expected to provide extremely valuable data during 
the Solar Maximum, expected to peak in 2000 or 2001. 

3. THE NEXT SERIES: GOES-N THROUGH GOESU 

For the next series, instruments and spacecraft 
are being manufactured under separate contracts, each 
structured for two firm orders with two separate options 
for a third and a fourth, Le., as a 2+1+1 procurement. 
Imager and Sounder instruments are under development 
by IlT AerospacdCommunications. Solar X-Ray 
Imagers are being produced by Lockheed-Martin. For 
the spacecraft, a contract was recently awarded to 
Hughes Space and Communications. 

The first two sets of Imager and Sounder 
instruments will be essentially the same as for the GOES 
I-M series. Imager channels remain the same as those 
on GOES-M, with a reduction in horizontal resolution in 
the 13.3 micrometer channel on GOES-0 (see Figure I). 
Sounder instruments will be the same filter-wheel based 
sounders. 

Should options for the third and fourth 
instruments be exercised as designed, Imagers for 
GOES-P and GOES-Q will have a restored 12.0 
micrometer channel for volcano detection end tracking, 
as shown in Figure I. Similarly, the Sounder instruments 
would remain filter-wheel based. Current plans are to fly 
two SXI instruments back to back so that there is always 
one operational unit in orbit. 

4. BEYOND THE NEXT SERIES 

A number of studies are underway to help 
design the follow-on series of GOES satellites. An 
important review of user requirements is underway, now 
that there are nearly four years of continuous three-axis 
stabilized GOES Imager and Sounder data. Much has 
been learned about how these data enhance 
meteorological forecasting in the Weather Forecast 
Offices and increase forecast skill in numerical models. 
Numerous papers in the Conference Program 
demonstrate this fact. Most importantly, Sounder data 
are being operationally assimilated into numerical models 
along with high spatial density wind information. GOES 
data make this an exciting time for meteorology. 

In addition to requirements updates, studies are 
currently underway to examine whether smaller satellites 
can do the work of today’s GOES constellation and to 
understand cost end technology drivers of higher 
capability Imagers. A joint effort between NOAA and 
NASA for Advanced Geostationary Studies (AGS) is 
investigating advanced technologies and developing 
demonstration flights for advanced imagers, hyperspectral 
interferometer sounders, geostationary microwave 
sounders, and Lightning Mapper Sensors. 

In the case of the Lightning Mapper Sensor 
(LMS), NASA is examining the possibility of providing a 
research prototype which NOAA would fly on one of the 
GOES N-Q satellites. A benefits study for LMS data 
suggests that availabilty of these data could save tens of 
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lives, reduce hundreds of injuries, and save tens of 
millions of dollars in property damage and tens of millions 
of dollars in reduced costs to the airline indusm. 

5. PRODUCTS 

1997 marked a number of significant 
accomplishments in utilization of GOES products. In 
October 1997, GOES Sounder precipitable water started 
being used in the operational ETA numerical model runs. 
Starting in December 1997, high spatial densitywinds, 
derived from Imager IR and water vapor channels, were 
being used in the operational ETA model. Also, In 1997, 
the GOES fog product was distributed in the Advanced 
Weather Information Processing System (AWIPS). 
Forecasters in Weather Forecast offices throughout the 
United States began using GOES-based winds, and 
temperature and moisture soundings in daily forecast 
operations. Both forecasters and numerical models are 
benefiting from the use of GOES data. 

6. SUMMARY 

N O M S  GOES program continues to maintain 
the required flow of data from two operational satellites 
and has taken steps to ensure this continuity with an on- 
orbit spare. Instruments continue to evolve as 
meteorologists, atmospheric scientists, and engineers 
work with these data and discover new ways to provide 
better service to users. Emerging technologies are being 
examined to reduce costs and increase the information 
content of products provided. 

A great amount of information, technical 
descriptions, sample products, and near real time 
products are available on the Internet. A list of the most 
common sources of GOES information is provided in 
Figure 2. 
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GOES Imager Evolution 
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Figure 1. GOES Imager Channels 

GOES 
Internet Information 

GOES Satellite Operations, Instrument Descriptions 
- http://www. nnic. noaa. gov/SOCC/SOCC-Home. html 

Product Demonstrations, Samples, Learning 
- http://cimss.ssec.wisc.edu/goes/goes.html 
- http://www.cira.colostate.eduRAMM/overview.htm 

- http://climate.gsfc.nasa.gov/-chesters/goesproject.html 
News Releases (NESDIs In The News) 

- http://ns.noaa.gov/NESDlS/NESDlS-Home.html 

Retrospective GOES Data 
- http://www.ncdc.noaa.gov 

http://orbit7i.nesdis.noaa.gov:8080/goes.html 

2 

Figure 2. GOES Internet Addresses 
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P3.50B THE NATIONAL WEATHER SERVICE GOES-8/9 ASSESSMENT: UPDATED RESULTS ON 
OPERATIONAL UTILITY OF GOES DIGITAL DATA 

James J. Gurka 
Stephen Lord 
Ronald S. Gird 
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Silver Spring, MD 

After the launch of GOESS in April of 1994, 
the National Weather Service (NWS) and the National 
Environmental Satellite Data and Information Service 
(NESDIS) began a joint GOES Assessment project to 
ensure that the GOES-8 satellite and its ground 
systems would perform as planned and that GOES-8 
products would be fully integrated into NWS operations. 
Following the launch of GOES-9 on May 23, 1995, the 
GOES Assessment effort was expanded to become the 
GOES-8/9 Assessment. 

The GOES Assessment is an ongoing effort for 
each new GOES satellite with the initial year focusing 
on data collection, product validation and user 
familiarization. During subsequent years, the 
assessment will focus on technique development, new 
product generation, providing input to the satellite 
meteorology training program and updating 
requirements for future satellites. 

to: 1) assure the quality and meteorological utility of 
GOES products; 2) determine any necessary 
modifications to the initial suite of GOES products and 
refine specifications for future GOES products; 3) 
provide input to requirements for modifications to the 
next generation of GOES systems; 4) provide input to 
GOES training requirements and 5) provide input for 
the effective use of GOES data on the Advanced 
Weather Interactive Processing System (AWIPS) 
(Gurka et. al. 1996). The bottom line measure for the 
success of the GOES-8/9 is the impact on service to the 
user community. The purpose of this paper is to 
present a compilation of input from NWS Forecast 
Offices and the National Centers for Environmental 
Prediction (NCEP) from February of 1995 through 
February of 1998, on how the utilization of digital GOES 
data has contributed to improved forecast and warning 
service to the user community. 

The major goals of the GOES Assessment are 

Jntroduction: The response from the NWS field 
forecasters on the value of digital GOES-8/9 in forecast 
operations has been overwhelmingly positive. 
Comments, such as the following two samples are 
typical: 
Los Anaeles Forecast Office: "As for comments on the 
new digital GOES-9 data in general, it is like being near 
sighted and putting on your first pair of glasses. On 
almost a daily basis, the additional detail is helping 
make better forecasts and we are seeing things we 
never saw before." Sullivan WI Forecast Office: " 

During the Month of April (96), GOES-8 satellite 
imagery remained an integral part of our forecast 
operations. There were many cases of model failures 
and subsequent forecast updates based on GOES-8 
imagery. The higher temporal and spatial resolution 
plus higher quality imagery from GOES-8 continues to 
play a critical role in our forecast operations," 

Workstations for the GOES Assessment 

the operational satellite display system at most NWS 
forecast offices. An operational system is one that is 
supported by the NWS to provide service 24 hours per 
day, 7 days per week. MicroSWlS however, has 
several limitations such as: 1) it can only display 4 bit 
data with reduced temporal resolution; 2) it is not 
capable of displaying a full suite of GOES products; and 
3) it is not capable of manipulating digital data for 
applications such as channel addition or subtraction. 
Due to these limitations, it was not a suitable system to 
demonstrate the capabilities of the new generation of 
GOES satellites. Therefore, the primary workstations 
used for the GOES Assessment are non-operational 
systems such as the Science Applications Computers 
(SAC), the NCEP satellite display software on NAWIPS 
(NSAT), and the RAMM (Regional and Mesoscale 
Meteorology) Advanced Satellite Demonstration and 
Interpretation System (RAMSDIS). A description of the 
RAMSDIS hardware and software is described by 
Molenar et. at. (1995). RAMSDIS is a demonstration 
system that is designed to familiarize NWS field offices 
with the use of digital satellite imagery (Schrab et. al. 
1996). 

Until the deployment of AWIPS, MicroSWlS is 

Summarv of Results From NWS Forecast Offi ces 
The NWS forecast offices provided over 600 

positive responses on the value of the digital GOES-8 
data. Of those responses, 476 were specific examples 
of forecast products that were improved due to the use 
of GOES digital data. As would be expected, satellite 
products that have been most readily accessible to 
forecasters elicited the greatest number of responses. 
For example, the visible and the channel 4 (10.7 
micron) IR, with 262 positive responses were the first 
channels available on RAMSDIS after the launch of 
GOES8 and also were available from previous GOES 
Satellites in analog form since the 1970s. Likewise, 
most forecasters are very familiar with the 6.7 micron 
imagery, which generated 99 positive responses. 
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The most enthusiastic response however, has 
been generated by the relatively new channel 2 (3.9 
micron) data, and its derived products: the fog product 
and the reflectivity product. Close to 25% of the total 
number of forecaster responses were generated by 
channel 2 and these derived products. The fog product, 
which is derived from the difference in brightness 
temperature from the 10.7 micron to the 3.9 micron IR 
channels, has had the greatest positive impact on 
forecast operations of any of the new capabilities of 
GOES-8/9 to date. 82 positive responses were 
forwarded to the NWS Office of Meteorology, despite 
the lack of operational accessibility and the need for 
forecaster education in the use of this new tool. 
Following are two sample responses from forecasters: 
a) "Without any hesitation, it is a hit. Most people 
remark that it has had the single biggest impact of any 
new GOES-9 data set and ranks right up there with the 
impact caused by the 6.7 micron water vapor imagery 
several years ago." 
b) "The new GOES-9 fog product gives us an entirely 
new capability to monitor the inland intrusion of clouds 
into Southern California. Whereas our previous IR 
Capability left us almost blind after sunset, we now have 
an effective tool for timing low ceilinglvisibility 
Conditions into critical terminals such as Los Angeles, 
Long Beach, Santa Barbara and San Diego." 

One recurrent theme among forecaster 
Comments is the value of improved spatial and temporal 
resolution. The 1 km resolution visible imagery is 
Considered one of the most important tools for short 
range mesoscale forecasting . Likewise, forecasters 
Provided numerous responses on the value of the 
improved resolution in the IR channels. 

819 imagery over the continental US. has improved to 
15 minutes, compared to the 30 minute interval 
available from GOES-7. Rapid Scan (7.5 minute 
interval) and Super Rapid Scan (1 minute interval) 
imagery have generally been restricted to non real-time 
research applications. However, with the use of 
regional frame relay networks and the advent of 
AWIPS, operational access to rapid scan imagery is 
increasing. The operational value of rapid scan data 
has become apparent as a growing number of 
forecasters are exposed to the high temporal resolution 
imagery. Following is one specific example of the 
application of rapid scan data to a real-time forecast 
Problem, from a forecaster at the Missoula Montana 
NWS Forecast Office: "Between 5:30 and 6:OO pm, the 
Coldest cloud tops on rapid scan IR imagery showed 
clearly that the storm was splitting. This allowed NWSO 
Missouia to issue a new warning at 6:OO pm that 
included more of Powell County than would have been 
included based on radar alone. The rapid scan visible 
and IR imagery continued to be invaluable over the next 
few hours when several more severe thunderstorms 
developed over northwest Montana. In mountainous 

The temporal resolution of operational GOES- 

areas where the lack of negative scan angles and 
mountain blockage limit the effectiveness of the radar - 
the rapid imagery was very helpful in identifying the 
storms that were intensifying most quickly." 

underutilized at the forecast offices until recently is the 
Sounder derived products. This was primarily 
attributable to the lack of operational availability at the 
forecast offices. Despite the lack of availability, 
forecasters are gradually becoming aware of the 
Sounder DPI on the Internet via regional frame relay 
network access and are finding operational value for 
products such as the lifted index, total precipitable 
water, and thunderstorm gust front potential (WINDEX). 
As of April, 1997 only 1 1 responses concerning their 
operational value had been sent to OM. However by 
July, the number of responses had increased to 27 with 
17 specific examples of operational utility. This was the 
most dramatic improvement in operational utility of any 
satellite product category during the past year. 
Following are two examples of their operational utility: 
a) "Incidentally, I had the opportunity to use the 
NESDIS blended PW product this past Monday in 
anticipation of a flash flood event. It marked the first 
operational use of a GOES sounder-derived product in 
our office. Flash flooding did indeed occur, so maybe 
that satellite WAS worth all that money!!" 
b) The atmospheric instability that preceded the 
Oakfield WI tornado on 18 July (96) was well depicted 
in the GOES Sounder derived product imagery." 

One group of GOES products that has been 

The NWS Lake Effec t Snow S t w  

provided valuable input to the GOES-8/9 Assessment 
on the operational utility of GOES data. The overall 
goal of the project, which spanned the period from 
November, 1994 through March 1997, was to find ways 
of improving the warning and forecast services 
associated with LES. 

satellite data for LES detection and forecasting. First, it 
helps forecasters verify the existence of LES bands that 
extend beyond the effective range of the WSR-88D 
network. Second, it gives forecasters a good picture of 
multi-lake interactions and how they may affect the 
evolution of LES bands. Third, it helps to pinpoint 
synoptic and sub-synoptic scale disturbances that may 
enhance or initiate LES activity. Overall forecasters 
rated GOES-8/9 satellite data as the second most 
valuable tool for the short range (0 to 6 hours) 
forecasting of LES. WSR-88D radar data was voted the 
most valuable tool. 

During the daylight hours, the visible imagery 
was considered the most useful satellite product for 
LES detection, while the 10.7 micron IR was the most 
frequently used product at night. The 3.9 micron IR and 
the associated low cloud and reflectivity products 
continued to gain in popularity at most offices. 

The NWS Lake Effect Snow (LES) Study 

Forecasters found three primary uses of 
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A feature seen in the reflectivity product during 
the 1996-97 winter was a phase state change in the 
cloud tops of intense LES bands. The reflectivity 
product indicated that most bands of LES over Lake 
Erie, both weak and strong, had cloud tops composed 
of supercooled water droplets. However, when the 
snow bands moved inland from the lake, the tops of the 
stronger bands glaciated. Some of the most intense 
snowfalls were observed in areas where the phase 
change was taking place. 

Although phase state changes and cloud top 
temperature trends obtained from the GOES IR 
channels provided forecasters with information which 
aided in nowcasting intensity trends of LES bands, both 
the Cleveland and Buffalo offices noted that the 4-km 
resolution IR imagery provided insufficient detail to 
define many LES bands and thus were inadequate for 
providing the geographical specificity needed in short- 
term forecasts. 

Model ImDact Tests of GOES Data at NCEP 
The Environmental Modeling Center (EMC) of 

the National Centers for Environmental Prediction 
(NCEP) has completed a series of parallel runs with the 
Eta Data Assimilation System (EDAS) and forecasts out 
to 48 hours in order to test impacts of the GOES Layer 
Precipitable Water (LPW) product (version 1.6) and the 
high-density winds (HDW). The LPW runs were at a 
resolution of 48 km and 38 vertical levels, while the 
HDW runs were at a resolution of 80 km. Both runs 
used a three-dimensional variational (3D-VAR) 
analysis. For the LPW, comparisons were made for the 
standard equitable threat score (ETS) and bias score 
(BS) for precipitation over the continental United States 
for the period 20 June-30 August 1997. For the 
high-density winds, data impact was measured with the 
above precipitation scores and root-mean-square 
(RMS) fits of forecast fields to verifying analyses for 
850 and 250 mb temperatures and winds for the period 
13 November-7 December 1997. Note that low density 
GOES winds are present in the operational (control) 
runs for both experiments. 

extremely small improvement in the ETS, primarily for 
the 0.75" rain category and a noticeable improvement to 
the BS, particularly for rainfall categories of 1" and 
above. These improvements are generally smaller than 
those for most EMC model and analysis improvements 
for operations. Addition of high-density winds (Fig. 2) 
produces very small but consistent improvements in 
temperature and wind RMS scores at both 850 and 250 
mb. Although small, these results are considered 
significant. For ETS and BS (Fig. 3), the improvements 
due the HDW are somewhat larger than for the LPW 
impact, although we note that the different time periods 
precludes a direct quantitative comparison. 

forecasts indicates that physically realistic 

Addition of the LPW (Fig. 1) results in an 

Direct comparisons of model analyses and. 

improvements are produced by the TPW, but the 
forecast impact remains small in part due to the fact 
that changes to the model thermodynamic fields can 
often by overwhelmed by errors in the analyzed wind 
fields, particularly for the divergent wind and vertical 
velocity. The results suggest that, while additional 
vertically-integrated moisture information can improve 
analyses, more substantial improvements in 
precipitation forecast skill may derive from additional 
wind and thermodynamic sounding data not detectable 
from GOES-7. In the Channels 2 (3.9 micron) and 4 IR, 
many individual lake effect snow bands are now 
detectable, that would have been indiscernible on the 
courser resolution IR imagery from GOES-7. 

Conclusions and ImDlications for Future GOES 
Reauirements: Responses from NWS forecasters send 
a clear message that digital geostationary satellite data 
have significant operational value and will remain an 
essential component of the modernized National 
Weather Service. According to one forecaster at the 
Sullivan WI Forecast Office: "There is no doubt from the 
moment that GOES-8 digital satellite imagery entered 
our operations one year ago that this is the biggest 
"home run" the NWS has ever hit in our office." 
Among the specific qualities of the GOES data 
considered most important to NWS forecasters are the 
addition of the 3.9 micron channel, and improved spatial 
and temporal resolution. 

further improvements to IR resolution on future GOES 
satellites, even more features will be discernible, 
resulting in further advances in operational utility. 
Further improvements in IR resolution to 2 km for 
example would make possible the detection of narrow 
lake effect snow bands and valley fog that still escape 
detection on GOES-8 and 9. 

Forecasters have provided several examples 
illustrating the value of rapid scan satellite imagery in 
forecast operations. With NWS forecast off ice priorities 
shifting toward smaller time and spatial scale 
phenomena and event driven forecast issuances, the 
rapid scan imagery will continue to take on increasing 
importance in the future. 

responses is the importance of a suitable work station 
to manipulate the digital satellite data. Many of the 
features of RAMSDIS were cited as critical for future 
AWIPS workstations. 

In summary, GOES-8 and 9 satellites 
represent a significant improvement over past 
generations of geostationary meteorological satellites. 
Future GOES satellite should be capable of providing 
improved spatial and temporal resolution in imager and 
sounder data. Specific requirements will be 
forthcoming in a revision of "NWS Observational 
Requirements for the Evolution of Future NOAA 
Operational Geostationary Satellites." 

There is every reason to believe that with 

One common thread among many of the 
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EPPrePMex, An Operationally Rainfall Estimation System for Mexico, 
Based on IR-GOES Imagery. 

Jorge Shchez-Sesma* 
Marc0 Antonio Sosa ChiAas 

1. INTRODUCTION 

The occurrence of tropical cyclones, tropical waves and 
mesoescale convective systems are the cause of 
considerable damage to life and properly in coastal areas 
of Mkxico. All this meteorological systems show intensive 
rainfall that produce frequent damage with floods in 
extensive areas. 

As an example, in 1988, the tropical cyclone Gilbert 
produced extended rainfall over Sierra Madre Oriental, 
that created water runoffs that, helped by step terrain 
conditions, produced extensive flash-floods with the lost of 
200 lives and properties (Rosengaus and S h c h e z - S e a ,  
1989). In order to reduce t h ~ s  damage in lives and 
properties, without incurring excessive costs, hydrologist 
require remote sensor monitoring system of rainfall fields. 

EPPrePMex System 
In 1991, M A  at Cuernavaca, Mexico initiated a 

research program aimed at providing monitoring of ramfall 
by remote sensing systems. An adaptation of the technique 
proposed by Adler and Negri, 1988, was developed for the 
continuous estimation of tropical cyclone rainfall using 
GOES-DR satellite imagery, Shchez-Sesma and Sosa 
( 1993). 

The system was tested experimentally for operational 
activities in the Mexican Weather Service Office (SMN), 
along summer season of 1992 and 1993. The values and 
fields estimated for accumulated rainfall amounts 
compared well with the measured ones by the 
meteorological network. Takmg into Bccount that the 
experimental version of the system that, working in a PC, 
was giving good results for 1992 and 1993 tropical cyclone 
rainfall, and in order to obtain a modem operational 
system, in 1994 was initiated an improvement and 
refinement of the system. 

The present paper has as goal the discussion of the theory 
and practice of the rainfall estimation, implemented in 
EPPrePMex It is a tool for real-time summer rainfall 
estimation, calibrated for the Mexican temtory. The 
system was tested in operational continuous work along 
September 1996 and finally at the end of this year the final 
version of the system was installed for operational use in 
the offices of the SMN at Tacubaya, Mexico City. 

Background 
Adler and Mack, 1984, presented and tested a one- 
dimensional model of a convective growing cloud. Later, 
and using this model, Adler and Negri, 1988, presented a 
procedure to estimate rainfall using GOES satellite 
imagery, Convective and Stratiform Technique, CST. 

A fluid and thermodynamic model that takes into account 
the evolution of convective processes, as CST does, is 
valuable. Although this model is one-dimensional, the 
calibration test over Florida area shows excellent results. 
Besides, after a comparison with other techniques in other 
areas, a generalized use has been proposed (Lyles, 1990). 

2. DATA ADAPTATION 
Georeference Models. Geostationary satellites are located 
on the equatorial plane at a distance of 37000 km from 
earth's surface, having a circular orbit around the Earth, 
with an angular velocity equal to Earth's rotation. It is 
always possible to find a point on Earth (longitude A, and 
latitude qb) on a line form Earth center to satellite. This 
situation can be appreciated in figure 1, in which the 
Cartesian coordinates system XYZ has its origin 0 on the 
center of the Earth, and the satellite Q is found on the Z- 
axis. The plane to which projection is made is XY. 
Consider point P, located on the sphere surface, on a 
meridian at d;l from plane YZ, in which &=@-A,), and 
at a latitude 1. and extending QP to intersect the XY plane 
on P'. Projections made this way are proportional to 
satellite images. 

I' 

Figure 1. Projection of a point on the XY plane. 

In general, the satellite is not always found on the 
equatorial plane, so a rotation on the X axis needs to be 
made, by an amount opposing such deviation, 4,. 
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Therefore, it is possible to determine in which pixel a 
point with given geographical coordinates is found, but of 
equal importance is the inverse process. Given the image 
coordinates (c,r) its projection onto plane X Y  can be 
calculated directly, taking into account the latitude 
deviation of the satellite. It is worth mentioning that in the 
current implementation, the flattening of the Earth as a 
revolution ellipse is considered. 

In this way, it would be possible to mount any image on a 
sphere equivalent to the Earth, as in figure 2 wluch is seen 
from a point located in the equatorial plane. 

data and GOES-IR images to estimate the top cloud 
temperature and the radiometer level corresponding at the 
radiosonde site and time of launching, respectively. Figure 
3 shows the verification process for the proposed R-?’ 
relation. In the upper part of this figure pairs of values R-T 
collected and the relation proposed were drawn. Most of 
the points show greater temperature than the 
correspondent to the linear R-T relation. 

This results shows that the proposed R-T linear expression 
indicate us the minimum temperature for a given 
radiometer value. For that reason the R-T reconmended 
linear expression could be considered valid only for tlie 
nucleus of convective storms. 

-I 

Figure 
terrestrial globe. 

2 A GOES-IR image mounted on the 

3. CONVECTIVE AND STRATIFORM TECHNIQUE, 
CST 

The CST consists in detection of convective, non 
convective and cirrus clouds and assigning to them area 
and rainfall intensity. Detection of convective clouds are 
made locating the local minimum temperature which must 
be lower than 253°K. Once a convective storm is located. 
it is considered that its rainfall intensity, Rc, is: 
Rc = RCO -RCI TC 

in which Rco and Rc1 are coefficients that calibrated by the 
authors are 74.89 and 0.266, respectively, while TC it is 
the corrected temperature, depending on relative minimum 
TMN: 

On the other hand, the area affected by this stomi, Ac, is: 

A ,  = e ( A C O  . A C I  f r )  

in which Ac, and Aco are coefficients that calibrated by 
the original authors are 15.27 and 0.465, respectively. 

hi figure 4, the vertical and horizontal cross section of a 
convective storm are shown. R, and A,  are indicating the 
rainfall intensity and horizontal area for convecti 

_._...... . . I  

r“ 

Figure 3. A verification of the radiation- 
temperature relation recommended by NOM. 

Radiation - Temperature. R-T. NOAA has proposed a 
linear relation for the top cloud temperature and the CGES 
satellite registered radiometer level. In order to check the 
validity of this proposed relation we analyzed radiosonde 

Figure 4. Vertical and cross sections of a 
convective storm. 

e storms. 
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Mesoscale storms are considered when the spot area (with 
minimum relative temperature) is greater than twice the 
area Ac of a stonn at that temperature. In this case, a grid 
of adjacent storms is assigned. 

The next step is assigning non convective ramfall, RN, (2 
mmlhr in the authors work) in the proximity of the storm, 
whose area AN is considered the zone where the 
temperature is below the average in an area of 40 Km 
around the storm. 

Finally, the rain corresponding to cold cirms is assigned, 
estimating a rainfall of RR. A pixel in the image is 
considered to be cirrus when the average temperature TP 
of the neighbors, related to the temperature T of the pixel 
in question, is: 

Tp < 0.568(T-217) 

and is considered a cold cirrus when its temperature is 30 
O K  lower than the maximum storm temperature (253 OK). 
The total area occupied by cold cirms is AR. 

4. CALIBRATION OF PARAMETERS 

The purpose of the calibration is to fmd the coefficients 
that best reflect the actual phenomenon. Adler and Negri 
found the previously presented coefficients for a specific 
zone, though it is very likely that for the Mexican (or 
another) territory, different values would yield better 
estimates. Even more, it is possible to calibrate these 
coefficients for different regions, like basins or 
geographical zones (coasts, mountains, etc.). or 
combinations. 

The rain flow in a given region (in m’h) is the sum of 
contributions of three types of rain, 

Q = RcAc + RNAN + RRAR 

where the areas AN and AR are known upon processing the 
image. In order to simplify the convective rain term fit, the 
area coefficients are considered known, so Rco and RCI are 
to be determined. For non convective and cold cirrus rains, 
the coefficients to calibrate are RN and RR, since their 
areas are already known. Therefore, the rain flow in a 
region (m3h)  can be written in terms of Rco, Rcl, RN and 
RR. 

M e r  processing an image, each pixel can be assigned 
with the type of rain: convective, non convective or cirms. 
In the first case, the temperature associated with such 
storm is also stored. After processing all images for a 
specific day, spaced an interval At, the accumulated 
volumes for that day can be expressed (on region) as: 

This volume, on the other hand, is determined from 
meteorological stations data, which consists of daily 
accumulated rainfall. But since this information is 

V = 5: (Rco SCDI + RCI SCIJ + R N  ANI + RR d R J ) A t  

punctual, accumulated volume over a region is obtained 
trough an integration with 2-D interpolations, as discussed 
in the previous chapter. From the previous equation, it is 
clear that a minimum of 4 days is required to calculate 
coefficients RCO, RCI, RN and RR for each region. However, 
if the regions are subdivided and classified, less days are 
required and the reliability of the calibration increases. 

5 .  THE E P B e P M a  SYSTEM 

All E P B e P M a  programs are available for both 
platforms, and its components were developed in ANSI 
compliant C, due to this particular language power added 
to the portability characteristics. 

E P B e P M a  handles different image file formats. 
Parameters used to calculate georeference should be 
specified in a codiguration file. During normal operation, 
small variations in georeference may be presented from 
one image to the next, so interactive georeference 
corrections were implemented. 

The storm detection process requires the relative minimum 
temperature location, which is done by a spill algorithm, 
and the spot centroid is purposed as storm center. 

EPPrePMex consists of interactive and batch programs. 
Interactive programs use is very simple, since a graphical 
user interface is provided for both platforms: MS-DOS on 
PC and Silicon Graphics workstations. Especially in 
UNIX workstations, which have a multitasking and multi- 
user operating system, net communicated and sharing 
files, it is possible to entrust one of them the performing of 
EPPrePMex routinely tasks. 

6 .  APPLICATION OF THE E P B e P M a  SYSTEM 

Accumulation is done on intensity images, generating 
accumulation images, from which different products can 
be obtained, as the images themselves, average rainfall 
and precipitated volume in regions, accumulation average 
around specific points and on a predetermined mesh. As 
most of these are net shared text files, they can feed many 
presentation programs, such as Excel, Surfer, etc. 

A B C 
Figure 5. Source images (A), pseudo images for 
rainfall intensity@) and accumulated rainfall(C). 

7. RESULTS ANALYSIS 
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We must express first that the comparison use the 
accumulated daily ramfall data reported for near 500 
climatological stations. However the reports do not cover 
in an homogeneous form the Mexican territory, and 
sometimes they are delayed to the next day. 

Also we must mention that all the results obtained in 
1992-1993 have been calculated with the parameters given 
originally with the AN-CST, Adler and Negri (1988). That 
mean that the parameters were calibrated and tested in 
Florida. The 1996 season results have been obtained with 
a calibration process that has taken into account the 
thermodynamic and the topographic influence in the 
summer rainfall over Mbxico. 

In general EPPrePMev gives an overestimation of the 
rainfall field. The average absolute error has changed from 
a 50% in 1992 to 35 % in 1996, and we expect to reduce 
this error to lower values this year. 

EPPrePMex has been applied in the Mexican Weather 
Service, in an operational way during 1996. A comparison 
could be made with ramfall caused by tropical waves. 

Rainfall was estimated during September 24,1993, when 
a tropical wave passed through Mexico. Figure 6 shows 
the estimated and calculated rainfall over Mexico. Note 
that the maximum shown in the estimated map also 
appears in the resistered map. 

W B W 4  hn * W?- h n  
- 0  

73 cs 

no3 

B 
Figure G Estimated(A) and registered(B) rainfall 

over Mexico, (3 /sep/1996). 

8. CONCLUSIONS 

An operational real-time rainfall estimation system was 
developed and tested in the SMN. The system was 
developed in C and works in PC and workstations and use 
the GOES-IR images in the different available formats. 

The EPPrePMex system covers all kind of ramfall 
produced by the summer meteorological systems. This 
system has a specific procedure for tropical cyclones that 
requires only information of position and maximum 
windspeed of the cyclones. The system has been tested in 
several tropical cyclones and tropical waves that affected 
Mexico last year. 

This system includes also a calibration procedure, that has 
been proposed and applied, and will be shown later in this 
report. 

The EPPrePMex system will give elements to improve the 
manage of the rainfall data with confirming trends and 
interpolating in areas with scarce information caused by 
few density in the meteorological network or by delays in 
the monitored data transmission. 

This kind of systems give operational complementary 
dormation of rainfall both for developed and developing 
countries. Only by joining and adding the capabilities of 
the different monitoring systems we could improve our 
knowledge of the atmosphere for meteorological and 
climatological purposes. 
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Automatic Geographical L oca Iiza tion Of Tropical Cyclones 
Using IR-GOES Imagery. 

Jorge Shchez-Sesma’ 
M a w  A. Sosa-Chiiias 

1. INTRODUCTION 

Mexico is frequently affected by Tropical Cyclones (TC). Both 
in Atlantic and Pacific Bash, TCs occur near Mexican Coasts. 
Without a dedicated weather reconnaissance aircraft in the 
eastern North Pacific, a reexamination of the accuracy of 
satellite fixes has taken place. 

The warning and preventing effectiveness depend on the quality 
of the path forecast of TC. These forecasts depend on the initial 
conditions for the period to be forecasted. Thus the initial 
conditions the center f&g is one of the most important 
variables. The use of radar, satellite, and airplanes has helped to 
improve the quality of the forecast. When the radar and 
airplanes are not available, especially for non developing 
countries, satellite represents the best medium to establish the 
best initial position on which to base the forecast. 

In order to provide better initial conditions for forecasting 
purposes that has been done in the regional and global 
meteorological centers, we have developed an automated 
procedure to locate the center of TCs. 

Background 

Chen (1985) emphasized that lack of data remains a major 
problem, part~cularly in low latitudes, for determhing the initial 
position of the tropical cyclone. Aside from the inherent errors 
in fixing due to measuring techniques and operator error, the 
better developed the tropical cyclone, the less the error. 
Bender, et a1 (1 993) has shown initial position usual error for 
TC vortex specification. They show position errors at least of 
20 or 30 km in several cases. 

It should be noted that Bender’s reported errors should be 
supported by reconnassaince aircraft flights. However, in the 
Mexican West Coast, where there is no such support, an error 
of 70 Km were estimated during the 1996 TC season (Valdks- 
Manzanilla, 1998). Errors were obtained by comparison of the 
new Mexican radar net images and NHC operational reports. 

Using imagery from polar orbiter satellites, Guard (1988) also 
found that analyst experience proved to be a significant factor 
both for internal consistency and absolute fix accuracy 
determinations. Increased nighttime drared resolution of the 
polar orbiter was a valuable asset not yet available from the 
geostationary satellites. Sheets and McAdie (1988) determined 
that the differences between polar orbiter and geostationary 
satellite positions were greater for weaker tropical cyclones. In 
addition, the polar orbiter fixes were inferior overall to those 
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obtained from the geostationary spacecraft. More frequent 
images plus use of high-resolution animation to determine 
cloud vorticity centers aided the analyst. 

Considering all that, we have developed an tested an automated 
procedure for GOES satellite fwes. This procedure was initially 
developed as a part of a rainfall estimation system for Mexico 
(discussed in another paper of this conference). 

2. PROCEDURE TO LOCATE TC’s CENTER 

To locate the circulation center (CC), which is different to the 
cloud system center (Dvorak, 1984), a set of criteria is 
proposed: 

1. 
2. 
3. 

A gross estimation of the center of convective activity 
Generate a mesh in a 200-Km square 
For each node in the mesh detect rain bands, adjusting 
spiral curves to fit rain bands using minimization of cloud 
top temperature 

Select the minimUm, where the rain bands converge to a 
circle whose center is the CC 

4. Propose a and detect rain bands 
5 .  

Figure 1. Rotation to CC normal 

Extensive meteorological systems are detected using a 
spill algorithm, in which adjacent pixels (with radiation 
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level higher than a given value) are considered as part of 
a meteorological system. Small systems are discarded. 
On each system, the (radiation level) weighted average, 
in both directions, is used as center for a mesh with 25 
Km between nodes. 

Each node is proposed as a CC, so rain bands axe detected and 
the mean of the 10 least ATS (average temperature for spirals) 
values is calculated. Using this value in each node, a minimum 
is proposed with a 2-D interpolation. Finally, the one with the 
lowest temperature parameter is chosen. 

Spiral rain bands detection requires two consecutive coordinate 
transfonnations. First, a rotation in order to obtain GOES 
images normal to the proposed CC (figure 1). A second 
coordinate transformation is done, in order to locate each point 
with radius and spiral angular coordinate (figure 2). In this 
transformation, spirals must be tangent to the radius where 
maximum wind speed (RMW) occurs, so eccentric exponential 
spirals are used. 

Figure 2. Spiral coordinates 

Figure 3. Evaluation of AST (spiral bands are exaggerated 
for illustration purposes) 

A dimensional relation proposed by Shchez-Sesma et a1 
(1988), based on Graham and Nunn (1959), gives the 
evaluation of RMW. 
Rain bands detection consists in an evaluation of the AST, with 
a selection of the minimurn relative values of the spiral band 
temperature, typically on 4 degrees bands (figure 3). The 
minimum relative is taken into account if its value is at least 6 
Celsius degrees below the moving average. The angular 
parameter of the modified exponential spiral is assigned with a 
minimization process for the mean of the 10 least AST values. 
Such angle is restricted to a 10" to 20" range. Radiation level 
threshold for meteorological systems, angular width of spiral 
bands, node separation are configured at run time. 

3.  CONCLUSIONS 

Geostationary satellite images provide continous and reliable 
source of TC position. Besides, a joint analysis of the fixed 
positions along time could help to reduce uncertainty not only 
in position but in the TC movement. 

It is necessary to improve the accuracy and reliability of TC 
position. That will improve path and intensity TC forecast. 

The forecaster should be aware of the strengths and weaknesses 
of remote sensing to make his best determination of where the 
tropical cyclone was and is now. 
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P3.55A A NEW ADVANCED DIGITAL SIGNAL PROCESSING RECEIVER FOR RECEPTION OF 
METEOROLOGICAL AND HYDROLOGICAL DATA 

John N. Thompson* 
Signal Engineering, Inc. for Handar, Inc., San Diego, California USA 

1. INTRODUCTION 

The retrieval of Meteorological and 
Hydrological Data from remote sensors referred to as 
Data Collection Platforms (DCP) is made possible by a 
variety of communications methods. These include 
telecommunications methods using modems and 
standard phone lines or radio links and satellites. 
Satellite based Data Collection Systems (DCS) such as 
GOES, METEOSAT, GMS, etc., provide a central data 
collection site from which users can retrieve their data 
using dial-up phone lines and their own modems. This 
is often not a reliable method and some what costly 
when the user is calling the Data Collection Site from an 
international location rather than domestically. These 
satellite systems provide the means of retrieving the 
data directly off the satellite since the downlink signal is 
broadcast to all locations within view of the satellite. 
Providing ones own downlink site, however, could itself 
be expensive especially if the user needs to collect data 
from a number of satellite frequency channels. Older 
systems required individual receivers for each channel 
which quickly increases the price of owning ones own 
receive site. 

A new advanced Digital Signal Processing 
Receiver developed by Handar Corporation and Signal 
Engineering, Inc. in the United States, provides a lower 
cost system than previously available. The product 
referred to as the DRGS-2000 is capable of receiving 
three channels simultaneously while also tracking a 
satellite beacon signal. The receiver is based on Digital 
Signal Processing techniques which provide the very 
highest performance possible while eliminating 
maintenance operations such as periodic adjustments. 
The received data is passed on to a computer PC for 
further data processing along with pertinent message 
parameters such as Time-of-Receipt and quality 
measures on the transmission allowing the user's DCS 
network manager to monitor the health and 
performance of the remote data collection site 
transmitters. The PC, of course, can be a part of a 
Local Area Network (LAN) for distributing data to other 
users. A most noticeable attribute of the DRGS-2000 
indoor receive equipment is its small size which is 
equivalent to a standard desktop modem for those 
users who wish to install the receiver near their data 
processing computer. 

Corresponding author address: John N. Thompson, 
Signal Engineering, Inc., 6370 Lusk Blvd., Suite F206, 
San Diego, California 921 21, USA; 
e-mail: jthompson @sigeng.com 

This system is currently operating in South 
American countries using the GOES DCS system 
eliminating the need to retrieve their data from the 
U.S.A. based central data collection site. It is also 
installed in the United States for users who must 
retrieve their data by more than one method to support 
critical Emergency Weather Broadcasts and Weather 
Disaster Management Teams. 

2. SYSTEM OVERVIEW OF DRGS-2000 

Figure 1 shows a typical installation of the 
DRGS. The downlink signal is first received by the 
DRGS Antenna and then amplified, filtered and 
downconverted to an IF frequency signal which is 
processed by the Receiver/Demodulator. Demodulated 
data from the Receiver/Demodulator is sent to the 
terminal host processor which distributes the DCP data 
for end user consumption. 

Figure 1 

The Receiver/Demodulator has the 
responsibility of acquiring burst messages on one or 
more of the domestic or international channels 
supported by the satellite system. Messages can 
originate from multiple transmitters requiring the 
Receiver/Demodulator to detect signals with uncertainty 
in their carrier frequency, bit timing, power level, and 
start of transmission time. The DRGS-2000 
Receiver/Demodulator uses an advanced DSP which 
can accommodate these uncertainties digitally rather 
than by analog methods used in the past. 

Figure 2 is a functional block diagram of the 
Receiver/Demodulator. The RF Input signal received 
from the Downconverter located at the antenna is first 
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split into two signals. One is routed to the back panel 
(Auxiliary Output) as a convenient port for attaching test 
equipment such as a spectrum analyzer or other types 
of receivers such as WEFAX or GVAR receivers. The 
second signal is amplified, filtered and downconverted 
to a lower Intermediate Frequency (IF) which is digitally 
sampled by a high speed high resolution Analog-To- 
Digital (AID) converter. The sampling is sufficient to 
capture the entire transponder DCP downlink. This 
sampled data is distributed on a dedicated data bus to 
the Digital Signal Processor (DSP). The DSP 
demodulator processes four channels simultaneously. 
One channel is dedicated to tracking the "Pilot Tone" 
while the other channels are available for demodulating 
up to three satellite DCP channels. 

Search Range 
Acquisition Time 

Channel Tuning 

Channel acquisition 
frequency 
uncertainty 
Time to acquire 
preamble 

FA(*IT 
PANEL 
LED. 

f 10 KHz 
Less than 5 minutes 
Easily modified for other 
satellite systems 

GOES Domestic: 
1-199; 1.5 KHz spacing 

International: 

f 500 Hz after pilot tone 
acquired 

~0.5 seconds with ~ 9 9 %  
probability for C/No = 30 dB-Hz 

1-33; 3KHz spacing 

Figure 2: ReceiverDemodulator functional block 
diagram 

The DRGS-2000 uses Fast Fourier Transforms 
and advanced Digital Signal Processing techniques to 
acquire any signal transmitted on any of its three 
assigned channels simultaneously. The demodulated 
data is packetited for transmission to the external host 
processor (typically a PC) along with quality 
measurements made by the demodulator on each 
received signal. Each packet contains the DCP user 
ID, the demodulator's ID and a Time Stamp indicating 
when each message was received. Quality 
measurements on the received signal include: 

An estimate of the uplink power (EIRP) from 
the DCP transmitter based on the received 
beacon signal which is kept regulated in 
power and frequency by the satellite 
administrators. 
The channel center frequency accuracy also 
based on the pilot tone as a reference. 
A measure of the accuracy of the modulation 
index. 
An indication of detected bit errors. 

The DRGS is controlled and configured using a 
simple man-machine interface running on the same PC 
which receives the demodulated data messages. The 
user can also retrieve built-in-test status and 
configuration information from the receiver and set the 
receiver's internal time clock using the PC. The 
receiver provides continuous pilot tone signal strength 
information which can be used to assist the installation 
crews in aligning the antenna and feed horn. 

As a benchmark, a single DRGS-2000 receiver 
is capable of retrieving data from 540 DCP sites 
assuming all DCPs have a 3 hour reporting period and 
a 1 minute reporting time slot. 

Table 1 lists key performance parameters of 
the DRGS-2000. 

Table 1 : SPECIFICATIONS 
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P3.60B New Satellite Products and Services for National Weather Service Operations 
Ron Gird * 

Jim Gurka 
Stephen Lord 

National Weather Service, Washington DC 

1. lNTRODUCTlON 

The use of real-time, digital satellite data from 
geostationary and polar weather satellites is increasing 
rapidly in the forecast off ices and national centers within 
the National Weather Service (NWS). Priorities for 
satellite data for improving weather forecasts are direct 
tropospheric wind measurements, temperature and 
moisture profiles , and surface characterization. Advanced 
and more accurate radiative transfer models are enabling 
optimal use of polar and geostationary satellite data. 

The NWS continues to improve the handling of 
satellite data in numerical weather prediction models by 
using satellite data closer to its original form. 
Improvements in data assimilation techniques have 
reduced the amount time needed to prepare the data for 
numerical model operations. Direct radiances from polar 
weather satellites are improving the accuracy of forecast 
models. Several Observing System Simulation 
Experiments (OSSE) are in progress to quantify the 
expected improvements to weather forecasts by using 
new digital polar satellite data products. OSSE represent 
a systematic approach to evaluate all observing 
technologies and their impacts to numerical weather 
prediction models. 

The NWS is starting its second year in conducting an 
organization wide assessment of new products and 
services from the Geostationary Operational 
Environmental Satellites (GOES). The NWS GOES 
Assessment Program (GAP) is described by Gurka et.al. 
(1996). The goals of the GAP are 1) to assess the 
usefulness of GOES digital data in numerical weather 
prediction, 2) assess the usefulness of GOES digital data 
in local field forecasting operations, and 3) provide 
benchmarks, based on operational experience, for use in 
satellite requirements for new observing systems in 
geostationary orbit. Achieving these goals requires the 
NWS to educate the operational forecasters on how to 
use and integrate these new GOES products and services 
into daily forecast products and warnings issued to NWS 
customers. The National Environmental Satellite, Data 
and Information Service (NESDIS) supports the GAP by 
providing several offices to participate in specific GOES 
product assessment activities and provide for the 
transition of experimental products into NWS and NESDIS 
operations. 

* Ron Gird, National Weather Service, 
1325 East-West Highway 
Silver Spring, Md. 2091 0 

Initial NWS GOES assessment results were first 
reported in 1997 (Gird et. al. 1997). A summary of 
assessment results includes 1) new infrared fog product 
helps forecasters eliminate “Sunrise Specials” after the 
first visible picture of the day, 2) the use of GOES-Imager 
data and WSR-88D data improves the forecasting of 
Lake-Effect snow events, and 3) the GOES-Imager 
provides important useful information on clouds above 
12,000 ft. and can be integrated with data from automated 
surface observing technologies. 

Assessment results will play an important role in 
providing input for determining an effective display of the 
GOES-8/9 data on new workstations, the impact of new 
products and services on local forecast products, satellite 
training requirements and NWS science requirements for 
the next generation of GOES spacecraft and instruments. 
The NWS modernization technologies consists of new 
doppler radars, automated surface observing equipment 
and new hydrometeorological display workstations. 
These new generation workstations will merge different 
data sets and provide the meteorologist with integrated 
displays. This will reduce the time for local processing by 
a meteorologist, enabling them to focus more on analysis 
and forecasting duties. 

2 NATIONAL CENTERS 

The National Center for Environmental Prediction 
(NCEP) GOES assessment activities for 1997 are 
focused at the Environmental Modeling Center (EMC), the 
Tropical Prediction Center (TPC), and the Aviation 
Weather Center (AWC). The assessment activities will 
integrate accurate, reliable GOES-Sounder data into the 
NCEP suite of Numerical Weather Prediction (NWP) 
models on several scales. This is the first time satellite 
data will be introduced into NCEP operational models with 
very high temporal frequencies. 

The EMC has implemented the 3-layer Precipitable 
Water (PW) product from the GOES-8/9 Sounders into the 
regional ETA model. Data are used over both land and 
ocean from both geostationary satellites. The PW added 
value to the ETA model by drying out areas where GOES 
indicated low amounts of PW. This data keeps the model 
from over forecasting areas of precipitation. Considerable 
effort has gone into constructing the necessary 
infrastructure for direct use of GOES radiances, including 
incorporation of an advanced, more flexible and accurate 
radiative transfer code. In October 1997, EMC began to 
evaluate the GOES Sounder radiances for use in NCEP’s 
global data assimilation system and replacing the PW 
product in the regional system. This is a significant 
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change to EMC's method for integrating satellite sounding 
data into their NWP operations. Satellite data has now 
been introduced in the form of cloud-cleared radiances 
instead of the traditional "radiosonde-type'' format. This 
change is expected to result in substantial improvements 
to NCEP global forecasts in both the Northern and 
Southern Hemispheres. A lengthy evaluation of high- 
density winds (Nieman et. al. 1997) from the GOES has 
resulted in several improvements to the regional models, 
which include winds derived from the Infrared (IR) and 
Visible Imager channels and from water vapor channels 
on both the Imager and Sounder. 

Implementation and evaluation of the high density 
winds data sets is currently in progress. The high 
density winds will provide as much as eight times the 
number of winds over the previous low density winds data 
sets. In 1996, initial studies using the data sets from the 
1995 hurricane season, when the Humberto, Iris, Karen, 
and Luis hurricanes were well developed in the Atlantic 
Ocean, indicated mostly neutral results. Positive results 
were reported for the first 12 hour forecasting period. 
Further studies relaxed the criterion for inclusion into the 
models.. The NESDIS started routine production of the 
high density winds on September 15, 1997. After an initial 
evaluation of the operational product, the EMC has been 
using these data in their global models since October 
1997. These high density winds data sets continue to be 
evaluated by NWS meteorologists, updated results will 
presented at future professional forums. The winds are 
being produced at the synoptic times. In the future, 
NESDIS will produce these high density winds products 
at hourly frequencies. NESDIS plans to produce 
operational the high density winds from the Sounder water 
vapor channels and the Imager visible channel for the 
1998 hurricane season. Once all the high density winds 
are available to the models, the hurricane track forecasts 
are expected to significantly improve. 

The TPC continues to use the high density winds 
subjectively as additional information in its hurricane 
forecasting operations. The Imager visible channel winds 
product continues to play an important role in helping TPC 
identify when the models do not initialize low level 
circulations completely, mislocating them or not identifying 
a circulation. The TPC has created analysis charts that 
include conventional surface observations and cloud 
winds below 800MB. This product helps the tropical and 
marine forecasters in their separate areas of 
responsibility, one to support the hurricane operation and 
the other to produce forecasts for the marine community. 

A preliminary assessment, by the AWC, of GOES 
data availability for aviation weather operations concluded 
there were too many data outage periods during the year. 
This is caused by increased spacecraft maintenance 
operations necessary with a 3-axis stabilized spacecraft. 
The spacecraft has a longer spring and fall eclipse 
season during which no data is available around local 
midnight. This is necessary to protect the instruments 
from sunlight entering into the optics. Last year, the 

AWC developed the capability to composite satellite data 
over the northern hemisphere during eclipse and other 
satellite outages. This new capability uses GOES-EAST, 
GOES-WEST, METEOSAT and Geostationary 
Meteorological Satellite (GMS) data to create hemispheric 
maps covering the United States and both the Atlantic and 
Pacific Oceans. This is possible because of the overlap 
between satellites, and remapping the data into a 
standard projection (14 km global Mercator data set). In 
1997 AWC expanded this technique to include real time, 
4 km northern hemisphere infrared and water vapor data. 
This capability provides continuous satellite coverage on 
all displays in the forecaster's work areas, providing 
products and satellite animations for the forecaster and 
the distribution of Marine Facsimile GOES Products to the 
marine user community. This provides continual satellite 
coverage everywhere except for a small sector in the Gulf 
of Alaska. This year this capability was added to the 
NESDIS RAMSDIS Begional and Mesoscale 
Meteorology Advanced meteorological Satellite 
- Demonstrations and Interpretation System) server. The 
compositing of satellite data, to make up for data missing 
from one satellite for an extended period, has led to the 
requirement for future GOES satellites to be able to 
operate during the eclipse periods. 

3. NWS FIELD FORECAST OFFICES 

The NWS modernization program includes additional 
new technologies including the Automated Surface 
Observing System (ASOS), WSR-88D Doppler Radar, 
and the Advanced Weather Interactive Processing 
System (AWIPS) at NWS field forecast offices nation- 
wide. New forecasting tools include merging satellite data 
with data from these other modernization technologies. 
Improvements to local forecasting products and services 
will be accomplished, in part, when these new integrated 
data sets are routinely displayed on AWIPS workstations. 
Since the fall of 1994 the NWS has conducted a "Lake- 
EffectI'Snow Study around the Great Lakes region. The 
purpose of the study was to provide a preliminary 
evaluation of newly emerging NWS forecasting 
technologies and capabilities applied to improving the 
detection and forecasting of mesoscale snow storms in 
the Great Lakes region. Initial results concluded that the 
GOES data is one of the most effective tools for the short 
range forecasting of the Lake-Effect snow storm (OM 
Draft Report 1997). 

The preliminary system validation of GOES data 
using AWIPS workstations has been very positive. The 
new features noticed most by operational forecasters are 
the improved timeliness of the data at the local 
workstation, the ability to change color enhancement 
tables to fit specific weather conditions, and the lkm 
visible loops at 15-minute increments. More AWIPS 
deployments are anticipated during the next several 
years. Increasing the number of forecast offices with this 
new AWIPS capability will produce improvements to NWS 
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forecasts and warnings. 

3.1 ASOS Satellite Cloud Product (SCP) 

The GOES Satellite Cloud Product (SCP) is a superb 
example of how one technology can be used to 
complement another in the modernized NWS. The SCP 
provides an estimate of cloud amount, cloud top heights 
and cloud transparency above 12,000 feet - the limit of 
the ASOS. It is the first operational product generated 24 
hours a day from both United States' GOES Sounders 
orbiting 22,500 miles above the Earth. The NWS, The 
Weather Channel and several private meteorological 
companies use the 5CP data to provide reliable cloud 
information for a variety of public products, forecast 
guidance, and aviation uses. 

NWS field forecast offices combine the SCP with 
ASOS data into their highly popular State Weather 
Roundups disseminated hourly to the media and the 
private sector companies throughout the Nation. NWS's 
Techniques Development Laboratory continues to use the 
data for both verification and development of their Model 
Output Statistics (MOS) and local AWlPS MOS Programs. 
Public and private sector meteorologists use the SCP 
data to determine mid- and high-level cloud 
distribution/heights for aviation applications. Finally, 
NESDIS's National Climatic Data Center has been 
integrating the SCP data into their Local Climatological 
Data Bases since the early 1990's. 

Under the direction of the NWS Office of Meteorology 
(OM), production of hourly SCPs nearly quadrupled to 
approximately 800 nationwide during the first months of 
1997. OM'S end-to-end quality control of SCP, from 
generation to delivery, was instrumental in isolating and 
resolving problems which had affected the data reliability 
in 1996. By year's end, delivery of nearly 20,000 SCP 
reports, flowed daily from the satellite to a cadre of users 
typically within 10-20 minutes after each scan was 
completed, with a performance reliability above 95%. 

Assessments during the 96/97 Winter Season from 
numerous NWS forecast offices was essential in 
identifying two SCP science problems. Many instances of 
spurious (false) clouds were reported in the SCP during 
periods of strong low level temperature inversions and 
snow cover. Specific cases were quickly relayed to 
NESDIS for their validation and ultimately led to SCP 
science refinements. Improvements to the SCP product 
are expected to increase product reliability during future 
winter seasons. 

3.2 Satellite Precipitation Estimates ISPE) 

The Satellite Precipitation Estimates (SPE), products 
produced by NESDIS's Satellite Analysis Branch (SAB), 
provide critical hydrometeorological information to NWS 
meteorologists. They are particularly valuable since they 
complement WSR-88D estimates and gauge rainfall 
observations. SPEs help to mitigate WSR-88D limitations 

in several areas: incomplete coverage, range 
degradation, beam blockage, and bright banding. Another 
important use of the SPE product is to provide information 
outside the range of the WSR-88D radars. SPEs provide 
the only "measure" of off-shore rainfall estimates. 

Trends in the accuracy of SPEs from the GOES-8/9 
have generally been indeterminate. The SAB-SPE 
verification program have yielded the following results: 
Summer 1995 Correlation of 0.45 

Bias of - 1.86" 
RMSE of 2.58" for events > 5" 

Summer 1996 Correlation of 0.42 
Bias of - 1.74" 
RMSE of 2.9" for events > 5" 

Jan-May 1997 Correlation of 0.72 
Bias of - 0.00 
RMSE of 1.4" for events > 2" 

During the '96-'97 Winter, the OM-led GAP resulted 
in excellent feedback from NWS field offices on the value 
of the SPEs. Examples follow: 

"Kudos to Satellite Branch (SAB) ... the SPE products 
are very useful ... especially during the wee hours when 
spotters (most of them anyway!) are sleeping. Keep them 
coming." (Lake Effect Snow Event: November 12,1996, 
State Forecast Discussion, NWSFO Buffalo, NY). 

'Kudos to SAB for their performance during this 
week's event! ... l counted 12 SPEs issued from December 
9th at 09302 to December 1 l th  at 10302. Most had good 
detailed observed precipitation rates. .." 
(December 12, 1996, E-Mail, NWSFO Sacramento, CA). 

"Most here, including the California/ Nevada River 
Forecast Center, see more future potential in this data in 
the complex terrain of the west than in the precipitation 
products from the WSR-88D." (February 13, 1997, 
E-Mail, NWSFO Sacramento, CA). 

Additional feedback from NWSFO Sacramento, CA., 
on SPEs issued during a West Coast large-scale heavy 
rain event in late January 1997, led NWS/OM to request 
NESDIS initiate an orographic correction to their SPE 
product. NESDIS plans to implement this major 
enhancement within a year. 

3.3 Auto-Estimator Product 

Work is underway on the development and validation 
of a national GOES Imager based SPE product. Progress 
on the Auto-Estimator is a result of the sustained efforts 
of a cadre of NWS's OM, Office of Hydrology, NCEP, and 
NESDIS scientists. 

Current research is focused towards providing the 
operational meteorologist with an automatic, national, 
gridded 4km resolution SPE every 30 minutes, 24 hours- 
a-day. The algorithms utilized to generate these 
estimates will cover a full spectrum of phenomena 
including cold top, warm top, winter storms, tropical 
storms, and lake-effect snow events. 
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Furthermore, the NWS plans to integrate the Auto 
Estimator Product into a multi-sensor (Le., gauge and 
radar networks) precipitation analyses. This fully 
integrated multi-sensor precipitation analyses will serve 
as the ground validation utilized to establish a national 
end-to-end Quantitative Precipitation Forecasting 
Verification Program. 

4. THE GOES ASSESSMENT PROGRAM 

On April 9, 1997, Dr. Susan Zevin, NWS Deputy 
Assistant Administrator for Operations, and Gregory 
Withee, NESDIS Deputy Assistant Administrator, signed 
the "NOAA GOES-8/9 Assessment Plan". This plan 
outlines the methods and procedures that operational and 
research offices within NWS and NESDIS will follow to 
determine the quality, utility and reliability of GOES-8/9 
products and services. The assessment plan defines the 
responsibilities of the participating NWS and NESDIS 
offices both in terms of conducting the assessment and 
the reporting of results. Besides hard copy, the 
assessment plan can be accessed via the Internet 
through the Satellite Program section of the NWS Office 
of Meteorology Home Page. 

For a second year assessment results were 
presented at an annual meeting held November 6-7 at 
NWS Headquarters in Silver Spring, MD. The meeting 
highlighted the significant accomplishments that occurred 
at the national centers and the local forecast offices. The 
major assessment results centered around the PW 
products from the GOES-819 Sounders and the 
High-Density Winds from the GOES-8/9 Imagers and 
Sounders; received operationally at NCEP. 

The major assessment focus at NWS forecast offices 
was evaluating the new sources of GOES data, 
Particularly via the Internet. The NESDIS Forecast 
Products Development Team has made a wealth of 
GOES-8/9 products, especially Derived Product Imagery 
(DPI), available on their Internet site in near real time. 
Some of the more frequently used products in daily 
operations include: temperature and moisture retrievals, 
fog product, aviation products, Convective Available 
Potential Energy (CAPE) product and WINDEX, an index 
to determine the potential for micro burst winds. 

5. SUMMARY 

Polar and Geostationary weather satellites are 
extremely important observing tools in the NWS 
forecasting process. To date, NWS forecasters in local 
forecast off ices have used geostationary satellite data 
almost exclusively because of their ability to detect and 
monitor severe weather events. Numerical Prediction 
meteorologists have relied heavily on polar weather 
satellites because of their global coverage. The NWS 
GAP at both the national processing centers level and the 
local forecast office level is producing several positive 
benefits using new data and products from the GOES 

satellites. These new products are having a positive 
impact upon local forecasting operations, improving local 
daily forecasts and global numerical weather prediction 
models. The data supporting weather forecasts will 
come from a combination of polar and geostationary 
weather satellites. As more NWS meteorologists gain 
access to these new products, the NWS anticipates even 
greater improvements to their forecasting operations and 
ultimately passing these benefits on to the American 
taxpayer. 
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P3.61A BISPECTRAL SATELLITE TECHNIQUE FOR DELINEATING INTENSE CONVECTION: 
APPLICATIONS TO TROPICAL CYCLONES 

Christopher S. Velden* and Timothy L. Olander 
University of Wisconsin - Cooperative Institute for Meteorological Satellite Studies 

1. INTRODUCTION 

A bispectral technique is being developed that 
shows promise in delineating vigorous, active 
convection from other upper-level cloud debris. 
Simultaneous observations in the infrared window 
(IR) and water vapor (WV) absorption channels from 
geostationary satellites reveals unique signatures in 
active convection which can not be explained by 
calibration fluctuations or cloud microphysics. This 
delineation is desirable in tropical cyclone (TC) 
applications and studies since it is the diabatic 
processes associated with intense eyewall 
convection that play a key role in the TC intensity 
modulation. 

The method involves the direct differencing of the 
IR and WV channels. In regions under conditions of 
clear sky, low cloudiness or high semi-transparent 
cloudiness, collocated brightness temperature (BT) 
differences show the IR as warmer due to the 
respective radiative properties at those two 
wavelengths (IR - 11 micron and WV - 6.7 micron). 
In regions of thick, opaque upper-level cloudiness, 
the BT difference becomes nearly zero. However, in 
areas of deep, active convection the WV radiances 
can be warmer than the collocated IR due to the 
presence of stratospheric water vapor above cloud 
top which re-emits absorbed radiation at warmer 
stratospheric temperatures (Schmetz et at. 1997). 
The warm (WV) BT differences are greatest for cloud 
tops at or slightly above the tropopause 
(overshooting tops). In TCs, this basically 
characterizes the active and vigorous eyewall 
convection, which has been shown to bulge the 
tropopause upward with some ,stratospheric 
penetration (Black 1983) 

This paper introduces the application of the 
bispectral satellite technique to studies of tropical 
cyclones. An example of the technique applied to 
Hurricane Linda (1997) is presented, and the use of 
this method as a potential indicator/predictor of 
intensity is discussed. 

Corresponding aufhor address: Christopher Velden, 
Univ. of Wisconsin-SSEC, 1225 West Dayton St., 
Madison, WI 53706; chrisv@ssec.wisc.edu. 

2. EXAMPLE: HURRICANE LINDA (1997) 

Hurricane Linda was the most intense eastern 
Pacific TC ever observed using satellite-based 
intensity estimation techniques. Linda was near her 
peak estimated intensity of 902 hPa on September 
IZth, 1997. The IR satellite image from GOES-9 is 
shown in Fig. I (top). The image shown is enhanced 
with the standard Dvorak IR curve. At this time the 
storm is characterized by a ring of very cold cloud 
tops (white). The IRWV difference field is shown in 
the bottom of Fig. I. Here, gray pixels indicate WV 
radiances slightly warmer than collocated IR on the 
order of 1-2 degrees BT, while darker shades 
indicate greater differences (3-5 degrees). 

It is hypothesized (based on idealized radiative 
transfer simulations by Schmetz et al., 1997) that the 
warmer WV radiances are showing the precise 
location of vigorous eyewall convection within the 
general central dense overcast indicated by the IR 
alone. Outer band convection is also evident, as is 
the relatively clear spot in the eye. An east-west 
section through the eye indicating the radiative 
responses of each respective channel is shown in 
Fig. 2. The change of sign (warmerlcolder) between 
the IR and WV responses is quite evident in the 
eyewall region. 

3. POTENTIAL APPLICATIONS 

From a qualitative standpoint, this difference 
parameter could be used as an indicator of TC 
organization. Other cases examined indicate that this 
method can delineate rainband structure and 
formation of eyewall characteristics that are often not 
as readily apparent in the IR alone due to 
obscuration by inactive cirrus debris. In addition, this 
technique could be used in some situations as a tool 
to locate the TC center (eye). Often, in nighttime 
situations when visible imagery is not available, the 
storm center becomes difficult to locate in the IR due 
to high cloud overcast. 

Quantitatively, we aim to look carefully at the 
IRNVV pixel difference trends in relation to TC 
intensity. Assuming a relationship exists between the 
magnitude of active eyewall convection and TC 
intensity (with possible short time lags), the 
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Figure 1 GOES-9 image of east Pacific Hurricane Linda on 12 September, 1997. Top: Enhanced IR (Dvorak 
Curve), Bottom: IR minus WV difference image. Gray shades indicate warmer WV pixels (range is 1-5 degrees). 
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Figure 2. West-to-east line segments of GOES-9 IR and WV channel brightness temperatures through the center of 
Hurricane Linda. Note the WV radiances become warmer than the IR radiances in the eyewall region. Temperature 
is in degrees Kelvin. 

difference parameter may provide an additional piece 
of information that could be used in objective 
intensity estimation schemes (Velden et al., 19B8). 
An example is shown in Fig. 3 for Hurricane Opal in 
1995. Opal was a rapid deepener and Dvorak 
classifications (IR-based) did not capture the rapid 
intensification adequately. Fig. 3 shows that the 
number of warmer WV vs. IR pixels increases 
dramatically coincident with the rapid pressure fall in 
Opal. In fact, there is an indication that the difference 
curve leads the intensity drop by 3-6 hours. This 
makes physical sense in that the conversion of latent 
heat (eyewall convection) into kinetic energy driving 
the secondary circulations (eye subsidence) and 
hydrostatic adjustments (lower pressure) could 
operate over these time lags. More cases will be 
investigated to further examine this parameter as a 
potential TC intensity predictor. 

4. SUMMARY 

A simple bispectral technique is applied to tropical 
cyclones. The technique is based on the brightness 
temperature differences between IR and WV 
channels in deep convection. Due to stratospheric 
moisture above convective cloud tops at or above the 
tropopause, WV Pixels radiate at slightly warmer 
temperatures than the IR counterparts. This 
signature appears only in active convection 
situations, and could provide a tool for delineating 
deep convection from inactive cloud and/or cirrus 
debris. The technique has potential for applications 
to objective precipitation estimation techniques, as 
well as tropical Cyclone intensity analysis and short- 
term prediction. 
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Figure 3. Plot of the intensity curve for Atlantic Hurricane Opal (1995) from 2-5 October (solid black) and the bin 
count which represents the number of warm WV brightness temperatures relative to collocated IR in the eyewall 
region (all pixels within 1 degree radius from storm center) from 3-5 October. Note the dramatic trends in warmer 
WV pixels just preceding the rapid intensity changes. 
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2, Description of the Technique 
1. Introduction 

There exists a need for rapid updates of land and 
ocean-based precipitation over large spatial 
domains within the atmospheric, oceanographic, 
and hydrologic communities. Within global 
numerical weather prediction models, rainrate 
data can be assimilated via physical initialization 
techniques. While presenting their own 
difficulties, satellite observations overcome 
many of the difficulties encountered in obtaining 
observations over the data-scarce oceans, The 
three current microwave-based Special Sensor 
Microwave Imagers (SSWI) provide global 
coverage of rainfall from a polar-orbiting 
perspective. Conversely, operational 
geostationary imagers such as the Geostationary 
Operational Earth Satellites (GOES) provide 
rapid (hourly or less) updates in the longwave 
infrared (IR) spectrum, which for optically thick 
clouds senses the emitted radiation from the 
upper cloud regions. This technique attempts to 
statistically fuse these two types of disjoint 
satellite data together in a realtime fashion for 
retrieval of rainrate and accumulations at the 
geostationary update cycle. The central idea 
behind this technique is a probability matching 
that is performed between the SSM/I rainrates 
and the geostationary imager IR brightness 
temperatures, and which is dynamically updated 
as new SSWI data arrive in near realtime at 
NRL Monterey. The technique works with any 
of the four current operational geostationary 
imagers (GOES-8, GOES-9, GMS-5 and 
Meteosat-6). 

The constantly evolving characteristics of 
precipitation and its relation to any satellite 
observations require that any statistical tuning or 
calibration to infrared brightness temperatures be 
constantly ongoing and non-static; the rain 
evolution must be followed. With the failure of 
DMSP F- 10 in November 1997, there are now 
three operational SSWI's orbiting now (F- 1 1, 
13, 14). With this SSM/I abundance, it is 
possible to collect a large database of co-located 
(in space and time) geostationary IR and SSM/I 
pixels from past overpasses of the SSWI. These 
resultant data provide the necessary information 
to statistically connect geostationary infrared 
temperatures to SSM/I-derived rainrates in a 
realtime, operational fashion. 

The central idea behind the technique is a 
probability-matched relationship that is derived 
between the histograms of the IR brightness 
temperatures and the SSWI-derived rainrates. 
The idea for the technique draws upon the 
probability matching methods that have been 
developed for area-time averages of radar-based 
rainfall (Crosson et. a], 1996; Atlas et. al, 1990). 
Since the useful field of view of a geostationary 
satellite extends 50-60 degrees on any side of 
satellite subpoint, any useful statistical technique 
must accomodate the presence of many distinct 
rain systems with different characteristics, each 
in their own state of evolution. This is 
accomplished by subdividing the overall region 
interest (in this example, the tropical and eastern 
Pacific Ocean) into smaller 15-20 degree 
subregions, and performing probability 
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matching for the coincident SSM/I and GOES-9 
data that fall within each subregion. Using 
inverse distance weighting of nearby subregions, 
discontinuities are eliminated when compositing 
the overall rainrate image from these subregions. 

Background process 

While the geostationary data are being ingested 
and post-processed in realtime, the underlying 
statistical relationships between the 
geostationary IR brightness temperatures and the 
SSWI-derived rainrates are constantly being 
updated in a background process with newly 
arrived SSWI data. This background process is 
started when an SSWI orbit intersects a region 
defined by a rectangular map projection 50 
degrees on either side of the geostationary 
satellite subpoint (a 100 degree box). It first 
locates the geostationary pass within the past 30 
minutes, and then registers each of these data 
onto the common rectangular map projection. 
The geostationary IR brightness temperatures are 
averaged to the resolution of the SSM/I data 
sampling (about 25 km) prior to the 
coregistration step. For each of the coincident 
geostationary-SSWI passes, all pixels with zero 
or greater SSM/I rainrate then written out to a 
datafile containing the corresponding IR 
brightness temperatures, the pixel latitude and 
longitude, and the surface type. These files are 
stored in separate directories for each of the four 
geostationary sensors, and the most recent 48 
hours of these statistics are merged and kept 
current as new SSM/I data arrive. The file 
header contains the date and time of these 
coincident IR-rainrate statistics for fast sorting. 

SSWI data arrive within two hours of orbit 
completion time and are provided via the Navy 
Fleet Numerical Meteorology and Oceanography 
Center (FNMOC), adjacent to NRL Monterey. 
Currently, the operational Navy (NESDIS) 
algorithm (Ferraro et. al, 1994) is used, which 
has a separate algorithm for land and ocean as 
well as a scattering- and emission-based ocean 
component (the emission component captures 
the rainrates less than 2 m m h ) .  For the over- 
land rain, the SSM/I best captures convective- 
type rain over land where there is significant ice 
scattering. Hence this characteristic is reflected 
in the probability matching for over-land 
regions. 

Foreground process 

When a new geostationary pass is ingested and 
post-processed, the most recent coincident 
statistics file (from the background process) is 
located and the pixels that fall within the domain 
of interest are extracted from it. Typically, with 
three SSM/I's, looking back 24 hours in the past 
provides anywhere from 15000 points for a 20 
degree subregion centered at latitudes above 40 
degrees, to 1500 points for a 20 degree 
subregion centered near the equator. The orbital 
characteristics of the SSM/I leave the well- 
known diamond-shaped gaps near the equator, 
so in subregions where too few pixels are 
located, pixels from neighboring subregions are 
added to perform the histogram matching. 

The probability matching method as described 
by Atlas et. al(l990) can be written for the 
satellite case by 

where P(R) and P(T& are the probability 
distribution functions (PDF) of the SSMA 
rainrate and the geostationary IR brightness 
temperatures. The PDF of the rainrate is 
matched while working from the warm end in 
brightness temperature on upwards; that is, the 
(Tg , R) matched pairs are found by satisfying 
for each rainrate bin the weighted moments of 
the PDF, 

Although the technique can function with any 
amount of past SSM/I data history, looking back 
too far in time (more than 24 hours) tunes the 
statistical alignment of the infrared brightness 
temperatures and the SSM/I rainrates with too 
much history from an earlier state of the rain 
evolutionary stage. A unique feature of the 
probability matching is that the zero rainrate IR 
temperature threshold is automatically located as 
the first step of the probability matching (when 
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the zero-rainrate points are processed), and need 
not be fixed or set arbitrarily. Consequently, the 
zero-rainrate IR threshold adapts itself to track 
the nature of the rain evolution. 

3. Characteristics of the derived rainrates 

During February 1998, California was hit with a 
series of heavy rainstorms which caused 
widespread flooding and erosion. Figure 1 
shows the longwave infrared (10.7 um) imagery 
over the Western US and Pacific Ocean from the 
00 UTC GOES-9 pass on 20 February. 

Figure 1. GOES-9 infrared image at 00 UTC on 20 
February 1998. Grayshade corresponds to the 
equivalent blackbody brightness temperature TB. 
Actual image dimensions are 512 lines x 768 samples. 

The fifteen markers in the image show the 
centerpoints of the 20-degree subregions from 
which the collected SSM/I-GOES-9 statistics 
were used in the probability matching technique. 
Figure 2 depicts the resulting probability 
matched rain relationships at four separate times 
and for three of the fifteen regions in Figure 1. 
NPAC refers to the region represented by the 
second marker in row 1 ; CA the fourth marker in 
row 2, and EPAC the fifth marker in row 3.  As 
expected the largest rainrates are in the tropical 
Eastern Pacific, and they adjust themselves to the 
colder IR temperatures as low as 200 K. In the 
lower right panel, the rain in this region has 
weakened from several days earlier. The south- 
central California (CA) region yields maximum 
rainrate for IR temperatures above 2 15 K. The 
north Pacific region has generally warmer zero- 
rainrate thresholds and the smallest rainrates. 

Figure 3 presents the overall derived rain image 
corresponding to Figure 1. In this case, the 
previous 24 hours of combined SSM/I-GOES-9 
statistics were used in the probability matching 
for each of the fifteen subregions. The entire 
5 12x768 rain image was processed less than 
three minutes using a Sun Ultra- 1. 

, . .' 
13 , 4  5 '--: 

Figure 3. Derived rainrate (mm/hr) image from 
Figure 1, using the probability matching technique 
with 24 hours of previous SSM/I-GOES-9 statistics. 

The probability matching simply provides a 
dynamic, statistical means upon which to follow 
any rainrate trends that are reflected in the 
SSM/I derived rainrates. 

Given the orbital characteristics of the SSM/I, 
the majority of its observations arrive within a 
several hour window near local sunrise and 
sunset. This type of technique is easily adaptable 
to the microwave-based rainrates provided via 
the low-inclination orbiting Tropical Rainfall 
Measuring Mission (TRMM) imager, which 
provides rainfall estimates throughout the diurnal 
cycle. 

Over the oceans and also mountainous regions 
where ground-based radars suffer beam blockage 
and elevation effects, the availability of satellite- 
based rapid updates of precipitation has potential 
to track movement of storms onshore. It also 
can complement wind speed estimates in tropical 
cyclones, where the SSM/I wind speed 
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Figure 2. Statistically-derived relations between GOES-9 IR brightness temperatures and SSMll rainrates over three 
subregions of Figure 1 (see text) at four separate times between 20-24 February 1998. The past 24 hours of coincident 
SSWI and GOES-9 data was used in the probability matching. 

may be contaminated by heavy rain. Currently, 
we are experimenting with assimilating global 
rainfall from this technique into a numerical 
weather prediction model (Turk et. al, 1997). 

The latest imagery and animation of the 
geostationary-IR rainrates can be viewed at 
http://www.nrlmry .navy.mil/-turWgeorain.htm1. 
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1. INTRODUCTION 
The 1997 - 1998 El Nino has been described as 
this century's worst. Effects have been 
widespread from major droughts in Sumatra, 
Borneo, and New Guinea to record breaking 
rainfall and floods in the western region of the 
USA, Central and East Africa, and Peru. This 
paper briefly summarizes some of the 6.7 micron 
water vapor and total precipitable water (TPW) 
characteristics of western USA winter storms 
during the 1997 - 1998 El Nino episode. Water 
vapor analyses over the years have been used 
successfully to analyze devastating floods that 
have occurred in the western USA. Previous 
papers on using water vapor (6.7 micron) and 
other types of GOES imagery for flood forecasting 
in the west have been documented in Robinson 
and Scofield (1994) and Fleming and Spayd 
(1986). The latter paper describes 3 types of 
winter storm/ extratropical cyclone events that 
occur in the Western region of the USA, These 
types or categories are based on satellite- 
observed cloud signatures and synoptic weather 
patterns associated with: (I)  cloud bands that can 
be sub-typed as (i) quasi-stationary, (ii) 
associated with a sub-synoptic wave, or (iii) 
curved anticyclonically over a large scale ridge 
(with short wave troughs passing over the ridge), 
(11) deep meridional troughs with embedded 
cyclonic circulations, and (111) active zonal jet 
streams. Category (I) above is most often 
associated with a very detectable feature in the 
6.7 micron imagery called the " Water Vapor 
Plume ". 
2. 
THE COMPOSITED TOTAL 
PRECIPITABLE WATER PRODUCT 

6.7 MICRON WATER VAPOR IMAGERY AND 

GOES 9, 6.7 micron water vapor imagery is 
available every 15 minutes to field forecasters in 
the USA. This GOES satellite covers the Eastern 
Pacific Region and Western Region of the USA. 
Satellite Analysis Branch (SAB) meteorologists of 
NESDIS use water vapor, total precipitable water 
(TPW) products and the other GOES channels to 
support the Hydrometeorological Prediction 
Center of NCEP and field forecasters with satellite 
derived precipitation estimates and heavy 

precipitation outlooks. During this El Nino 
season the predominate categories have ranged 
from deep meridional troughs (Type II) to active 
zonal jet streams (Type 111). As a result, even 
though the 6.7 micron water vapor imagery was 
able to detect middle to upper level surges of 
moisture called Water Vapor Plumes (WVP), their 
lengths and fetches were small as compared to 
those that occur in category I. It is believed that 
these WVP help to create precipitation efficient 
environments. However, it is known that many of 
these WVP are associated with synoptic scale 
flow patterns and lifting mechanisms as 
categorized in Types (11) and (Ill). 

WVP only indicate the presence of middle to 
upper level moisture. In order to analyze the 
depth of the moisture, TPW must be measured. 
In this study, TPW was obtained from 2 
experimental com posited products available to 
forecasters in real time on the NESDIS Flash 
Flood Home Page ( ' I  http://orbit 
netnesdis.noaa.gov/ora/ht/ff/ 'I: (1) a continental 
USA TPW distribution (with 850 mb ETA derived 
winds superimposed) produced 4 times a day that 
uses Special Sensor Microwave Imager (SSMII) 
and GOES 819 derived and ETA model derived 
TPWs, and (2) a northern hemispheric distribution 
(with 700 mb AVN winds superimposed) produced 
2 times a day that uses SSMA and GOES 819 and 
AVN derived TPWs. During this El Nino season, 
high values of TPW frequently appeared as 
plumes, areas, or surges of moisture. Also, when 
these TPW plumes became aligned with or 
adjacent to theta-e ridge axis and a lifting 
mechanism (category (11) and (111)) was present, 
heavy rainfall and floods occurred. Devastating 
floods will occur i f  mechanisms are in place to 
prolong the precipitation. More in depth 
discussion on using satellite and ancillary data 
for predicting flash floods can be found in 
Scofield and Achutuni, 1996. Experience from 
analyzing TPW patterns has led to the 
development of the following criteria for heavy 
precipitation: (a) length of fetch (longer fetches 
are associated with heavier precipitation), (b) 
low to mid-level winds parallel to plume, (c) 
magnitude of moisture associated with plume is 
30 mm or greater, and (d) a trend for the 
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moisture to be increasing with time. In many of 
the 1997-1998 El Nino heavy rainfall events, the 
above TPW patterns could be seen evolving while 
the plume was still several days from landfall 
along the west coast of the USA, 

3. THE MAJOR WEST COAST WINTER WINTER 
STORM OF FEBRUARY 23-24, 1998 

One of the winter's fiercest El NINO-driven storms 
produced torrential rain in Southern California on 
February 23 - 24,1998. This event raised the 
downtown Los Angeles rainfall total for the month 
to 13.68 inches, surpassing the previous record 
set in 1884 (13.37 inches). In addition, many 
homes were destroyed by mud slides and at least 
7 people lost their lives. 

The following is only a sample of the 6.7 micron 
water vapor and composlted TPW analyses 
available for this event. In Figure 1, the water 
vapor shows an intense cyclonic 
circulation ( '' C ") with a surge of upper level 
moisture just to its east (at ' I  M - S " ). The 
depth of the moisture is shown In the Composted 
TPW product seen in Figure 2. This Figure shows 
a tropical TPW plume ( ' I  T - P ") transporting 
high values of TPW (30 mm) into the Southern 
California area with very strong 700 mb winds. 
Not shown is the presence of a 850 mb theta-e 
ridge axis parallel and collocated with the TPW 
plume. The 300 mb wind field superimposed on 
the water vapor imagery in Figure 3 indicates that 
this winter storm is a category I1 (deep meridional 
trough) (dashed) and Figure 4 shows a jet streak 
(jet maximum) (at I' J ")just off the Southern 
California coast. All of these ingredients led to 
the above mentioned devastation and 24 hour 
rainfall amounts in excess of 10 inches. An 
experimental Soil Wetness Index (SWI) (not 
shown) also available in real time on the NESDIS 
Flash Flood Home Page indicated anomalously 
high values of surface wetness stretching from 
San Francisco to Los Angeles, California. SWI is 
an excellent " tool " for detecting those areas 
that are already saturated and the occurrence of 
any more precipitation could be devastating. 

4. SUMMARY, 

Several cases have been collected for west coast 
winter storm events during the 1997 -1998 El Nino 
episode. Many of these events can be placed into 
the category of deep meridional troughs (Type 11) 
or active zonal jet streams (Type 111). In addition, 
the 6.7 micron water vapor deplcted pronounced 
cyclonic circulations and upper level moisture 
surges just to the east of the disturbance. With 
the persistent jet stream pattern, many 
disturbances effected the region from San 

Francisco to Los Angeles, California. The 
cornposited TPW product showed the 
development of TPW plumes, sometimes many 
days before landfall along the west coast. It is the 
alignment and collocation of these TPW plumes 
with the deep meridional troughs and an active 
zonal jet stream that have resulted in the 
devastation that has occurred in the Western USA 
during the 1997-1 998 El Nino episode. 
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Figure 7 .  6.7 micron water vapor imagery for February 24, 7998 0000 UTC. 

Figure 2. A composite total precipitable water product (SSM/I + GOES 819 + 
AVN) with 700 mb winds from the AVN superimposed for February 
23, 7998 1200 UTC 
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Figure 4. 6.7 micron water vapor imagery with 300 mb isotachs superimposed 
for February 24, 1998 0000 UTC. 
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COMBINATION OF THE GOES-8/9 INFRARED CHANNEL AND RADAR DATA FOR REAL 
TIME, HIGH RESOLUTION RAINFALL RATE ESTIMATION 

Gilberto A. Vicente* and Rod A. Scofield 
NOAAINESDIS, Office of Research and Applications, Washington, DC, USA 

1. INTRODUCTION 

During the last two and a half years we 
have developed an automated satellite rainfall 
estimation technique (called Auto-Estimator) that 
runs in real time and provides hourly estimates 
every half-hour as well as 3, 6 and 24 hours 
rainfall accumulation. The Auto-estimator, (Vicente 
et a/., 1998) has been used experimentally by the 
NOMNESDIS Satellite Analysis Branch (SAB) as 
a possible replacement to the operational 
Interactive Flash Flood Analyzer technique (IFFA) 
developed by Scofield (1987). The IFFA is a 
manual rainfall estimation technique that has been 
used over 15 years by the National Weather 
Service (NWS) for flash flood estimation, watches 
and warning. The main goal in the development of 
the Auto-Estimator is to dd ier  to the NWS a 
completely automated system that will assist the 
SAB analyst in the estimation of rainfall rate for 
heavy precipitation events which may be 
conducive to flash floods. 

This abstract provides a brief explanation 
of our recent effort to assimilate ground 
information (radar estimates) into the algorithm for 
almost real time calibration (within 1 to 2 hours). 

2. TECHNIQUE DESCRIPTION 

The basis of the Auto-Estimator relies on 
the computation of rainfall rates through the power 
law relationship between infrared (IR) cloud top 
temperature and radar derived rainfall rate 
estimates. The relationship shown in Fig. 1 is 
given by 

R = 1.1183 *Id’*exp (-3.6382 lo”* r’) 
where R is the rainfall rate in mm h” and Tis the 
cloud top brightness temperature in Kelvin (K). 
Further adjustment of the estimates takes into 
account the environmental relative humidity, 
precipitable water, cloud top growth rate, cloud top 
temperature gradient, wind and orography. 

Cloud top temp. & Surface rainfall 
I60 

10 

Fig. 1. Power law fit between the GOES-8 IR cloud top 
temperature and radar estimates for convective cloud 
systems. 

Since the Auto-Estimator was initially 
developed for convective and fast moving cloud 
systems, it has a tendency to underestimate the 
rainfall rates under warm cloud top systems and 
overestimates the rainfall under slow moving 
MCCs (Mesoescale Convective Complexes). In 
order to diminish this problem, we are working on 
a self adjusted algorithm that assimilates any type 
of ground information (gauge, radar) and/or polar 
orbiting microwave rainfall estimates, and 
calibrates the algorithm in almost real time. The 
approach is based on the idea of adjusting the 
parameter in the original algorithm through 
successive interation until the estimates are 

J L 
‘Gilberto A. Vicente, NOAA/NESDIS/ORA, 4700 
Silver Hill Rd., Washington, DC, 20233-9910 
e-mail: gvicente@nesdis.noaa.gov 

Fig. 2. Real time assimilation of ground data (radar) 
into the Auto-Estimator. T stands for temperature (K). 
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within 10% of the actual value reported by the 
ground source as described by the diagram in Fig. 
2. Once the calibration is done for time t = t,, it is 
carried on through time t = t, +? or t=t, + 2, when 
the next adjustment is available. 

Fig. 3A shows a GOES-8 IR image of two 
warm cloud top systems to the north of 
Mississippi, Alabama and Georgia, and coastal 
area along the Gulf of Mexico. The radar 1-hour 
rainfall estimation is showhin Fig. 38 and the Auto- 
estimator I-hour rainfall rates without and with the 
application of the self adjusted scheme are shown 
in Fig. 3C and 3D respectively. Note that the non- 
adjusted algorithm provides estimates which 
resemble the IR image, showing very light rainfall 
rates over the border between Alabama and 
Georgia, and almost no rain over the Gulf of 

Mexico when compared with the radar estimates 
in Fig. 38. This is expected of a technique 
originally designed to handle very strong 
convective cloud systems. The self adjusted 
algorithm, on the other hand, shows a maximum 
of precipitation over the border between Alabama 
and Georgia and higher precipitation rates over 
the coastal areas as confirmed by the radar 
measurements. 

3. CONCLUSION 

This work is a brief description of a 
scheme that allows a satellite rainfall estimation 
technique originally developed for convective cold 
cloud tops to perform during warm cloud top 
regimes. 

-15 -30 -50 -60 -7U T IC1 

2.0 12.5 25. 0 NH/H 
0. 1 0. s c.0 INCHESIH 

--------------------____________I_______-- 

Fig. 3. (A) GOES-X IR cloud top temperature. (B) 
Radar 1 -hour rainfall estimation. (C) Auto-Estimator 
Without the self adjustable scheme (no assimilation of 
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04.1A 

Satellite Remote Sensing in the 21st Century 

-Lessons from ADEOS, TRMM and SeaWifs- 

Akimasa Sumi 
Center for Climate System Research 

University of Tokyo 

1. Introduction 

At August 17,1996, ADEOS ( Advanced Earth Observing Satellite) was 
successfully launched from Tenegasima-cite by using NASDA H-2 rocket. ADEOS 
was the satellite dedicated to the global environmental issues, where many sensors 
were on board. In 1980s, the space agencies in the world developed a strategy for 
global change issue( for example, the Mission To Planet EarthmTPE) by NASA and the 
Earth Observation Scenario by SASDA) and planned to launch new-generation 
satellites. It was designed t o  be a large satellite with many instruments . The example 
of those satellites are ADEOS, EOS-AM, EOS-PM, and ENVSAT. The mission concept 
is to observe the Earth by using many and different channels or wavelengths. 

However, the roads for these objectives were not plain. The large satellite with 

many sensors have merits and demerits. The demerits are (1) cost and (2) 
vulnerability. The first is no need to explain. Economical recessions have exerted a 
great influence for these satellite programmes. NASA suffered from a severe budget 
cut in early 90’s and NASDA are now suffering from a severe budget cut. The latter is as 
follows; a delay of one sensor can exert an influence on the entire satellite. If a 
spacecraft is malfunctioned, all sensors are lost. In these situations, we are forced to 
reconsider the strategy defined in the 80’s. Then, instead of a “ large and expensive 
I‘ mission, a ‘ I  cheaper, smaller and faster” mission is propsed and recommended by 
financial people. 

It is very important and necessary to  pay attention to a cost-benefit ratio and 
efficiency. However, we also have to note that it takes time to evaluate a benefit due to 
satellite observations. Especially, for the Earth Sciences and the Earth Monitoring, 
accumulation of data is indispensable for results and wa have to be patient for making a 
decision. 

As ADEOS ,TRMM and the SeaWifs are prototypes of the Earth Observing 

~ 
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satellites in the following century, it is very valuable to examine what are those 
satellites contribution to our society. The Earth Observation is dedicated to the 
welfare of the mankind, and its value is extraordinary. We have to make a wiser 
decision about the future. 

2. ADEOS 

ADEOS was originally designed for development of the Earth Observing Platform, 
but later its mission was modified to contribute to  the global environmental issues. So, 
A0 was issued and JEA,MITI,NASA and CNES participated in the ADEOS mission. 

The sensors of ADEOS are as follows; 
(1) OCTS(0cean Color and Temperature Scanner) by NASDA, 
(2) AVXTR(Advanced Visible and Kear-infrared Radiometer) by NASDA, 
(3) ILAS(Improved Limb Atmosphere Spectrometer) by NIES, 
(4) RIS(Retroreflector in Space) by XES,  
(5) IMGCZnterferometric Monitor for Greenhouse Gases) by MITI, 
(6) NSCAT(XASA Scatterometer) by SASA, 
(7) TOMS(Tbta1 Ozone Mapping Spectrometer) by NASA, 
(8) POLDER(Po1arization and Directionality of the Earths Reflectances by CNES. 

It should be emphasized that OCTS was the first sensor to observe ocean colours 
after CZCS. AnTR data (16m and 8m resolution) will be used for monitoring 
environmental changes and natural resource investigation. NSCAT has been waited 
for a long time since SeaSAT was malfunctioned. It could present global surface wind 
fields, which impact to the Numerical Weather Prediction is well appreciated. TOMS 
of ADEOS contributed to  the observation of the ozone depletion in the Arctic. IMG is 
also an ambitious sensor, which is expected to observe a global distribution of warming 
gases. ILAS is a sensor to  monitor the stratospheric ozone and aerosols. POLDER is 
also a unique sensoe, by which we can estimate aerosol distribution. 

However, we could not get data from ADEOS more than 8 months. At June,1997, 
ADEOS stopped transmitting data because the solar panel was broken. This has a 
strong impact on the Earth Observing Sciences at Japan. 

As the time is not sufficient for producing a great deal of products and scientific 

results, it is difficult to  summarize ADEOS's results. However, even today, 
interesting preliminary results are obtained and published. 
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3. TRMM 

TRMM (Tropical Rainfall Measurement Mission) is a joint Japan-US program, 
which was initially proposed by CRL( Communication Research Laboratory) and NASA 
and later endorsed by NASDA and NASA. The launching vehicle, H2 rocket and the 
precipitation radar was provided by Japan and the spacecraft and other sensors are 
provided by NASA. It is the first mission dedicated to the measurement of rainfall in 
the tropics and the first satellite which has the active rain radar in the space. 

The sensors of the TFWM are as follows; 
(1) Precipitation Radar (PR) by NASDA 
(2) TRMM Microwave Imager(TM1) by NASA 

(3) 
(4) CEmS(CIouds and the Earth Radiant Energy System) by NASA 
(5) LISGightning Imaging Sensor) by SASA. 

T R W  was successfully launched at Tanegashima on November 28,1997. As 
the initial checking phase is not yet finished, the final products are not presented. 
However, the preliminary results give us very interesting and impressive impressions. 
The mission concept of the TRMM is to observe water cycle in the tropics. Its mission 
life is supposed to be 3 years. Originally, its objective was to obtain the monthly 
averaged precipitation fields over 500 km x 500 km aera. Later, besides this object, it 
is added to know the heating profile and vertical distribution of rainfall for convective 
system in the tropics. It should be also emphasized that well organized science 
programs are associated with TRMM. Especially its validation strategy and data 
system(TSD1S) are worthy of note . 

Visible InfraRed Scanner(VIRS) by NASA 

4. SeaWifs 

The SeaWifs was the mission which had been waited for a long time. Satellite- 
acquired ocean color data can provide an information of the ocean's role in the global 
carbon cycle. That possibility was demonstrated by CZCS(Coasta1 Zone Color Scanner), 
which ceased operation in 1986. Since then, the CZCS-follow-on satellite was being 
waited. That is the SeaWifs( Sea-viewing Wide Field-of -view Sensor). It is a part of 
NASA's Mission to Planet Earth and was planned to be launched by Pegasus vehicle . It  

should be noted that OSC( Orbital Sciences Corporation) is responsible for the 
development ,launching, and control of the satellite. 

The mission concept of the SeaWifs is to provide quantitative data on global ocean 
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bio-optical properties to the Earth science community. The purposes are to  examine 
oceanic factors that affect global change and to assess the ocean's role in the global 
carbon cycle, as well as other biogeochemical cycles, through a comprehensive research 
program. 

Improvements of the SeaWifs over the CZCS are as follows; 
(1) SeaWifs has more bands and higher signal-to-noise ratio. 
(2) It has improved atmospheric correction capability, that is , it can use two near-IR 

bands. 

(3) It can produce global coverage every two days 

Interesting and important results are being produced day by day and distributed to 
the people. By using these products further developments of ocean-color measurement 
will be conducted. 

4. Summary 

We have examined the status and preliminary results of the ADEOS,TRMM and 
SeaWifs. It is beyond our imagination how these satellites can contribute to our 
understanding of our climate and life. These results will contribute to the 
establishment of our strategy for the Earth Observing Satellite in the 21'' century. 
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04.7B COMPARISONS BETWEEN AMSU AND DMSP MEASUREMENTS 

Norman C. Grodyl , Fuzhong Weng2, and Ralph R. Ferrarol 

1, NOAA/NESDIS/Office of Research and Applications, Washington DC 
2. University Corporation for Atmospheric Research 

1. HISTORICAL BACKGROUND 

Microwave instruments are used to probe through 
the Earth’s cloud cover and measure the underlying 
surface and atmospheric parameters. They were first 
flown aboard U.S. satellites in 1972. At that time the 
National Aeronautic and Space Administration (NASA) 
first began flying microwave radiometers aboard the 
Nimbus series of satellites. The first radiometers were 
flown on Ximbus-E, but had few channels with poor 
spatial coverage. These initial sensors were soon 
replaced by more advanced instruments until the S i b u s  
program ended h 1978 with the Iaunch of the Scanning 
Multichannel Microwave Radiometer (SM?JIR) on 
Nimbus-G. Measurements from these experimental 
units were used to advance our knowledge of instrument 
design a d  improve the use of microwaves for observing 
the Eanh from space (Njoku, 1982). 

Beginning in 1978, the Xational Oceanic and 
Atmospheric Administration (NOAA) launched its first 
microwave radiometer, called the .Microwave Sounding 
Unit (MSU), aboard the TIROS series of polar orbiting 
satellites. This operational instrument was designed 
similar to the Scanning Microwave Spectrometer 
(SCAMS), which was flown on Nimbus-F in 1973. The 
MSU contains four channels in the 50 to 60 GHz 
portion of the oxygen band to derive temperature 
soundings from the surface to about 50 mb. A number 
of identical instruments have been flown over the past 
twenty years, each having exceptionally high stability 
and precision. The high performance of the MSU 
instruments have made it possible to monitor very small 
climatic changes in temperature, with an accuracy less 
than 0.1 K (Spencer et d.,1990). 

increase i? the use of microwave derived products by 
the world-wide community of meteorological and 

During the past ten years rhere has been a dramatic 
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oceanographic organizations. This greater emphasis is 
primarily attributed to the launch of the Special Sensor 
Microwave imager ( S S M )  in 1987 onboard the first of 
a series of DMSP (Defense Meteorological Satellite 
Program) satellites. In contrast to temperature 
sounders, the microwave imager contains six channels in 
window regions (19,37, 85 GHz) with dual polarization, 
and a seventh channel centered on the 22.23 GHz water 
vapor line with vertical polarization. Products such as 
rainfdl, snow cover, cloud liquid water, water vapor, 
sea surface winds and sea ice concentration are 
produced each day on a global basis using all of the 
S S W  channel measurements. The S S W  was 
developed by the U.S. Navy and first launched on the 
F-8 DMSP satellite. As a result of a shared processing 
agreement, all of the SSMA products are generated by 
the U.S. Navy and distributed to both the U.S. Air 
Force and N O M .  The three agencies utilize the 
products in various ways to improve the analysis and 
forecast of weather systems. 

In addition to flying the S S M ,  the DMSP 
satellites also carry a temperature sounder (SSWT) and 
a water vapor sounder (SSM/T2), both ofwhich were 
developed by the U.S. Air Force. The SSWT was first 
launched in 1979, and contains seven channels in the 
50-60 GHz oxygen band to derive temperature profiles 
fiom the surface to about 5 mb. The SSM/T2 is the 
latest DMSP sensor and was first flown in 1991 aboard 
the F-12 satellite. It contains window channels at 91 
and 150 GHz, and three channels around the strong 
water vapor line at 183.3 1 GHz. These channels are 
used to derive moisture profiles from near the surface to 
around 300 mb, and to identif) precipitation over land 
and ocean. It is noteworthy that all three instruments 
(SSM/I, S S W ,  SSM/T2) are currently being flown 
together aboard the recently launched F-14 satellite, so 
that radiometric measurements are now available 
between 19 and 183 GHz. However, the DMSP 
instruments all have different scan geometry so that even 
when they are flown together on a single satellite it is 
very dificult to combine the channel information. To 
alleviate this problem, a new sensor called the S S M S  is 
being developed by the U.S.Air Force to include all of 
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the channels (19-183 GHz) in a single instrument. Also, 
as discussed later, an integrated radiometer system 
called the Advanced Microwave Sounding Unit 
(AMSU) was developed by N O M  to also provide 
coincident observations over the full spectral region. 

The evolution of microwave radiometers aboard 
satellites has increased steadily over the past twenty six 
years. Due to the high quality of the SSM/I products, 
NASA just flew a modified version of the SSh4.5 aboard 
the TRMM satellite in November 1997 and India will fly 
an instrument Similar to the S S W  aboard their IRS 
satellite later this year. The NASA sensor also contains 
a 10 GHz channel to improve the sea surface wind 
estimates (Wentz et. al., 1986 ), while the Indian sensor 
also includes a 5 GHz channel to provide sea surface 
temperature measurements (Njoku, 1982). Until now, 
these lower frequency channels were only available from 
the first microwave imager, SMMR, which w8s 
launched on ;C'unbus-G in 1978 

May 1998 of a twenty channel instrument called the 
Advanced Microwave Sounding Unit (AMSU) which 
consists of two modules, AMSU-A and &lSU-B. This 
long awaited instrument was designed primarily to 
improve the accuracy of temperature soundings beyond 
that of the four channel MSU. The AMSU-A module 
contains twelve channels in the 50-60 GHz portion of 
the oxygen band to provide temperature soundings from 
the =dace to about 1 mb. It also includes window 
channels at 3 1.4 and 89 GHz to monitor surface 
features and precipitation, and contains a 23 .S GHz 
channel for deriving the total precipitable water over 
oceans. The AMSU-B module contains four channels 
around the 183.3 1 GHz water vapor lines for deriving 
moisture profiles. This paper will focus on the 
differences between the AMSU and DMSP sensors, and 
how we expect to utilize the data from these different 
instruments. 

Of particular importance to N O W  is the launch in 

2. EFFECTS OF SCAN GEOMETRY 

For comparison purposes, Table 1 lists the channel 
frequencies for the SSM/I, SSM/T2 and AMSU 
instruments. Also listed are the different footprints (Le., 
field of view at half power) viewed by each sensor. The 
SSM/I is a conical scanner so that the footprints are 
independent of the annuthaI scan angle. The other 
sensors use a cross-track scanning mechanism so that 
the footprint can increase by more than a factor of two 
as the instrument scans from nadir to the limb position. 
For large scale features such as atmospheric temperature 
and water vapor, the smoothing due to larger footprints 
is often minimal. However, when using a cross-track 
scanner to derive rain rates and cloud liquid water it is 

important to normalize the measurements to a common 
resolution. Also, when combining or comparing 
measurements &om different sensors, the different 
resolutions must also be accounted for. The most 
commonly used approach is to simply average the 
product derived by various sensors to the footprint of 
the lowest resolution instrument. Another method is to 
leave the product resolution unchanged and apply 
empirical adjustments to match the different footprints. 

I Table 1. AMSUand DMSP Channel Parmaters 

AMSU ssm ssmn AMSU ssm ssmn 
---C%UWM~$ (GH4--- ---NO& Rmohth Fn) - - 

- -  19.3 
23.8 22.2 
31.4 37.0 

89.0 + 85.5 
50-60 - - -  
150 + - - -  
183f7' - - -  
183f3* - - -  
183fl' - - -  
* From AMSU-B (note 89 GHz channels are on A & B modules) 

2.1 corrections For Vming Fwp rint Size 

To simulate the empirical adjustment approach, 
comparisons are made in Figure 1 between the cloud 
liquid water derived from S S M  at the orignal37 GHz 
resolution (30 km) and at a reduced resolution (60 km). 
The data was obtain for a Typhoon event and the lower 
resolution S S M  product was obtained by averaging the 
channel measurements over an antenna pattern 
corresponding to a 60 km field of view. Results similar 
to that shown in Figure 1 were found for other systems. 
Compared to the higher resolution product, the lower 
spatial resolution product underestimates the high 
liquid water and overestimates the low liquid water 
amounts. Smallest differences occur under clear 
conditions or when clouds are uniformly distributed 
over the viewing areas. The best fit regression line 
between the two measurements is 

Q(30 h) = - 0.005 + 1.089 Q(60 km) (I) 

where the standard error is 0.06 mm. Although the 
procedure is statistical in nature, a relationship such as 
this provides reasonable skill in adjusting the product to 
a fixed footprint size. 

To obtain a more physically based field of view 
(FOV) adjustment we consider a Gaussian shaped antenna 
pattern and assume that the liquid water decreases 
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Figure 1 .Comparisons between low resolution and 
higher resolution measurements of cloud liquid water. 

exponentially with distance fiom the center of the footprint 
&e., Exp-(r/R)2 where R is a scale parameter). The ratio of 
the maximum area-average liquid water at two different 
footprints can then be expressed as 

Q(F0V) (FOV’)2 + R2 

Q(F0V’) POW2 + R2 * 
(2) - - 

Ifwe neglect the small non-zero offset in (1) and equate the 
right side of (2) to 1.089, we find that the scale parameter, 
R, for liquid water is 171 km. The d e  parameter depends 
on the meteorological variable, being largest for 
temperature and smallest for precipitation. This type of 
relationship is particularly u d  for adjusting the cross- 
track scannq measurements to nadir observations. The 
correction haor (F0V2+R2)/(FOV2+R2) will be applied 
to the AMSU cloud liquid water and precipitation products 
to increase the lower resolution meaSuTements (off-nadir) 
to that of the smaller field of view (near-nadir). To 
determine the scale parameters and test the accuracy of the 
procedure, comparisons will be made of the monthly 
averaged products for near-nadii and off-nadir angles. 

2.2 Mixedpixels and Aliasing effects 

The DMSP instruments use the 1 1 1  antenna 
aperture to collect the Earth emitted radiation. While 
this provides the highest resolution for a given antenna 
size, the footprint size varies in proportion to the 
wavelength, i.e., the S S W  footprint decreases from 60 
km at 19 GHz to 15 km at 85 GHz. Different 
resolutions can result in aliising effects when the 
channels are combined to derive geophysical 
parameters. To e l ina t e  aliasing effects, the antenna 
system for AMSU-A was designed so that all channels 
have the same footprint. Similarly the AMSU-B 

channels all have the same footprint (see Table 1). As 
such, the surface emissivity and cloud measurements 
obtained fiom the window channels (23.8, 31.4, 50.3 
GHz) can be used to c o ~ e c t  the lower temperature 
sounding channels at 52.8 and 53.6 GHz, without 
having to account for differences in footprint size. 

false identification around coast lines and lake 
boundaries when the 19 and 85 GHz channels are 
subtracted to identitjr snow cover and precipitation. 
However, even if the aliasing effects are minimized by 
reducing the resolution of all channels to a common 
footprint, the false identification around coast lines still 
exists due to the overlap of the microwave footprint 
between land and ocean, i.e., mixed pixei effect. 
Investigators have found that the most efficient means 
of resoiving both of these problems ( W i g  and mixed 
pixel) is to simply eliminate the measurements within a 
certain distance of water boundaries. A more physically 
based, and more complicated approach, would involve 
the retrieval of d a c e  emissivity from the window 
channel measurements, and the subsequent correction of 
the geophysical algorithms using the retrieved 
emissivity. 

In the case of the S S M  , aliasing effects result in 

Since the sea surface emissivity can be accurately 
modeled, radiative transfer simulations have been used 
to derive algorithms for ocean products such as cloud 
liquid water, Q, and precipitable water, V. For AMSU, 
the algorithms are given as follows; 

Q E COS@ [ D o +  D:Y(23.8) + D’~Y(31.4) J , if 82 50’ (4b) 

where Y(v)=ln[285- Tdv)], Tdv) are the AMSU 
brightness t e m v e  measurements at frequency v and 
the coefficients C, and 0, are a function of local 6 t h  
angle 8. Sice the brightness temperatures are area- 
average measurements, the geophysical parameters also 
represent averages over the AWU field of view. It should 
be noted that the scan angle (limb) ~0~ecti01ls are 
detennkiaic functions of Cos 8. whereas the field of view 
correction discussed previously is statistcal m nature. 

depend on the iiquid water amount as weli as the drop size 
of hydrometers. To reduce some of the effects due to 
precipitating clouds, a composite algorithm is developed 
that uses Merent frequencies dependms on the liquid 
water amount (Wag and Grody, 1994). Equation (4b). 

For precipimhg clouds the brightness temperatures 
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which is based on the lowest fkequency AMSU channels, 
provides the most direct measurement of liquid water fbr 
rain bearing clouds since the 3 1.4 GHz channel is less 
influenced by the saturation effects due to large rain drops 
and the scattering due to ice particles. On the other hand 
the higher fiequency algorithm (4a) is more sensitive to 
non-precipitating clouds where Q is less than 0.3 mm. 
Therefore, (4b) shall be used for all scan angles when the 
liquid water exceeds this threshold. 

For precipitating clouds, the instantaneOus rain rate 
depends on the liquid water and descent time of the rain 
drops, i.e., Rain rate = Q/t. In actual practice, a rain rate 
relationship will be obtained by correlating the liquid water 
measurements of (4b) against co-located rain gauge and 
radar measurements. This technique of measuring 
precipitation is referred to as the emission approach since it 
uses low fkequency emission measurements over oceans. 
A different technique uses the hi$ frequency scattering by 
ice particles to estimate rain rates. It was originaIly 
developed for the S S W  and SSM/T2 and is very 
appealins since it is applicable over land as well as oceans. 
Also, since the scattering technique uses the highest 
fkequency channels, the rain rates are derived at the highest 
resolution for both the DMSP and AM% sensors. 

The pL34SC-B channels at 89 and 150 GHz will be 
used to derive rain rates at the highest resolution ( 16 km at 
nadir). Similar channels were included on the S S - W E ,  
and experimental algorithms were developed to identitjl 
precipitation using the following indices, 

for all of these parameters have been documented in 
various NOAA reports. Since the AMSU channels and 
scan geometry is different from those of previous 
sensors, some adjustments will be needed to account for 
those differences. Following an initial evaluation of the 
products, they will be generated operationally and 
distributed to the user community within 6 months of 
the satellite launch. 

4. CONCLUSIONS 

A brief overview is presented on the evolution of 
satellite microwave radiometry. The operational use of 
this technology by NOAA began with the production of 
temperature soundings and has now been extended to 
include surface features, clouds, precipitation and water 
vapor soundings. Much of the hture work will involve 
the use of higher frequency channels to improve the 
estimates of precipitation and cloud parameters, e.g., 
ice water content. In the case of AMSU, combinations 
of window channels and sounding channels will be used 
to improve the retrievals of temperature and water 
vapor profiles near the surface. Methods must also be 
developed to combine the products from different 
sensors having different scan geometry and footprint 
size. Problems associated with this issue are discussed 
and possible solutions are given. The paper ends with a 
brief description of some of the AMSU algorithms to be 
evaluated following its launch in May, 1998. 
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P4.1A THE ERS SCAmROMETER MISSIONS 
AFTER MORE THAN SEVEN YEARS OF OPERATIONS 

Pascal Lecomte 
Head of ERS mission Coordination and Product Assurance Section 

ESA / ESRIN, Frascati italy 

1. ABSTRACT 

On the 21st April 1995, some three years ago, the sec- 
ond European Remote sensing Satellite, ERS-2 was 
launched from Kourou in French Guyana, following ERS-1 
already operational for more than four years. 

A C-band Scatterometer is part of the payload of the 
two European Remote sensing Satellites ERS-1 and ERS-2. 

Less than a year later, the ERS-2 Scatterometer Com- 
missioning Phase Working group declared that ERS-2 Scat- 
terometer data were ready for distribution to end-users. This 
was thc last stcp aftcr nearly one ycar of work. firstly to find 
a way to rccovcr the scattcromctcr. and secondly to pcrfonn 
in-flight charactensation of the instrument. 

Since :hen, thc AMI instrument suffercd somc anoma- 
lies and is under constant scrutiny to continuously BSSCSS the 
data quality. dcveloping whcn required new mcthods. 

The scope of this papcr is to prcscnt a completc history 
and s t a m  of both ERS-1 and ERS-2 scattcromctcr instru- 
mccts including expected cvolution in thc future. Thc objcc- 
tivcs of thc calibration and validation activities. dctails of 
thc mcthods used to fulfil thesc objcctivcs. and somc results 
wilI also Sc p:csen:ed. 

2. IhTRODUCTIOS 

Following nearly four years of successful in-orbit 
exploitation of the European Space Agency’s ERS-1 satel- 
lite, ERS-2 was launched in April 1995. After one year of 
tandem operation, ERS-1 was put asleep, ready to take over 
in case of a major anomaly in ERS-2. 

The ERS Mission has, for almost seven years, pro- 
vided an interrupted stream of global observations from 
space to a diverse user community, including major meteor- 
ological centres and research institutes worldwide. 

Before July 1991, date of the ERS-I launch, even if the 
mission experts had only a vague idea of what could go 
wrong in an operational environment, the need for a place 
where the performances of the whole system would be 
checked seemed essential in order to have confidence in the 
service provided to the users and the possibility to improve 
it during the mission. 

3. The ERS F’roduct Control Service 

In order to satisfy the users whose requirements are 
diverse and sometimes conflicting, the European Space 
Agency started to set up a set of procedures for quality con- 
trol and progressively built the Product Control Service 
whose aim was to provide the ERS Ground Segment with a 

facility where continuous control of the instrument perform- 
ance, the activities of the processing stations and the prod- 
uct quality would be performed in order to evaluate the 
mission and initiate remedial actions when necessary. 

Based on the mission strategy and the data sources, the 
control of the following elements were considered essential 
in the process of Quality Assessment of the Wind Scatter- 
ometer mission (data quality and sensor performances): 

platfondinstrument operations (AMI in wind or 
image mode, strategy for data on-board recording 
and dumping); 
raw data on-ground transcription and archiving to 
ensure data availability; 
raw data quality for instrument performance assess- 
ment; 
Ground station performances during the product 
generation; 
quality of the delivered data sets; 
compliance of the delivered data with the specifica- 
tions; 
systems upgrades and configuration control. 

A detailed description of the strategy proposed for 
ERS Product Control Service is given in Lecomte et AI. 
(1995) and the specific implementation for the ERS scatter- 
ometer products is described in Amans (1996). 

4. ERS-1 and ERS-2 SCATTEROMETER HISTORY 

Three major activities affecting the final ERS products 

Engineering Calibration which is usually defined by 
the instrument providers to correct for the instru- 
ment system transfer function; 
Geophysical Validation implying additional external 
facilities (ships, aircraft). 
Qualification of the processing chains (in their vari- 
ous versions) which requires appropriate hardware 
and software tools. 

Each of these activities can impact the final product 
distributed to the users. Added to these activities, events 
related to the satellite itself are interrupting the data stream 
or in somc cascs tcmporarily dcgradating the products. 

For example the maneuvres performed to maintain the 
satellite altitude require to stop the yaw steering which align 
the line of sight of the scatterometer mid antenna with the 0 
doppler. Therefore during the few orbits when this yaw 
steering is stopped the hypothesis related to the doppler 
computation are wrong and the product quality is bad. As 
soon as the yaw steering is re-enabled, the product quality is 
nominal again. The following list of events doesn’t include 

are being are camed out in parallel: 
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the maneuvres, this information can be requested to the 
ERES Help Desk and is accessible via the Esrin web pages. 

In order to give a clearer oveview of the main events 
affecting the ERS-1 and ERS-2 scatterometer mission, the 
following two tables have been seperated into three sub- 
tables corresponding respectively to the satellite , the instru- 
ment and the Ground facilities. 

21s Apnl 1995 

26lh JMUW 1996 

14th February 1997 

5.1 

~ 

ERS-2 Launch 

Attitude and Orbit Control System depomting 
anomaly 

Gyroscope Anomaly 

The calibration performances are monitored using two 
types of targets, a man made target (the transponder) and a 
natural target (the rain forest). This approach allows us to 
compute the absolute calibration using the punctual but 
accurate information from the transponders and to correct 
for the relative bias across the swath and between different 
antennae using the extended but noisy measurements over 

1 SI May 1995 

5. INSTRUMENT LONG LOOP PERFORMANCES 

Switch-on of the AMI was attempted and fiuled 
due to activauon of the receiver overload pro- 
tection circuit 

TABLE 2. ERS-2 Scatterometer Events 

16th November 1995 

15th-25th July 1996 

26th July 1996 

26th July to 
5th August 1996 

6th Augus: 19% 

23rd September 1996 

24th September 1996 

26th September 1996 

3 1st  October 1996 

The performance of the Wind Scatterometer instru- 
ments can be gathered in the following groups which corre- 
spond to the major actvities already described: 

Calibration Performances. 

Instrument Performances. 

Products Performances. 

Thc rcsults rcportcd hcrc arc a summary of thc daily 
data quality control pcrformcd by ESA complctcd by somc 
cxtemal inpu: provided by ECMWF and ESTEC. This mon- 
itoring work allows the dctcction of most of thc instrumcnt 
problems and has led to a continuous upgradc of thc instru- 
mcnt status. By use of an updated beam current command. 

the input redudancy switch control circuit was 
sct in an intumediate position (Power split) 
Wind mode operations 

Scatterometer unavailability due to the calibm- 
tion DC convener switch off. 

Switch to Scatterometer electronics side B 

Scatternmeter unavailability due to calibration 
DC convmcr switch off. 

Switch to calibration subsystem side B. Intm- 
Cuction of about -0.16 dB bins 

AMI ScatteronKter test 

calibration DC convener test. Operation with- 
out calibration subsystem. 

No doppler information loaded on-board after 
the test 

Scatterometer test. 

TABLE 1. ERS-1 Scatterometer Events 
[ ERS-I Sutellitc Events 1 

3rd June :W6 ERS-I i n  stmd-by 

29th Deccmber 1997 PYrial loss of Solar A m y  

I 24th Much 1994 I LRDPF vcrrion 4100 I 

19th October 1991 

29th October 1991 

4th November 1991 

15th jnnuary 1992 

1 SI March 1992 

I I loth March 1995 LRDPF version 6210 (new platform) installed I at Kiruna Station 

Scaling by 1.3 dB of all antennae 

Coarse mid antenna correction 

Gain tuning 

Coarse F and A beam correction 

Sampling correction 

Final antenna pnttems 

I 22nd march 1995 1 LRDPF version 4200 I 

1st June 1992 

10th June 1992 

26th June 1992 

17th July 1992 

24th February 1993 

LRDPF version 3000 

Introduction of CMOD-3 

LRDPF version 3010 

LRDPF version 3100 

LRDPF version 4000 

Introduction of C.MODL 

ERS-2 Satellite Events I 

24th April 1995 

27th April 1995 

3rd October 1995 

LKDPF version 6210 (new platform) installed 
at all other Stations (for testing) 

LRDPF version 4210 

LRDPF version 6300 operated in all stations 

I Reducing the RF drive level to the HPA. Out- I put power reduction of 1.7 dB. 

18th mnrch 1997 

26 June 1997 

1 AMI Inage and Wave mode switch on. I 

LRDPF version 7100 

Update of the internal calibration reference 
energy. 

1 

1 Attcmpot to operate in Wind mode failed I 

I LRDPF version 6210 (new platform) instnlled I at all other Stations (for testing) 
24lh April 1995 

3rd October 1995 1 LRDPF version 6300 opernted in all stations I 

I Wind mode is introduced as part of thc nomi- I nal ERS Mission Operation Plan 
22nd November 
I995 

I 15th Janusry 1996 Start of the ERS-2 Scatterometer commissio- 1 ingphaec 

Gun setting, final antenna pattern. new set of 
LUT’s in the Ground Stauons 

12 August 1996 Update of the reference Calibrauon pulse (new 
bok-UD-’hblC) 
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the rain forest.The main component of the variance for such 
a natural target comes from the geophysical evolution of the 
target (leaves orientation, rain). 

These aspects are both in the calibration performance 
monitoring philosophy. From the Transponders the Gain 
Constant is computed. This Gain Constant is simply found 
as the integral of simulated data (for a pass over a trans- 
ponders) divided by the integral of the actual data acquired 
over the transponders. This parameter clearly means the dif- 
ference from the "real instrument" to the mathematic model. 
The plot in figure 1 show the value of the Gain Constant 

, ,~ 

~ " y t m  - m.ps. .I p.u~.-wcm*oirsa v m i a  

7 - hl ---..MI ............. -I ---..-I _ _ _ _ _  I- e."--..Ia. 

B 

computcd for ERS-2 ovcr the year1996 for the thrcc beams. 
The mcasurements arc pcrformcd a: fix& incidcncc 

anglc and we havc from 3 to 10 villucs for each anglc. The 
plots show a good accuracy (within 0.5 dB) in the instru- 
rncnt calibration rcspcct to thc model. The antenna pattern 
for the &rcc bcarns is. within 0.5 dB, flat in the across track 
direction. 

For the relative level of thc calibration across track 
gamma nought signa! over Braziiim rain forest is shown in  
figure 2. The data arc corrcspond to one week from 19 May 
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to 25 May 1997. The actual level of the signal is in agree- 
ment with the ERS-I. 

The stability of the calibration is shown in figure 3. 
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The formulation uscd for :hc gamma nought takes in to 
account the incidence angle dependency so that the gamma 
nought is independent from the incidence angle for an iso- 
tropic target such as the rain forest and an histogram of 
gamma nought over the rain forest shall show a sharp peak. 
The plots in figure 3 is the time-series of the peak position 
for the three beams and for the ascending and descending 
passes.The step shown in March 96 is due to the end of 
commissioning phase when the new set of processing 

parameters was installed in the ground station in order to 
correct the antenna pattern and to achieve the ERS-I 
gamma nought level. The overall results is a calibration sta- 
bility with an accuracy of 0.5 dB. 

5.2 ,!astrument Performances 

The instrument status is described by the monitoring of 
the following parameter: doppler compensation, internal 
calibration level, noise power level, normalised distance 
from sigma nought triplets measured to the theoretical 
model. 

The doppler compensation evolution is shown in figure 
4. The plot is relative to the daily mean value of centre of 
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I- - 
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gravity of the signal spectrum for the fore antenna. The 
most interesting things to note are the two jumps of the cen- 
tre of the spectrum during the period from 3rd February to 
6th March 1996 and between the 14th February and the 
23rd April 1997. During these two period the earth sensor 
was switched to the redundant unit, leading to a slight 
change of the satellite attitude, clearly visible in the scatter- 
ometer doppler measurements. The impact in the wind 
retrieved was an improvement in the wind speed bias (dif- 
ference between wind from ERS-2 and wind from model) at 
low incident angle reported by ECMWF. 

For the internal calibration level the evolution is shown 
in figure 5. The high value of the variance in the fore beam 

r-1 I I 

until 12th August 1996 is due to ground processing; the 12th 
August, a change in the processing parameters overcame the 
problem. 

Since 6th August 1996 the internal calibration level 
shows a mean decrease of 0.1 dB per cycle. A special inves- 
tigation has been performed on Windscatterometer raw data 
(EWIC product) in order to characterize the evolution. The 
major results are: the decrease noted in UWI products is 
confirmcd from the EWIC data analysis. The decrease is the 
same for the I channel and the Q channel of the transmitter- 
received chain. The daily averaged echo power extracted 
from the EWIC data shows a decrease of received power 
correlated with the decrease of internal calibration level. 
The comparison of the figure 5 with the figure 3 shows the 
efficiency of the internal calibration: in fact during the 
period in which the transmitted power decrease, no effect is 
detected in the gamma nought over the rain forest. 
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A slight change in sigma nought (-0.2 dB) was noted to 
ECMWF since 6th August 1996 due to change of calibra- 
tion subsystem on board ERS-2 after a high number of 
anomalies. This can also be noted in figure 3 where a small 
step in the signal from the rain forest around this .date is 
obvious. This problem is solved with a new characterization 
in the model of calibration subsystem and with a new set of 
processing parameters. After a detailed investigation, it was 
decided to change the calibration reference energy during 
the processing. This change will be done the 26 June 1997. 

5.3 Product &omanceS 

For the products status, the results are summarized in 
figure 6. 
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The first plot is thc numbcr of thc valid sigma nought 
triplets uscd for the wind rctricval in each day. Thc bchw- 
iour of thc plot is directly corrclated with the total availabil- 
ity of thc insmmcnt and the ground processing. It has to bc 
noted that since August 1996 the producu availability is sat- 
isfactory 2p3n a pcriod when on-board tcsts wcrc pcr- 
fomcd. 

Thc second plot, compares the quality of wind direc- 
tion rc:rieval in thc rangc (-90. +90 dcg.). The prcdictions 
and thc wind dcnvcd from thc Scamromctcr *arc stablc and 
similar. 

On the third plot, it is shown that the percentage of 
nodes in which the ambiguity removal works successfully, 
is stablc. 

The fourth and fifth plot show the quality of wind 
speed retrieved: wind speed bias mean and standard devia- 
tion. The bias in wind speed of Scatterometer products com- 
pared with the ECMWF predictions is about 0.5 d s .  Note 
that only after the calibration activity the Scatterometer 
wind is suitable for science community. Since 3rd June 
1996 an increase in wind bias is noted. This is due to the 
ERS-I switch off. From that date onward the ECMWF pre- 
dictions was using the ERS-2 Scatterometer data instead of 
ERS-I . 

6. CONCLUSIONS 

After the launch of ERS-2 on 21st April 1995 a serious 
anomaly causing the AMI instrument to shut down. The 
anomaly was resolved by setting the switch at the input to 
the HPA to an intermediate position and reducing the power 
output by a factor or two. This allowed to get wind data 
since November 1995. 

At the end of the commissioning phase in March 1996 
a new set of LUT was installed in the ground stations in 
order to characterize the new gain setting and antenna pat- 
tern. 

Anomaly in calibration subsystem caused an instability 
in the Scatterometer availability until 6th August 1996 when 
calibration subsystem side A was dismissed. 

The calibration performances have a good quality in 
term of flat across track signal and absolute level. The 
change in the calibration subsystem carried out slight 
increase in sigma nought (+ 0.2 a). This problem shall be 
overcome with a new LUT that will be installed in the 
ground station in June 97. This new LUT has been success- 
fully tested in ESRlN. 

The instruments status is stable in term of doppler 
compensation and noise power level. A decrease of 0.1 dB 
per cycle (35 day) is noted for the internal calibration level. 

A slight problem in the doppler compensation from 
February 1997 to April 1997allowed us to verify the effect 
in the sigma nought and in the wind. An increase of roughly 
150Hz in the centre of the spectrum of the fore beam and 
roughly lOOHz for the other beams has carried out a small 
increase (+0.1 dB) in the sigma nought at low incidence 
angle and consequently a small change in wind retrieved at 
low incidence angle. 

The availability of the Users Wind products (UWI) 
since 6th August 1996 is roughly of 0.16 Million of three 
beams Ocean nodes per day and is stable 

The quality of the ERS-2 wind has a bias in wind speed 
of 0.5 m / s  with respect to ECMWF predictions; -1.0 m/s 
with respect to FGAT analysis and -0.5 m/s with respect to 
PRESCAT wind rctrievcd by ECMWF from scatterometer 
sigma nought triplets. 
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P4.2B A COMPARISON OF SURFACE WINDSPEED, DERIVED FROM SSM/I DATA BY MEANS 
OF A 1DVAR SCHEME, WITH ERS SCATTEROMETER MEASUREMENTS. 

Jeff Ridley* 
Meteorological Office, Bracknell, Berkshire, UK. 

1. INTRODUCTION 

The UK Meteorological Office, like several other 
NWP centres is developing a variational 
assimilation technique simultaneously to derive 
total water vapour, surface windspeed and cloud 
liquid water, over the ocean, from passive 
microwave observations of SSM/I. This paper 
compares the SSMA derived global windspeeds 
with those measured independently by the ERS 
scatterometer. 

Globally coincident (to within 6 hrs) scatterometer 
observations and SSM/I 1 DVar retrievals of 
windspeed, are filtered for anomalies from rain 
using the SSM/I 85 GHz scattering index. Data 
over a period of one month, show a mean bias of 
+0.25 m/s of SSM/I windspeeds over those from 
the scatterometer. During the same period, the 
scatterometer showed a -0.1 m/s bias with 
respect to the UK Met. Office NWP analysis field. 
Globally, the standard deviation of the windspeed 
differences is -1.4 m/s but a distinct spatial 
pattern is evident. The spatial distribution of the 
bias - which is greatest on the ITCZ and at high 
latitudes - suggests an additiona! component of 
forward model error is present. 

The possibility of 'cross-talk' between model 
components of the 1DVar retrieval, is not 
supported by the presence of similar patterns in 
the simultaneously retrieved liquid water and total 
water vapour. It is also possible that the higher 
frequency channels of SSM/I are being affected 
by scattering from ice clouds, which is not 
currently included in the 1 DVar radiative transfer 
forward model. Ice particles will modify the 
spectral characteristics of the SSMA observations 

* Corresponding author address: J.K.Ridley, 
Satellite Imagery Applications Group, 
Meteorological Off ice, Bracknell, Berkshire, 
RG12 2SZ UK. e-mail jkridley@meto.gov.uk 

but will have a minimal impact on the 
scatterometer (5.3 GHz). Finally, similarities in the 
spatial pattern of bias with the NWP forecast field, 
for both sets of observations, suggests that 
background error is a factor. Measures taken to 
reduce the windspeed bias are discussed. 
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P4.3A TANDEM ERS SCAlTEROMETER IMPACT ON HIRLAM FORECASTS 

Ad Stoffelen and Paul van Beukering. 
KNMI, de Bilt, the Netherlands 

ABSTRACT The processing of ERS scatterometer winds is refined and interfaced to the High Resolution Limited 
Area Model HIRLAM. Forecast impact experiments have been camed out to assess the impact of one scatternmeter, 
ERS-1, and of two scatterometers, ERS-1 and ERS-2, on the analyses and forecasts. Scatterometer data have a 
clear beneficial impact in the data assimilation cyde and on the two-day forecasts. However, scatterometer data 
contain much sub-synoptic scale information, and the smallest scales resolved are difficult to assimilate into a NWP 
model, due to inhomogenities in the observing system over the ocean. Scatterometer data coverage is very important 
for obtaining a large impact. In that respect future scatterometer systems such as QuikSCAT, SeaWinds and METOP 
are promising. A fast data delivery is especially relevant for scatterometer data. 

1. INTRODUCTION 

After the launch of ERS l  much improvement 
has been made in the interpretation of scatferometer 
backscatter measurements and a good quality wind 
product has emerged (Stoffelen and Anderson, 1997a, 
1997b and 1997~). The consistency of the 
scatterometer winds over the swath makes them 
particuiarly usefu! for nowcasting purposes and several 
examples of the usefulness of the direct visual 
presentation of scatterometer winds to a meteorologist 
c a n  be given. However, we will focus in this work on the 
data assimilation impact in numerical weather prediction 
(NWP) as gathered with the ERS7 and ERS-2 
scatterometer winds. As such, the scatterometer data 
preprocessing system (PRESCAT) has been further 
developed at KNMl and implemented in the Hlgh 
Resolution Limited Area weather forecasting Model 
(HIRLAM). Impact experiments are prepared to test the 
usefulness of the data for the analyses and for short- 
range forecasts up to two days. A meteorologically 
active period where both ERS-1 and ERS-2 
scatterometer data are available has been selected to 
test the impact of an increased data coverage. In 
Stoffelen and Beukering (I 997) these developments are 
described in detail, and here a brief summary is 
provided. 

Accurate weather and wave forecasts are 
essential to monitor safety at sea for ship routing and 
tourism, and to issue warnings for coastal land 
protection in extreme wind and wave conditions. The 
accuracy of short-range weather and wave forecasts 
over Europe depends to a large extend on the real-time 
availability of accurate observations over the Atlantic 

ocean, where conventional measurements are sparse. 
For the medium range, the coverage over the Pacific 
also becomes critical. ERS-1 scatterometer data have 
been used to increase the data coverage over the 
oceans in different Numerical Weather Prediction 
(NWP) models and showed in general improvement in 
the short range weather forecasts (e& Stoffelen and 
Anderson, 1997c). In the medium range, beneficial 
impacts were seen particularly in the Southem 
Hemisphere (e.g., Bell, 1994). Furthemore, the use of 
NWP data, with scatterometer winds included, results in 
improved WAM wave forecasts (Janssen and Hansen, 
1996). 

In regional weather forecasting the emphasis 
lies on the short range and on the subsynoptic spatial 
scales. Wind observations with a high spatial coverage 
are essential to resolve these. The scatternmeter 
provides such data, albeit only at the surface. The use 
of ERS-1 and ERS2 tandem scatterometer data in 
HIRLAM may therefore be expected to be more 
beneficial than the use of only one ERS scatternmeter. 
Also, the ASCAT scatternmeter on board the future 
EUMETSAT METOP satellite and the NASA 
scatternmeter QuikSCAT or Seawinds, on board the 
Japanese ADEOS-II, have such an increased coverage. 
The HIRLAM data assimilation system at KNMl is 
started with a cut-off time for observations of 2 hours. 
Usually only 50% of the ERS scatternmeter data are 
received within two hours. Our experiments confirm the 
importance for Europe of scatterometer data and 
suggest that a delivery of data within 2 hours would be 
very useful. 

Comsponding Author address: Ad Stoffebn, KNMI (WMISD), Postbus 201,3730 A€ de BNt, th Nethedands. 
E-mail: stoffelen@knmi.nl 
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2. RESULTS 

2.1 Calibration of ERS-2 backscatter 

The ERS-2 geophysical validation strategy 
includes an “ocean” sigma naught calibration procedure 
that proved to be a reliable complement to the 
engineering calibration, both for the ERS-1 and ERS-2 
scatterometers. In order to be able to use ERS-2 
scatterometer data from before the engineering 
calibration, we refined the “ocean” calibration procedure, 
originally developed at ECMWF, resulting in new 
backscatter calibrations for both ERS-1 and ERS-2 that 
demonstrably improve the wind retrieval and the 
accuracy of the instrument monitoring, as described by 
Stoffelen (1998a). Moreover, the finding with ERS-1 that 
triplets of backscatter are distributed around a well- 
defined and curved conical surface in the three- 
dimensional measurement space, allows an accurate 
check of the distribution of the ERS-2 scatterometer 
sigma naught triplets in this space. When the average 
distance to ?he conical surface as a function of node, 
wind speed and wind direction is the same for the ERS- 
Z and E R S 2  measurements than both systems have an 
identicat calibration. Thus, it was found that the ocean 
calibration results in new backscatter calibtztions for 
both EFIS-1 and ERS-2 that demonstrably improve the 
wind retrieval and the accuracy of the instrument 
mO!7~OnRg.  

2.2 Wind Tuninq 

In order to avoid systematic siowing down or 
speeding up of the H!RLAM model by sca?terometer 
data assimilation we adopted a careful wind validation. 
Gaffard and Roquet(4998) show the detrimentai effect 
of systematic wind bias on NWP impact. The results of 
a wind calibration method taking into account the error 
characteristics of in situ, satellite and model winds by 
Stoffelen (1998b) has been used to estimate the wind 
biases of the HIRLAM model with respect to the 
scatterometer. Although scatterometer winds delivered 
by PRESCAT are known to be approximately 5% low, 
the HIRLAM first guess has a negligible bias with 
respect to the ERS scatterometers, and thus is also 
biased low with respect to the true wind. We estimate 
the random ERS scatterometer wind component error to 
be 1.8 m s-I. The HIRLAM model random error is 
estimated to be smaller than this, Le., 1.2 m s-‘. 

ERS scatterometer backscatter measurements 
are delivered on a grid of 25 km, but have a spatial 
resolution of 50 km. The HIRLAM model grid distance is 
50 krn. In order to present the xatterometer data to the 
HIRLAM model in a spatial representation consistent 
with the model, we averaged the scatterometer data to 
8 grid of 100 km. As is argued below, this spatial 
representation was still too fine to be assimilated by the 

HIRLAM model in some cases. Anyway, after the ocean 
calibration and wind tuning, PRESCAT delivers accurate 
ERS-1 and ERS-2 winds with much sub-synoptic scale 
information. 

2.3 Assimiletion 

2.3.1 Experimental Set-ue 
The tandem scatterometer data assimilation 

experiment ran from 6-18 February 1996, a period with 
a disturbed westerly flow over western Europe. Since, 
the North Atlantic is an area with a sparse 
meteorological observation coverage, scatterometer 
data are expected to fill in this gap and thus may 
provide an impact on the weather forecasts over 
western Europe. The grid used is by approximation 
equidistant and 5000 by 4000 km with Dublin in the 
center. 

The analysis is a combination of the 
information provided by a HIRLAM %hour forecast, 
called background, and the observations available in the 
bhour time window centered around the verification 
time of the forecast. The impact of observations in the 
analysis depends on the ratio of the estimated 
background over observation error. The scatterometer 
observation emrs are assumed to be spatially 
uncorrelated (Stoffelen, 1996), and the spatial projection 
of scatterometer information in the analysis depends 
solely on the estimated background error structure. The 
typical horizontal projection scale is 250 km. The error 
structures are multivariate and balanced, indicating that 
the scatterometer wind observations will influence the 
pressure and temperature fields. Also will the 
information be projected in the vertical, e.g., a 
modification of the wind at the surface due to a 
scatterometer Observation will result io a fraction 0.25 of 
that modification at 500 mb. From most scatterometer 
experiments carried out so far, it can be concluded that 
forecast impact can only be obtained when the upper air 
is improved in a consistent way with the modifications at 
the surface. 

data assimilation experiments were run 
For the selected period in February ‘96 three 

noERS, control without scatterometer winds, 
ERSl , with only ERS-1 winds assimilated, and 
ERS12, with both ERS-1 and ERS-2 included. 

2.3.2 Impact over Sea 
The background wind fields of all these three 

experiments were verified against the scatterometer 
winds. Assuming that the scatterometer wind 
component is 1.8 m s-’, it was found that both the ERS? 
and the ERSl2 background had a roughly 20% smaller 
error than the noERS background. Another, though 
subjective, way to test the quality of the background 
winds over the sea is to systematically compare the 
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ambiguity removal skill. The ambiguity removal skill of 
scatterometer winds (Stoffelen and Anderson, 1997c) 
depends on the quality of the background field used in 
this process. When the solutions of the ambiguity 
removal were different in the experiments noERS, 
ERSl , and ERS12, we used other meteorological 
observations available to subjectively assess which 
experiment had obtained the best solution. We found 
that the ambiguity removal in experiment ERSl2 worked 
clearly the best, followed by that of experiment ERSI, 
and the worst performance in experiment noERS. This 
suggests that phase errors of meteorological systems 
are smallest for experiment ERSIP. 

2.3.3 Impact over Land 
To verify the impact over land we compared 

the RMS mean sea level pressure (MSLP) 
modifications, increments, in the analysis. Since over 
land the same obsenrations are used in the three 
experiments, a smaller RMS increment indicates a 
better background MSLP. The RMS analysis increments 
over land in the ERSl and ERS12 experiments were 10- 
20 % lower than in the noERS experiment, indicating 
that the background is also improved over lend by the 
assimilation of scatterometer winds. 

2.3.4 Hiah resolution? 
Although we anticipated that the HlRLAM data 

assimilation system would not be capable of resolving 
all the subsynoptic detail in the scatterometer winds, 
and we had averaged the winds to a :00 km resolution, 
we still found that the observetion consistency check in 
the analysis rejects scatterometer winds close to sharp 
troughs and fronts, and substantially smoothes the 
winds on scales smaller than a few hundred kilometers. 
in other words, the smali-scale infomation in the 
scatterometer winds is smoothed out by the analysis. 
This is due to the estimate of the spatial error 
correlation scale of the background error. It is 
determined by what spatial scales the HIRIAM model 
can realistically describe. Over the ocean this is not so 
much determined by the grid distance used by the 
model, but by the density of the network of 
meteorological observations, Le., a decrease of the grid 
distance and associated with this an increase of the 
variability on the smaller scales would only result in a 
larger error, since no data is available to determine the 
flow on these small scales. 

Scatterometer data will help improve this 
situation, but probably upper air wind profile 
observations will be needed for a substantial 
improvement over the m a n s  (ESA, 1996). 

2.4 Forecast Imm3acf 

From the 00 UTC and 12 UTC analyses of all 
the experiments we ran two-day forecasts. The 

forecasts for forecast leads of 12, 24, 36 and 48 hours 
were systematically verified with the corresponding 
analyses for surface wind, pressure and temperature, 
and 500 mb wind and temperature. Up to a forecast 
lead of 24 hours, the verifications clearly depend on 
whether we use the noERS, ERSI, or ERSl2 analyses 
for verification. For the 48 hour forecasts this is not the 
case, and our conclusions can be firm. It is clear that 
the ERS12 forecasts are better than the ERSI and 
noERS forecasts. On the other hand, the M a y  ERSI 
forecasts are on average not demonstrably better than 
the noERS forecasts. This confirms the conclusion of Le 
Meur (1997) with the ECMWF NWP model that a 
tandem scatterometer has more than twice the impact 
of a single scatterometer. Scatterometer data coverage 
is thus important. 

The average forecast impact was different for 
different parameters and different forecast ranges, but 
again we find that the forecast impact is generally 
similar at the surface and in the upper air, indicating that 
in case of positive impact the scatterometer information 
at the surface is well propagated in the vertical. 

3. RESUME AND OUTLOOK 

After the application of a backscatter calib-ration 
over the ocean the ERS-1 and ERS-2 scatterometer 
provide detailed sub-synoptic-scale information that is 
relevant for nowcasting and short-range forecasting. 
The ERS scatterometer preprocessing system 
PRESCAT has been rewfitten and interfaced to the 
HIRLAM data assimilation system. PRESCAT 
scatterometer winds and HIRLAM winds are not biased 
with respect to each other, but may be both biased by 
roughly 5% against the true wind. 

The HIRLAM analyses are clearly improved by 
PRESCAT winds, both over land and over sea, and both 
in case of one and in case of two scattemmeters. 
However, the information provided by the scatterometer 
on a scale of 100 km is rejected by the HlRLAM model. 
Not a refinement of the grid distance of the NWP model, 
but an increased density of meteorological observations 
over the oceans, also in the upper air, is believed to be 
necessary in order to irqprove the situation. 

In line with this, from our experiments it is 
found that scatterometer data coverage is very 
important to obtain forecast impact. In our particular 
case, we were not able to demonstrate the forecast 
impact of one scatterometer, but found a dear 
beneficial impact in case we assimilated the ERS-I and 
ERS-2 scatterometer wind data in tandem. This synergy 
of two scatterometers is in agreements with NWP 
impact studies at ECMWF. 

In fact, it has been realized before that 
coverage is a weak point of the ERSl  or ERS-2 
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scatterometer, and its successor ASCAT on METOP will 
obtain a threefold coverage. In preparation for METOP 
KNMl is developing calibration and validation tools and 
the wind processing chain within the EUMETSAT Ocean 
and Sea Ice Satellite Application Facility. By the middle 
of 1998, KNMl plans to have a prototype processing 
cham running in near real-time with ERS data. This 
prototype will be based on PRESCAT. Developments on 
a. 0. ambiguity removal and ice screening are 
performed in collaboration with IFREMER. 

In order to bridge the gap between the ERS 
scatteromeier series and ASCAT on METOP, the 
meteorological community will have to rely on a new 
scatterometer concept being developed by NASA. 
QuikSCAT will be a dedicated scatterometer mission, 
scheduled for launch early November 1998. N O M  
plans to have a near real-time distribution of the data in 
place by early 1999. In 2000, ADEOS-I1 is planned for 
launch with the NASA SeaWinds scatterometer on 
board. SeaWtnds has a design very similar to 
QuikSCAT. 

Fortunatefy, QuikSCAT wili have a large d a b  
coverage with its swam of 5800 km wide. That part of 
the swath that contains a similar amount of information 
on the fuit near-surface wind vector as that provided at 
the nodes of the ERS or MSCAT scatterometers, is of 
similar width than the tobf waih width of NSCAT or 
ASCA?. Howeve:, the outer and middfe parts of the 
swath wilt contain less information than for instance t h e  
ERS or NSCAT measurement cells. In coflaboration with 
NASA, KUMi plans io contribute towards an effective 
interpretation and quality control of the QuikSCAT and 
SeaWinds data to the benefif, of NWP. 

Given the impoortance of data coverage and the 
resoiution of the scatterorneter wind product, it may be 
dear that a timely data delivery has a high priority. 
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P4.3B1 OCEAN SURFACE WINDS: SATELLITE AND AIRCRAFT SCATTEROMETER 
MEASUREMENTS OF HURRICANE FRAN 
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1. INTRODUCTION 2. CSCAT AND EXPERIMENTS 
C-band scatterometer measurements of 

Hurricane Fran were obtained on 5 September, 
1996 from a satellite and an airborne platform. 
The satellite sensor was the Active Microwave 
Instrument 
Sensing Satellite (ERS-2) which observed the 
hurricane at approximately 16002. Six hours later, 
the University of Massachusetts C-band 
scatterometer (CSCAT) gathered backscatter 
measurements from the NOAA X42RF WP-3D 
aircraft which flew figure four patterns through the 
hurricane at 9000 feet. 

-4 post surface wind analysis performed by thc 
Hurricane Research Division (HRD) estimated the 
maximum winds to be approsimately 45 m/s. 
However, winds derived from the AMI and CSC.4T 
data using an inversion algorithm based on the 
CMOD4 model [Lecomte, 19931, estimated the 
maximum winds to be only 35 m/s, suggesting that 
the CMOD4 model over estimates the backscatter 
response a t  high winds. 

This paper psesents the CSCAT backscatter 
measurements and shows a significant divergence 
between the CMOD4 model and the data for winds 
above 15 m/s. A new empirical backscatter model 
is derived from the CSCAT data and used to invert 
the AMI data. A significant improvement is 
realized. The breakdown of this paper is given 
below. 

Section 2 describes the CSCAT, experiments 
and processing methods. Section 3 presents 
backscatter measurements and a new high-wind 
C-band NRCS model. Section 4 discusses the 
effects of atmospheric attenuation and rain on the 
measurements. Section 6 concludes by showing the 
impact the new high wind model has on wind 
inversion of the AMI data. 

* Corresponding author address: James R. Carswell, 
Univ. of Massachusetts, ECE Dept.7 Knowles En% 
Bldg, Rm. 113, Amherst, MA, 01003, 
email:carswellQmirsl.ecs.umass.edu 

2.1 CSCAT 

The Microwave Remote Sensing Laboratory 
(MIRSL) at the University of Massachusetts 
developed CSCAT as an underflight instrument for 
the AMI. The instrument uses a microstrip phased 
array whose pointing angle can be frequency 
steered from 20' to 55' incidence [Carswell et al., 
19941. During operation, its pointing angle is 
switched sequentially between 21', 31') 41.5' and 
520 incidence at 
rotated in azimuth at  80 rpm. In this manner, 
cscAT measures the full 
response every three-fourths of a second 
simultaneously at the four incidence angles. 

2.2 Experiment 

aboard the European Remote 

kHz, while ,.he antenna is 

backscatter 

The high wind C-band ocean backscatter 
measurements presented in this paper were 
collected during a research mission through 
Hurricane ban on 5-6 September, 1996. CSCAT 
was installed on the NOAA WP-3D N42RF 
aircraft. Figure 1 plots the HRD surface wind 
analysis of Hu~~icane  Fran at  22ooz. The flight 

storm track are overlaid. Several penetrations 
through the eye-wall were made at an altitude of 
5000 feet. Coincident volume reflectivity 
measurements were also acquired with the Tail 
Doppler Radar (TDR) which operates at X-band. 

Figure 2 shows the surface wind image derived 
from the AMI data six hours prior to the flight. 
The AMI wind inversion is based on the CMOD4 
model. 'The AMI winds are dmost fifty Percent 
lower than thc HRD surface wind analysis. 

2.3 Processing Methods 

of NOAA WP-3D N42RF aircraft and the 

The backscatter measurements from a single 
conical scan are accumulated into seventy-two five 
degree azimuth bins and averaged. The averaged 
measurements are corrected for gain drifts and the 
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receiver noise power subtracted. The aircraft INS 
data is used to reference each azimuthal bin to true 
North and to calculate the instantaneous incidence 
angle for computation of the normalized radar 
cross section (NRCS), 6'. The pitch and roll 
motions of the aircraft cause the instantaneous 
incidence angle to vary about the nominal pointing 
angle. Using the CMOD4 model, the NRCS 
measurements are normalized to the nominal 
pointing angle. In cases where the instantaneous 
incidence angle differed from the nominal angle by 
more than two degrees, the data are not used. 

Since the strongest wind gradients are in radial 
direction from the center of the storm, the data is 
processed in one kilometer radial pixels. This is 
accomplished in the following manner. The radial 
distance of each azimuthal bin to the center of the 
hurricane is calculated (HRD provided the storm 
track information). The NRCS data are binned 
into one kilometer wide rings, relative to the storm 
center. Data at each azimuth bin are averaged 
along track as the aircraft traversed the ring, and 
from these averaged NRCS azimuth bins, complete 
azimuthal scans are reconstructed. A three-term 
Fourier cosine series of the form, 

U' = & + A1 -COS ( x )  + A2 *  COS(^ * X )  (1) 

is then fitted to each scan, where x is the azimuth 
look direction relative to the wind direction, A0 
represents the NRCS response averaged over the 
wind direction, A1 is related to the 
upwind/downwind NRCS ratio and A2 is related to 
the upwind/crosswind NRCS ratio. Note that we 
will only focus on A0 and A2 since A1 does not 
exhibit a strong wind speed dependence. 

Volume reflectivity measurements from the 
TDR are also processed into storm relative pixels 
with along track, across track and vertical 
resolutions of 1 km, .5 km and .15 km, respectively. 
These measurements are used to filter out regions 
of strong precipitation. First they are collocated 
with the CSCAT measurements by averaging the 
four lowest altitude TDR pixels directly above each 
NRCS azimuth pixel. If the collocated averaged 
volume reflectivity value exceeds 10 dBz, the region 
is assigned a rain flag and the A0 and A2 values 
associated with that pixel are not used. 

3. BACKSCATTER MEASUREMENTS 

data from regions of little or no precipitation are 
accumulated into 2 m/s wind speed bins based on 
coincident wind speed estimates derived from flight 
level data [Powell and Black, 19901, and the 

The A0 and A2 estimates derived from CSCAT 

Hurricane Fran 2200 UTC 5 Sew. 1996 

Fig. 1. The HRD surfacc wind analysis of Hurricane Fran at  
2200% on 5 Scptcmbcr, 1996 is shown. The flight track 
of thc SOAA WP-3D S42RF aircraft (solid line) and the 
storm track (dauhed line) are overlaid. 

average A0 and A2 value for each bin is calculated. 
Figure 3 plots the averaged A0 estimates versus 
wind speed (solid circles) and the standard 
deviations of the measurements within each bin are 
shown by the vertical lines. Only the data acquired 
at 41.5' are shown, but the results at 31' and 5 2 O  
incidence are very similar. The CMOD4 model 
function is overlaid as a dashed-solid line and is 
seen to significantly over predict A0 at high winds 
(&ON > 20 m/s). Furthermore the A0 
measurements appear to saturate around 30 m/s. 

The A2 measurements are normalized by A0 
(a2 = Az/Ao) to remove the power law dependence. 
Figure 4 plots a2 measurements versus wind speed 
(solid circles). The solid lines represent the 
standard deviation of the measurements within 
each bin. The CMOD4 response is overlaid (dashed 
line). Once again, the CMOD4 model over predicts 
the measured response at high winds, and the a2 
measurements appear to decrease to small values a t  
the high winds. The latter means that the 
crosswind SRCS approaches the upwind SRCS 
values at high winds indicating that the NRCS is 
saturating. 

Since CMOD4 significantly over predicts the 
NRCS response, a new high wind power law model 
of the form: 

go = A0 * [l + COS (x) i COS (2 * x)] , (2) 
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. . , , . . , . . 

2 is fitted in log space to the averaged A0 
measurements using an orthogonal linear regression 
procedure. Likewise, the coefficients, co, cl, do, d l  
and d2 are determined from the a1 and a2 

Fig. 2. An AMI surface wind image of Hurricane R a n  on 5 
September, 1997 is shown. The winds were derived using 
the CMOD4 model. 

do dl d2 dS C1 

31.0 0.22 -0.0031 -0.10 0.10 -0.10 20.0 
41.5 0.25 -0.0047 -0.32 0.18 -0.16 18.0 
52.0 0.23 -0.0042 -0.26 I 0.15 -0.14 18.0 

-20 
5 .+ ) U  i 5  2; 25 3; 35 43 45 

10-m Neutral Stobility Winds (m/s, 10 minute average) 

Fig. 3. Averaged A0 measurements at 41.5" incidence are 
plotted versus Ulopj (solid circles). The CMOD4 model 
is overlaid ae a dashed line and the new high wind model 
is overlaid as a solid line. 

and 

0.0 t t I 1 
5 10 15 20 25 30 35 40 45 

10-m Neutral Stability Winds (m/s, 10 minute average) 

Fig. 4. Averaged 0 2  measurements incidence are are plot- 
ted versus U ~ O N  (solid circles). The CMOD4 model is 
overlaid as a dashed line and the new high wind model is 
overlaid as a solid line. 

TABLE I 
POWER LAW FIT COEFFICIENTS (EQUATION 3) 

pTpiEpl 
52.0 0.0027 1.1 

procedure. The coefficient, ds, is chosen so that the 
peak response of a2 agrees with CMOD4 model at 
moderate wind speeds. Tables 1 and 2 list the fit 
coefficients and the new high wind model response 
is shown in figures 3 and 4 as a solid line. Note 
that the new high wind model response is set equal 
to the CMOD4 response at low to moderate winds. 

The coefficient, y, is the wind speed exponent 
and describes the sensitivity of the NRCS to the 
wind speed. For example, if the wind speed doubles 
in magnitude, A0 will increase by 3 y dB, which 
corresponds to approximately 1.4 dB, 2.2 dB and 
2.2 dB increase at  31°, 43.5' and 52O incidence, 
respectively. CMOD4 predicts that if the wind 
speed doubles from 25 m/s to 50 m/s, the increase 

TABLE I1 
AZIMUTHAL MODULATIOS FIT COEFFICIEST~ (EQUATIONS 4 

AND 5)  
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in A0 will be 6.7 dB, 8.7 dB and 9.7 dB at 31°, 
41.5' and 52O incidence, respectively, which is 
much larger. The decrease A0 sensitivity to wind 
speed, predicted by the new high wind model, 
indicates that the NRCS is saturating. 

4. EFFECTS OF PRECIPITATION 

The effects of precipitation on the A0 and A2 
measurements are analyzed by comparing the 
residual between A0 and a2 measurements and the 
high wind model to the collocated volume 
reflectivity measurements. Although an exact 
relationship between rain rate and volume 
reflectivity is not known, the volume reflectivity 
typically increases with rain rate. The two-way 
attenuation suffered by the CSCAT is ignored since 
the highest rain rates encounter were on the order 
of 5 to 10 mm/hr, which only corresponds to a 
two-way attenuation of a couple of tenths of dB at 
5000 feet altitude. 

The residual error in the A0 measurements 
shows no significant trend with increasing volume 
reflectivity. However, the residual error in the a2 

measurements appears to decrease with increasing 
volume reflectivity. Figure 5 plots the residual 
error in a2 versus the collocated volume reflectivity 
measurements. The wind speed for these 
measurements ranges from 15 to 30 m/s. There is a 
noticeable decreasing trend in the a2 residual. This 
may indicate that the directional response of the 
NRCS to with respect to the wind direction 
decreases with rain rate at the high winds. 
However, further analysis and data are needed to 
verify that the above trend is caused by the rain 
and not by increased surface wind speeds due to 
down drafts associated with the rain. 

5. HIGH WIND INVERSION 
Figure ?? plots an image of the surface winds 
derived from AMI data using the new high wind 
model. Wind speeds as high as 90 knots (45 m/s) 
are now realized and the wind field agrees much 
better qualitatively with the HRD surface wind 
analysis. This shows that although the sensitivity 
of the NRCS at  high winds has decreased, 
satellite-based scatterometers can still recover 
winds as high as 90 knots. This is important since 
ocean vessels need to know the 30 knot, 50 knot 
and 70 knot wind radii of ocean storms. 
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Fig. 5. The residual between a2 measurements at 41.5' in- 
cidence and the high wind model is plotted versus collo- 
cated volume reflectivity measurements. 

Fig. 6. An AMI surface wind image of Hurricane Fran on 5 
September, 1997 is shown. The winds were derived using 
the new high wind power law model. 

low- and high-wind conditions. Proceedings of ihe IEEE, 
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P4.4B AN ANALYSIS OF TROPICAL CYCLONE GENERATION BY ADEOSMSCAT DATA 

Tetsuo Nakazawa 'l 
Meteorological Research Institute, Tsukuba, lbaraki 305 JAPAN 

and 
Ralph F. Milliff 

National Center for Atmospheric Research, Boulder, CO 

1. INTRODUCTION 2. NSCAT and SSWI DATA 

By using the sea surface wind data obtained by 
the NASA scatterometer (NSCAT), which was on 
board the Advanced Earth Observing Satellite 
(ADEOS), a case study of the tropical cyclone for- 
mation process has been performed. 

The ADEOS/NSCAT collected sudace ocean 
wind data from September 16,1996 to June 30,1997. 

The advantages of ADEOS/NSCAT data are; 
wide spatial coverage ( 90% global in 2 days), and 
accuracy (2m/s in wind speed of 3-20 mls, 20 deg in 
wind direction ). 

There are many operational applications for 
NSCAT data concerning tropical cyclones, e.g.: 
strong wind distribution over 15 m/s for warning to 
ships; radius to wind speed to identify the "stage" of 
the tropical cyclone; quadrant with maximum wind 
speed for short-term forecast of the propagation di- 
rection; and declaration of tropical storm generation 
when maximum wind speeds exceed 17 m/s. In ad- 
dition to these operational uses, the NSCAT data is 
also useful to study tropical cyclogenesis. 

In this paper, we present a case study of a tropi- 
cal storm formation in November, 1996 over the west- 
ern Pacific by using NSCAT ocean surface wind data. 

The data we used are the level 2 NSCAT dataset 
of the NSCAT-1 algorithm, which is distributed'by the 
NASA/JPL via the Web page a t  http:// 
www.jpl.nasa.gov/winds. The NSCAT data occur 
twice daily in our region of interest. This provides a 
valuable dataset for examining the evolution of tropi- 
cal cyclogenesis. We also used the ocean surface 
wind speed data and rainfall data of the SSMA data 
(http://www.ssmi.com) produced by Wentz. 

3. TWO TYPES OF TROPICAL CYCLOGENESIS 

It is known that there are mainly two types of 
tropical cyclogenesis. One is the coupling type be- 
tween the upper-tropospheric cold low and cloud 
cluster of the ITCZ. Another one is the lower-tropo- 
spheric wind shear type. We may trace the origin for 
the former type at a very early stage. However, we 
know that the latter type develops quickly from the 
tropical depression stage to the tropical storm. 

, 

4. CLIMATOLOGICAL VIEW 

Before going to the individual case, we would 
like to show the seasonality of Occurrence of the types 

' of tropical cyclogenesis, Figure 1 shows the SSM/I 
seasonal wind speed (contour) and rainfall rate (shad- 
ing) greater than 10 mdday, which comes from the 
1 O-year dataset (1 987 - 1996) of Wentz. We also 

' Corresponding authors address: '1 Tetsuo Nakazawa, 
MRllJMA 305-0052;e-mail: nakazawad mri-jma.go.jp. 
$2 Ralph F. Milliff, CGDINCAR, P.O. Box 3000, Boulder, 
CO 80307-3000 ;e-mail: milliff8 ucar.edu 
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SSM/I Surlocr Wind , Roin(>tOmm/doy) SPRING SSM/I Surface Wind , Raln(>lOmm/doy) SUMMER 

lropicd C y c l o ~  Generobon FKL 127 Tropical Cyclone Gemrotion WINTER 66 

Figure 1: (upper) Seasonal mean su.dace wind speed (contour; 2 m/s interval) and rainfall 
(shading: greater than 10 mm/day) estimated from the SSM/I Wentz algorithm. The data 
period is 1987-1996. (lower) Tropical cyclone generation map by season. The number at 
the upper-right of each figure to;% the total number of tropical storms for each season through- 
‘out 1987-1’996. 

show the positions of 
tropical cyclone forrna- 
tions during the same 
data period as the 
SSM/I data (Fig.1 
lower). The number in 
the top-right corner of 
each seasonal figure is 
the total number of the 
tropical storms per sea- 
son during the 10-year 
period. For the summer 
season in both herni- 
spheres (upper right 
and lower right), the 
rainfall center is lo- 
cated over the region 
where the wind speed 
is weak. 

However, during 
the equinox period, the 
rainfall maximum belt is 
located over the region 
with a meridional gra- 
dient in wind speed. 
The tropical cyclone 
formation during north- 
ern summer (upper 
r ight )  i s  l oca ted  
poleward of the rainfall 
maximum region, and 
associated with the 
weak wind speed re- 
gion. That is also true 
in the southern surn- 
mer (lower right). This 
suggests during sum- 
mer in either hemi- 
sphere, tropical cy- 
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clone formation may associate with the coupling type 
between upper-tropospheric cold low and cloud clus- 
ter. However, during the equinox period, formation is 
more like the low-tropospheric wind shear type. 

5. HORIZONTAL WIND SHEAR ENHANCEMENT 

We examine an individual case for tropical cy- 
clogenesis by using the ADEOSlNSCAT data. 

We focus on November 1996, when the Mad- 
den-Julian Oscillation moved eastward from the In- 

NSCAT Wind NOV. 01-2 1996 

dian Ocean to the western Pacific. Typhoon Dale 
(9624) was formed on November 5 at 10°N, 150OE. 

Figure 2 shows the 2-day averaged surface wind 
fields from NSCAT data (upper) and JMA global 
analysis data (lower) between 1 and 2, November, 
1996. There are pronounced easterlies originating 

SSM/I Wind Nov. 1-2 1996 
10 

GANAL Wind NOV. 01-2 1996 

C I  I I 
3 6 I 12 0 I O  

Figure 2: (upper) The surface wind fields from NSCAT 
data averaged between 1 and 2 November, 1996. Shad- 
ing denotes wind speed and arrows denote wind direction. 
(lower) Same as the upper figure, but optimum analysis 
by Japan Meteorological Agency. 

'1 1 
18 

15 
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S 
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Figure 3: Same as Fig. 2, but for wind speed from the 
three SSWI satellites (F10, F l l  and F13) from the Wentz 
dataset I 
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from the mid-latitude anticyclone near 40 "N, 170 OW. 
We also see equatorial westerlies near the equator 
around 0 - 5 "N, 130 - 140 "E in the NSCAT data. 
The westerlies are associated with the Madden-Julian 
Oscillation. It is interesting to note that there is a front- 
like zonal shear line along IO O N ,  south of the 
easterlies where the easterlies suddenly weaken. We 
mark the closed circle in Fig. 2 as the generation 
location of Typhoon Dale. Notice that the location is 
between the trades and the equatorial westerlies. Fig. 
2 suggests that Typhoon Dale is a case of "lower- 
tropospheric wind-shear type" generation. 

We also checked the SSM/I wind field. At the 
time, three SSM/I satellites (F10, F11 and F13) were 
available. Figure 3 shows the wind speed obtained 
from the SSM/I satellites as produced by Wen& dur- 
ing the same period as Fig. 2. The wind fields are 
quite similar in these three satellites, and they agree 
with the NSCAT data shown in Fig. 2. We have pro- 
nounced easterlies along 20 O N ,  which may be as- 
sociated with the wind speed minimum at 40 ON, 170 
"W. That is the center of the anticyclone in Fig. 2. 
We also see the weak wind speed region south of 
the strong easterlies. 

found in the summer hemispheres, and the latter in 
springhall. 

6. CONCLUSION 

By using the NSCAT surface wind data as well 
as SSM/I wind speed data, we examined the tropi- 
cal cyclone (Dale or Typhoon 9624) generation pro- 
cess in November, 1996. The result shows that tropi- 
cal cyclone Dale may be formed by enhanced Jow- 
level wind shear between low-level westerlies near 
the equator, associated with the eastward moving 
MJO, and pronounced easterlies from the outflow of 
an anticyclone at mid-latitudes. 

We confirmed that there are two types of tropi- 
cal cyclogenesis; one is the coupling type and an- 
other is the wind-shear type. The'forrner is mainly 
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P4.5A POLDER : A COMPREHENSIVE SET OF KEY GEOPHYSICAL 
PARAMETERS FOR OCEANOGRAPHY AND CLIMATE RESEARCH 

Anne Lifermann' 
Centre National d'Etudes Spatiales, Toulouse, France 

1. POLDER : A UNIQUE WAY TO OBSERVE THE 
EARTH-ATMOSPHERE SYSTEM 

POLDER (POLarization and Directionality of the 
Earth's Reflectances) is a multispectral imaging 
radiometer designed to collect global and repetitive 
observations of the solar radiation reflected by the 
Earth-atmosphere system. 

POLDER was developped by the Centre National 
dEtudes Spatiales (Toulouse, France) and was flown 
on the NASDAs ADEOS 1 platform between August 
1996 and June 1997. POLDER is also part of the 
ADEOS 2 payload to be launched in 2000. 

POLDER is the first sensor providing global 
multidirectional measurements. A very dense 
sampling of the Bidirectional Reflectance Distribution 
Function of the targets is achieved by the very large 
field of view (+-51", +-43") of the instrument. 
Moreover POLDER'S multiple viewing capability 
allows each application to select the most favorable 
geometries of observation. 

POLDER is also the first sensor providing global 
polarized measurements of the Earth's reflectances. 
Better retrieval of aerosols and original parameters 
such as cloud phase can be derived from 
polarization. 

The wide swath (2400 km) provides a daily quasi 
global coverage of the Earth with a moderate 
geometric resolution of 6 km. 

In summary, through unique directional and 
polarized measurements, POLDER offers new 
opportunities for higher quality data and better 
retrieval of intrinsic targets reflectances. 

2 POLDER GEOPHYSICAL PRODUCTS 

After radiometric and geometric processing 
performed by the POLDER Processing Center 
located at CNES, the global daily POLDER top of 
atmosphere observations are processed 
operationnally to generate 12 types of geophysical 
products interesting Ocean Color, Aerosols, Land 
Surfaces, Earth Radlatlon Budget 8 Clouds, and 
Water Vapor. 

* Corresponding author address : Anne Lifermann, 
POLDER Project Scientist, 
CNES, 18, avenue Edouard Belin, 3 1401 Toulouse Ctdex 
4, France, 4 33 5 61 28 21 43, fax 33 5 61 27 40 13, E- 
mail anne.lifermann@cnes.fr 

The main parameters derived at global scale from 
POLDER data and their applications are illustrated 
on the panel next page (a more detailed list is given 
in annex; more information and illustrations are 
available on POLDER Web site): 

- ocean pigment concentration 

- vegetation index and albedo, land surface 
directional model, 

- cloud cover, cloud optical thickness, pressure and 
phase, short wave albedo, 

- water vapor 

- aerosol optical depth and Angstrom coefficient over 
land and over Ocean 

The POLDER products provide a comprehensive 
set of key geophysical parameters for climate 
research and environment monitoring applications. 

POLDER enables a better characterization, 
monitoring, and modeling of essential components of 
the global climate system in order to: 

- quantify the role of photosynthesis in the oceans 
and continental biosphere in the global carbon cycle, 

- determine the physical properties of aemo/s  so as 
to classify them and study their variability and cycle, 

- precisely determine the influence of aerosols and 
clouds on the Earth's redietion budget, 

- improve the climatological description of certain 
physical, optical and radiative properties of clouds. 

3. POLDER DATA PLAN AND DISTRIBUTION 

Following ADEOS loss on June 30, 1997, only 8 
months of POLDER data have been acquired. 

Of course this unfortunate stop of the mission 
interrupts the long time series expected from the 
continuity of ADEOS 1 and ADEOS 2 (to be 
launched by NASDA in 2000). Still these 8 months 
represent more than 3 terabytes of original data to 
assess the scientific merit of POLDER 
measurements for research and prepare a second 
generation of refined algorithms. 

The calibrated and georeferenced radiances at 
the top of atmosphere are readily available to users. 
The geophysical products will be available to the 
scientific community after the completion of the 
validation phase foreseen in June 1998. 
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Further information and Order Desk are available 
at POLDER Web site: 

http://earthsciences. cnes.fr:8060/polder/Mls 
sion. html 

4. CONCLUSION 

With a large variety of geophysical parameters 
retrieved with novel and powerful methods, the 
POLDER global 8 month-dataset has a great 
potential for oceanography and climate related 
research. 

ANNEX 

MAIN GEOPHYSICAL PARAMETERS derived 
from POLDER 

The global daily POLDER top of atmosphere 
observations are processed operationally to generate 
12 types of geophysical products by orbit segments 
or in the form of global monthly syntheses. 

Ocean Cdor & Marine Aerosols: 

marine directional reflectances at 443,490,565 nm 
0 diffuse marine reflectances at 443,490,565 nm 

pigment concentration, water type 
marine aerosols (3x3 resolution ): optical thickness 

at 865 nm, 
0 Angstrom coefficient, refractive index, aerosol 

model 

Land Surfaces & Aerosols over Land: 

*directional surface reflectances at 443, 670, 765 
and 865 nm 
*vegetation index, albedo (at 443, 670, 765, 865 
nm) and surface directional model 

aerosols 8 water vapor over land (3x3 resolution): 
optical thickness at 865 nm, 

Angstrbm coefficient, refractive index, water vapor 
content 

Radiation Budget & Clouds: 

synthesis (0.5" resolution ) of the following 
parameters: cloud cover, optical thickness, 

oxygen pressure, Rayleigh pressure, cloud phase 
(water or ice), directional 

normalized radiances and albedos (443, 670, 865 
nm, Short Wave), angular 

istributions, angular distributions of refledances by 
scene type, angular 

distributions of polarized radiances for ice clouds 
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POLDER: A COMPREHENSIVE SET OF KEY 
GEOPHYSICAL PARAMETERS FOR CLIMATE RESEARCH 
AND ENWRONMENT MONITORING APPLICATIONS 

OCEAN 
COLOR 

Access to the 
dynamics of ocean 
biology and ocean 
primary production 

Globul Chloruphyll concenfmfion 

Vepfutbn Index Albedo 

AEROSOLS AND WATER VAPOR 
Observation, characterization of global aerosol emissions and transport 
Measurement of Water Vapor content over Land 

,, ., 1.. , 
I, . ... . 

AerMols over Oceon Aerosols over lond Wafer Vapor 

CLOUDS 
Improvement of cloud climatology on a global scale from a bemr characterization of their macro- and 
microphysical properties 

Cloud cover Cloud uppurenf prwsun, bud opHm/ flikkness 

The POLDER products are generated and distributed to users by the POLDER Ground Segment located at 
CNES (Centre National d'Etudes Spatiales). 

Further information and Order Desk are available at POLDER web site: Cnes http://earth-sciencer.cnes.fr:806O/polder/Mission. html 
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P4.6B COMPARISON OF THE POLDER CLOUD DETECTION OVER OCEAN WITH 
A METEOSAT CLOUD CLASSIFICATION 

Genevieve Sbze' 
Universit6 P. et M. Curie, Paris, France, 

Claudine Vanbauce, Jean-Claude Buriez, Frbderic Parol 
Universit6 des Sciences et Technologies de Lille, Villeneuve d'Ascq, France, 

Pierre Couvert 
Centre d'Etudes de Saclay, Gif-sur-Yvette, France 

1. INTRODUCTION 

A key uncertainty in the accurate determination of 
the climate sensitivity to perturbation, in particular due 
to human activity, is the misunderstanding in cloud- 
radiative feedbacks (Cess et a/, 1990). Consequently, 
a good knowledge of the role of clouds in the global 
climate system is necessary. Satellites can directly 
observe not only the spatial and temporal variabilities 
of clouds but also their effects on Earth's radiation 
budget at the top of the atmosphere. Such projects as 
ISCCP (Schiffer and Rossow, 1983) and ERBE 
(Barkstrom and Smith, 1986) have provided essential 
datasets allowing to improve our understanding of the 
cloud-radiation-climate system. 

9 *t I * $ .  ' \. ,< 

Figure 1. Pixel identification map constructed from POLDER 
cloud detection algorithm. Cloudy plxels are reported in whlte 
and cloud-free pixels in black. Pixels labeled as cloudy In 
some directions and clear in the others are in dark gray. 
Lighit gray is used for background and land surfaces. 

* Corresponding author address: Genevibve Sbze, 
L.M.D., CNRSAJPCM, Jussieu - Boite 99, 
F-75252 Paris Cedex 05 - France 
email:Genevieve.Seze@Imd.jussieu.fr 

As a component of the new generation of earth- 
orbiting instruments designed for Earth's observation, 
the POLDER (Polarization and Directionality of the 
Earth's Reflectances) radiometer was on-board the 
Japanese ADEOS platform from August 1996 to June 
1997 (Deschamps et all 1994). The POLDER 
instrument consists of a CCD matrix detector, a 
rotating wheel which carries spectral filters and 
polariters and a wide field-of-view lens. When the 
satellite passes over a target, up to 14 different 
images are acquired in eight narrow spectral bands of 
the visible and near-infrared spectrum. 
The POLDER level 1 products routinely processed by 
the French Space Center (CNES) consist of calibrated 
radiances at 6.2 km resolution. The level 2 and 3 

. .  
t 

Figure 2. Pixel ldentificatlon map constructed from the cloud 
classification applled fo METEOSAT data. Overcast pixels 
are in white, cloud-free pixels are in black and partly-cloudy 
pixels are in dark gray. 
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products are splitted in three processing lines : "Earth 
Radiation Budget, water vapor and clouds" (hereafter 
"ERB & clouds"), "Ocean color and aerosols over 
ocean", "Land surfaces and aerosols over land". An 
overview of algorithms and products of the "ERB & 
clouds" line is presented in Buriez et el. (1 997). 

As the majority of the analysis methods of satellite 
observations of clouds, the "ERB & clouds" algorithm 
is based on two basic steps: the cloud detection 
phase and the cloud properties derivation phase. 

This paper focus on the results of the cloud 
detection scheme of the "ERB & clouds" processing 
line. POLDER data over the Atlantic ocean acquired 
along three ADEOS paths on 10 November 1996 have 
been processed and analyzed. The so-derived pixel 
identification map is reported in Fig. 1. The tests 
involved in the algorithm are presented in section 2. 
The POLDER derived pixel identification is compared 
to a cloud classification applied to METEOSAT data 
and based on the Dynamical Clustering Method (SBze 
and Desbois, 1987). The resulting pixel identification 
map is reported in Fig. 2. A brief presentation of the 
classification method is presented in section 3. Section 
4 presents the comparison of the two cloud 
identification schemes. Finally, section 5 discusses the 
results and presents conclusions. 

2. POLDER CLOUD DETECTION 

The physical principles of the POLDER cloud 
detection algorithm are extensively developed in 
Buriez et al. (1997). They were based on the analysis 
of measurements performed by the airborne simulator. 
Since then, POLDER has flown aboard ADEOS and 
some adjustments have been brought to the algorithm. 
The cloud detection algorithm is mainly based on a 
series of sequential tests applied to each pixel and for 
every viewing direction (see Fig. 3). 

(i) An "apparent" pressure Papp is derived from the 
ratio of reflectances measured in the channels 
centered at 763 nm and 765 nm. It is compared to the 
sea-surface pressure Psudece. The threshold applied to 
Psudace - Papp depends on the ratio between the 
molecular and the total reflectance R,,,/R * . 
(ii) The measured 865 nm-reflectance R,, is 

compared to its clear-sky estlmateR:,8'. A large 
threshold value (15 YO) is chosen in order to avoid 
classifying aerosols as clouds. 
(iii) The molecular optical thickness T~~~ of the 
atmospheric layer above the observed surface (cloud 
or sea-surface) is directly derived from the polarized 
reflectance at 443 nm. it Is compared to the total 
molecular optical thickness of the atmosphere ?:$I. 

(iv) The polarized radiance at 865 nm presents 
features different for clear-sky and for liquid water 
cloud conditions notably in the rainbow direction. It is 
compared to the extreme values expected in clear-sky 
conditions. 

Four tests aim at detecting clouds: 

Two tests are used to identify clear pixels: 
(v) A pixel that has not been declared cloudy is labeled 
as clear if  R,,, - 
(vi) A pixel is also expected to be clear if its 
reflectance presents a large spectral variability. 
Practically, the Re, /R4,, ratio was found to be a 
better indicator than the ratio Re, /&m initially 
considered. 

In some cases, the pixel remains unclassified for a 
given viewing direction. If the pixel is labeled as clear 
(or cloudy) in some viewing directions and 
undetermined in all the other ones, then it is labeled as 
clear (or cloudy) for all the directions. If the pixel 
remains undetermined, It is then relabeled as clear or 
cloudy depending on the classification of the 
neighboring pixels and the spatial variability of Ra5. 

is weak enough (< 2 "A). 

Input POLDER level 1 data 

Is PIdIm - PWp > at . R,JFI' + bl 7 

end 120" < y < 160' 

NIRBLUE lest: 

IS Re&us < 0.4 7 

Figure 3. Outline of the part of the cloud detection 
algorithm applied to each pixel and for every direction. 
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Figure 4. Difference between the sea-surface pressure and 
the %pparent"pressure as a function of the ratio between the 
molecular and the total reflectance. The regular curve is the 
threshold line. The black (gray) dots corresponds to pixels for 
which Rae, -RtzF 4% (>15 %) in all the viewing 
directions. 

m 
Figure 5. As in Fig. 4 buf for the difference between the total 
molecular optical thickness and the observed one as a 
function of the air-mass factor, m. 
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Figure 6. As in Fig. 4 but for the poladzed radiance at 865 nm 
as a function of the scaftering angle, 1: 

The threshold values used in the tests on the 
apparent pressure and the polarization at 443 nm and 
865 nm are reported in Figs. 4 to 6. Also are reported 
the values of pixels for which the condition 
R,, - Releaf ,, c 2 Yo is satisfied in all the viewing 

directions. These pixels are expected to be clear. The 
threshold values have been adjusted in such a way 
that practically no clear pixel is declared as cloudy. In 
the same way, the threshold value on R,,, /R44J is 
reported in Fig. 7 considering the pixels for which the 
condition R,,, -R::F > 15 % is satisfied in all the 
viewing directions. 

i 0 ;  

2 1  a an 4 42  s 5 :  6 6: 7 

m 
Figure 7. As in Fig, 5 but for fhe ratio of the 865nm and 443 
nm reflectances. 

3, METEOSAT CLOUD CLASSIFICATION 

The Dynamical Clustering Method (SBze and 
Desbois, 1987) is applied to METEOSAT data acquired 
every half hour between 7 and 14 UTC from 30 October 
to 10 November 1996. The spatial resolution at 
subsatellite point is 5 km. This method makes use of two 
spectral parameters, the infrared and visible radiances 
and two structural parameters, the local spatial standard 
deviation of the visible and infrared radiances ( 9 3  
neighboring). These data are processed following 
Raffaelli and Sbze (1995) for five latitudinal regions 
(North Atlantic, Mediterranean sea and Atlantic west of 
Europe, The Canary Islands, Tropical Atlantic and South 
Atlantic). The result is a set of cloud type classification 
between 7 and 14 UTC for the 30 October-10 November 
1996 period. From this set, any POLDER path in the 
METEOSAT field of view can be simulated with a time 
lag of i 15 minutes. 

4. COMPARISON 

The POLDER and METEOSAT cloud covers are 
compared for 3 ADEOS paths on 10 November. The 
proportion of clear (overcast) pixels is 19% (55%) in the 
METEOSAT classification and 27% (62%) in the 
POLDER one. The smaller clear pixel percentage in the 
METEOSAT classification, is compensated by a larger 
percentage of partially Covered pixels (small cumulus, 
cloud edges, very thin cirrus) than in the POLDER cloud 
classification. The co-occurrence matrix obtained from 
the pixel-to-pixel comparison of the two classifications 
(table l ) ,  shows that 75% of the pixels belong to the 
same class and only 1.5% belong to opposite classes 
(clear/overcast or overcastlclear). The percentage of 
pixels declared clear by POLDER but declared cloudy by 
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METEOSAT 
Cloud types 

19% clear 

5. DISCUSSION AND CONCLUSION 

POLDER classes 

Clear Partly Overcast 

90% 8% 2% 

The cloud cover derived from POLDER compares 
well with the METEOSAT cloud classification on an 
instantaneous basis and at the pixel scale. The 75% 
percentage of full agreement between POLDER and 
METEOSAT is close to the 81% percentage which is 
found by comparing the METEOSAT classification with 
itself by introducing a shift of 1 pixel. However, in the last 
case, only 0.2% of the pixels are classified in opposite 
categories against 1.5% in the POLDER-METEOSAT 
comparison. This discrepancy between POLDER and 
METEOSAT classifications comes from the differences 
both in the observations and the algorithms. The 
METEOSAT algorithm is very sensitive to a very small 
variability of surface properties. In the POLDER scheme, 
thresholds have been set up to avoid the inclusion of 
false clouds such as Saharan dust. When the apparent 
pressure threshold and/or the reflectance threshold is 
decreased, the percentage of clear POLDER pixels 
declared clear by METEOSAT Increases, but the 
percentage of clear METEOSAT pixels declared cloudy 
by POLDER increases too. 

10% nearly clear 

6% thlnedges 

8% partlycloudy 
12% IOW Clouds 

50% 27% 23% 
38% 36% ' 26% 
13% 21% 86% 

1% 3% 96% 

9% middle clouds 
6% multi-layers 

3% thin cirrus clouds 

12% cirrus clouds 

15% high thick clouds 

3% 7% 90% 

0% 1% 98% 

8% 26% 66% 

2% 6% 92% 

0% 0% 100% 
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METEOSAT 

Clear 

Overcast 
Partly 

s cirrus clouds 

4% * 18% 
Table 3: Dlstribution of the 3 POLDER classes in each of the METEOSAT cloud types 

POLDER 
Clear Partly Overcast 

16.9% 1.4% 0.4% 
9.1% 7.1% 9.9% 
1 .O% 2.7% 51.4% 
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FROM COMBINED TRMM TMIIPRNIRS OBSERVATIONS 

1 

1. INTRODUCTION 

The November 27, 1997 launch of the Tropical 
Rainfall Measuring Mission (TRMM) observatory 
provides the first opportunity to perform combined 
passive microwavelradarlinfrared remote sensing of 
precipitation from satellite. A method for retrieving 
vertical precipitationllatent heating profiles using 
combined measurements from the TRMM Microwave 
Imager (TMI), Precipitation Radar (PR), and Visible 
Infrared Scanner (VIRS) is presented. The TMI is a 
nine-channel passive microwave radiometer with dual- 
polarization channels at 10.65, 19.35, 37, and 85.5 GHz 
and a vertical-polarization channel at 21.3 GHz. The 
PR is a 13.8 GHz single-parameter radar. The VlRS 
radiometer operates at visiblelinfrared wavelengths of 
0.63, 1.61, 3.75, 10.8, and 12 microns. The TMI 
channels are to a large extent affected by the vertically- 
integrated cloud and precipitation water contents within 
clouds, while the PR senses the backscatter of 
radiation from precipitation within 0.25 km thick 
contiguous cloud layers. The VIRS, although not 
sensitive to precipitation directly, yields high-resolution 
measurements of cloud top temperature and overall 
cloud geometry. The combined TMllPRlVlRS 
observations provide complementary information 
regarding the cloud morphology and spatial distribution 
of liquidlice phase precipitation in tropical weather 
systems. From this information, the vertical and 
horizontal distributions of latent heating may be 
inferred. 

2. RETRIEVAL METHOD 

The profile retrieval method is based upon the 
Bayesian technique described in Kummerow et al. 
(1996) and Olson et al. (1996a). In this method, a large 
database of hydrometeor profiles and associated 
upwelling microwavelinfrared brightness temperatures 
and radar reflectivities are generated using three- 
dimensional numerical cloud-resolving models coupled 
to a radiative transfer model. For a given set of 
observed microwavelinfrared brightness temperatures 
and radar reflectivities, the retrieved hydrometeor 
profile is constructed as the weighted mean of the 
cloud model profiles: only those cloud model profiles 
which are radiatively consistent with the observations 
are assigned significant weights. The basic 
cloudlradiative model simulations of TMI and PR 
measurements are described in Olson et al. (1996b), 

* Corresponding author adress: Wlliam S. Olson, 
NASNGSFC, Code 972, Greenbelt, MO 20777; email: 
olson@audry.gsfc.nasa.gov 

with the addition of VlRS simulations and other 
modifications noted in Section 3 of this abstract. 

The application of the Bayesian approach to TRMM 
observations is similar to its application to combined 
aircraft radiometerlradar data in Olson et al. (1996a). 
However, in the previous study only nadir-view 
observations from the aircraft sensors were considered, 
such that the effective radiance path of the radiometer 
and radar observations were collinear with the profile of 
precipitation water contents being retrieved. On the 
TRMM satellite, the TMI scans through a conical arc at 
a constant 49’ angle from nadir, while the PR and VlRS 
scan cross track through nadir view. Also in contrast to 
the aircraft sensors, the satellite sensors have spatial 
resolution elements or “footprints” which are generally 
much larger than the horizontal scales of cloud and 
precipitation spatial variability. TMI footprint 
dimensions range from 38 km to 4.4 km as channel 
frequency increases from 10.7 to 85.5 GHz; consistent 
with these footprint dimensions, the TMI samples every 
9 km along-scan at frequencies between 10.7 and 37 
GHz and every 4.5 km along-scan at 85.5 GHz, and 
along-track it samples every 14 km at all frequencies. 
The PR has an effective horizontal footprint dimension 
of 4.3 km, and it samples every 4.4 km both along-scan 
and along-track. The VlRS has a 2 km footprint and 
samples at a 2 km interval near nadir view. By 
comparison, the intensity of convective precipitation can 
vary significantly within the span of a few kilometers. 

The differences in sensor resolution and scan 
geometry between the TMI, PR, and VlRS can be 
accomodated in two ways within the Bayesian retrieval 
framework. The first approach yields 
precipitationnatent heating estimates at the spatial and 
sampling resolution of the TMI, utilizing statistical 
properties of the relatively high-resolution PR and VlRS 
data in the immediate neighborhood of a given TMI 
footprint to augment a “TMI-only” method. Formally, 

retrieved x = C xi  U;: C U;: , (1) 

where 
proples i I profiles i 

4 exp{ -0.5 [ (TB(x i )  - TBobs)T* 

@ ( X i )  - (Si + oi)-l ( Z ( f i )  - ids) + 
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Here, x is a vector representing the profiles of 
precipitation water contents and latent heating rates to 
be retrieved, and xi is the ith vector of these quantities 
within the cloud model database. The summations in 
(1) are over all profiles in the supporting cloud model 
database. The weighting factor % is a function of the 
simulated and observed TMI brightness temperatures 
T B ( x i )  and TBob,, respectively, as well as statistical 
properties of the simulated and observed PR 
reflectivities, i ( x i )  and io(,,, respectively, and the 
simulated and observed VlRS radiances Q ( x i )  and 
tbr, respectively. The matrices S and 0 in (2) are 
simulation and observation error covariance matrices, 
respectively. 

The statistical properties of the PR observations 
might include histograms of reflectivity at selected 
levels, while for the VIRS, histograms of upwelling 
radiances might be appropriate. Since only statistical 
properties of the PR and VlRS observations are utilized 
in this method, the differences between the TMI and PR 
or VlRS scan geometries are not critical, and the 
precipitationAatent heating estimates are made at a 
spatial and sampling resolution compatible with TMI- 
only or combined TMlNlRS estimates retrieved outside 
of the PR swath. 

In order to take advantage of the relatively high 
horizontal and vertical resolution of the PR 
measurements, a second method is developed in which 
iterative estimates of radiative extinction are “swapped” 
between a PR-only algorithm and a combined 
TMlNlRS retrieval. Over a prescribed section of the 
PR swath, vertical 13.8 GHz radiative extinction profiles 
k’ are retrieved using 

retrieved k’ = E kf q’ / E q’ (3) 
profiles i profiles i 

where 

( k ’ ( x i )  - k’)T (Sk’ + Okt)-l ( k ’ ( x i )  - k’) ] }  . (4)  

Using (3), k‘ is retrieved for each PR reflectivity profile 
measurement On the first iteration, the k’-  
dependent (second) term in (4) may be omitted; on 
subsequent iterations, estimates of k’ are derived from 
estimates of radiative extinction, k ” ,  along the TMI 
oblique radiance paths. Estimates of k” are obtained 
from combined TMlNlRS retrievals over the same 
swath section used in the PR-only retrieval. Formally, 

retrieved k” = c k r  4” ,/ C 4” ( 5 )  
profiles i profiles i 

where 

q’‘ E exp -0.5 (TB(xi)  - TBobs)T* { [  
(s, + 0, I-’ ( M X i  - ~ ~ o b s  ) + 

(f(xi) - (st + 0 C ) - l  (f(%i) - t b , )  + 
( k ” ( x i )  - k”)T (Sk” + Uk“)-l @”(xi) - k ” ) ] }  . (6) 

Here, estimates of k” in (6) are derived from the 
retrieved k‘ obtained from the PR-only retrieval, (3). 
Algorithms (3) and (5) are alternately applied until 
stable estimates of k’ or k“ are obtained; then a 
variant of the PR-only algorithm (3) is processed to 
yield estimates of the desired precipitation/latent 
heating profiles at the resolution of the PR 
measurements. 

3. SUPPORTING CLOUDRADIATIVE 
MODEL SIMULATIONS 

Details of the TMI and PR cloudhadiative model 
simulations, including simulation of instrument 
resolution and scan geometry, are discussed in Olson 
et al. (1996b). An example of the simulated TMI and 
PR measurements based upon a 3-0 cloud-resolving 
model simulation is presented in Fig. 1. Panels (a) and 
(b) are plan views of the vertical integrals of 
precipitating liquid and ice, respectively, from a 
Goddard Cumulus Ensemble (GCE) model simulation 
of the mature stage of a squall line which occurred over 
the western Pacific Ocean on 2/22/93 during the 
Tropical Ocean Global Atmosphere Coupled Ocean 
Atmosphere Response Experiment (TOGA COARE). 
The bow-shaped leading edge of the squall line is 
marked by heavy convective rain, while lighter, 
stratiform rain trails the convection to the north and 
west (panel a). Significant ice-phase precipitation 
occurs only in a couple convective elements along the 
line X=50 km (panel b). The eastern-most arc of 
convection near X=90 km is vertically sheared, and 
relatively little precipitating ice is collocated with the 
surface precipitation. 

Panels (c) and (d) of Fig. 1 are plan views of 
simulated TMI brightness temperatures at 19.35 and 
85.5 GHz, respectively, upwelling from the model squall 
line. Brightness temperatures at model resolution (1 
km) are calculated using Eddington’s Second 
Approximation. The high-resolution brightness 
temperatures are then convolved by the corresponding 
19.35 and 85.5 GHz TMI antenna patterns to create 
the displayed fields. Although the 19.35 GHz 
brightness temperatures are correlated with the liquid 
precipitation integrated water contents in panel (a), the 
relatively low resolution of the 19.35 GHz channel of 
TMI degrades the information content of the brightness 
temperature field. In contrast, the 85.5 GHz brightness 
temperature depressions are correlated with the 
precipitating ice integrated water contents in panel (b), 
and the higher spatial resolution of the 85.5 GHz 
channel results in a fairly faithful representation of the 
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Fig. I. Simulations of vertically-integrated precipitating liquid (a) and precipitating ice (b), TMI upwelling 
brightness temperatures at 19.35 GHz h (c) and 85.5 GHz h (d), PR reflectivity cross-section along the Y = 
64 km transect shown in panel a (e), and VlRS 10.8 micron upwelling brightness temperatures at nadir view (0 
based upon a GCE model simulation of a squall line observed 2/22/93 during TOGA COARE. 
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field. Relatively high 85.5 GHz brightness temperatures 
along the southern edge of the squall line are produced 
by downwelling emission from precipitation which is 
specularly reflected off the sea surface toward the 
sensor. The TMI is assumed to view the squall line 
from the south (-Y direction) at an incidence angle of 
5 3 O .  

Panel (e) of Fig. 1 is a vertical cross-section of the 
simulated PR reflectivity field along the transect 
indicated in panel (a). Since high rain water contents 
extend from the surface up to about 4 km in the 
convective leading edge near X=85 km, the 
downwelling radar pulses from the PR become 
significantly attenuated below 2 km altitude. 

Although the GCE model lacks an explicit 
representation of melting ice hydrometeors in stratiform 
rain regions, a separate model describing the evolution 
of the distribution of melting hydrometeors is appended 
to the GCE, following a method similar to that of Bauer 
et al. (1998). Particle distributions in this "melting layer" 
model are initialized by the GCE snow and graupel 
distributions just above the freezing level. The depth of 
the resulting melting layer is scaled to produce melt 
water contents consistent with the GCE-derived rain 
water contents (all melt water is immediately converted 
to rain in the GCE model). Dielectric properties of the 
mixed-phase melting hydrometeors are calculated 
following Meneghini and Liao (1996). The effect of the 
melting layer is to produce the "bright band" of 
reflectivity just above 4 km altitude between X=30 and 
50 km in panel (e). 

Finally, VlRS infrared brightness temperatures at 
10.8 microns wavelength have been simulated based 
upon the same GCE model input [panel (f) of Fig. I]. 
The VlRS brightness temperatures approximate the 
cloud top temperatures in the squall line, with the 
lowest temperatures corresponding to the more 
vigorous convective elements along X=50 km. The 
additional information regarding cloud top geometry 
from the VlRS should help to further constrain 
retrievals, especially the estimates of ice hydrometeor 
water contents and latent heating rates at upper levels 
in stratiform areas. It is evident from panel (9 that the 
production of ice at upper levels extends over areas 
larger than the areas delineated by the 85.5 GHz 
brightness temperatures [panel (d)] or by the PR which 
has a minimum detectable signal close to 20 dBZ 
[panel (e)]. These extensive anvil regions may 
contribute significantly to the total precipitation and 
latent heating over the entire convective system. 

4. CONCLUDING REMARKS 

One of the goals of the mesoscale group at GSFC is 
to build up a spectrum of cloud-resolving model 
simulations which span a range of tropical and 
subtropical environments. These simulations will be 
used to generalize the retrieved precipitation/latent 
heating profiles obtained using the Bayesian 
methodology. To this end, new GCE tropical 
simulations covering several-day periods will greatly 
augment the current database of model simulations 
used to support SSM/I and TMI remote sensing 
estimates. In addition, the microphysical scheme from 

GCE is being tested in Penn StatelNCAR Mesoscale 
Modeling System-5 simulations which utilize nested, 
high-resolution inner grids to capture convective system 
development. 

The retrieval methods described in Section 2 will be 
applied to combined observations of the TMI, PR, and 
VIRS, and estimates of the vertical profiles of 
precipitation and latent heating will be presented at the 
conference. Key issues will be: to what extent does 
the addition of TMI and VlRS data to the PR data 
improve estimates of water contents and heating rates, 
and can VlRS data improve TMI-only estimates outside 
the PR swath? An advantage of the Bayesian 
approach over strictly deterministic retrieval methods is 
that each candidate profile from the cloud model 
database is dynamically and thermodynamically 
consistent, to within the uncertainty of the model 
physics; therefore, the vertical distributions of 
hydrometeor species and latent heating rates 
contributing to each retrieved profile are constrained to 
be physically reasonable, even if complete information 
from the satellite sensor data is lacking. 
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1 INTRODUCTION 
In the context of the newly launched Tropical 

Rainfall Measuring Mission (TRMM) a method has 
been developed to retrieve rain rates from passive 
microwave brightness temperatures. This method is 
based on a physicaVstatistical approach and is 
hereafter referred as Gprof retrieval method. 

The first step is to build a database in which 
a given profile of atmospheric variables is associated 
with the corresponding set of brightness 
temperatures (TBs). To do so : 1) mesoscale cloud 
models generate simulations of convective systems 
(squall lines, hurricanes etc ....) ; 2) characteristic 
profiles of atmospheric variables are extracted ; 3) a 
radiative transfer model computes the set of 
brightness temperatures associated with each of the 
profiles ; 4) the profiles and their corresponding Tgs 
are set in the database. 

Once the database built, the second step is 
the retrieval itself. A statistical algorithm based on the 
Bayesian technique (Kummerow et al. 1996, Olson et 
al. 1996) synthesizes the result profile by computing 
a weighted average of all the possible simulated 
profiles for which the computed Tgs match the 
observed set of TBS. 

Nevertheless, a given set of brightness 
temperatures may represent very different 
meteorological situations. This problem is 
emphasized when considering the two main different 
precipitation types: stratiform and convective. Their 
physical characteristics are most of the time different 
which, usually allows us to differentiate their signal, 
except in intermediate regions. 

Different approaches are presented here to 
improve the performance of the retrieval method in 
such cases; they are based on a determination of 
high frequency spatial structure of the Tg horizontal 
field. In the present study we compare the obtained 
result for Special Sensor Microwave/lmager (SSM/I) 
and TRMM Microwave Imager (TMI). 

2 METHODOLOGY 
The principle of the retrieval itself is to 

calculate a result profile as the weighted average of 
profiles existing in the data base. The weight is a 
function of a so-called distance between the 
measured set of parameters (Le. mostly Tgs) and the 

corresponding parameters in the database : 

where wgti is the weight of the ith profile in the data 
base, NFREQ is the number of channels (7 for SSM/I 
and 9 for TMI), p j  is the weight associated with 
channel j ,  TBjObs and TBjSim are the TBs at 
frequency j, observed and simulated in data base 
respectively. 

It is possible to include in this weight any 
information that can be deduced from the 
observation. The convective stratiform index 
(hereafter referred as CSI, Hong 1998) is one of these 
possibilities. As 85 GHz brightness temperature is 
primarily sensitive to ice, its variability is a good 
indicator of convection. Thus it is possible to 
correlate the 85 GHz (V polarization) variability over 8 
adjacent pixels with the probability that the central 
pixel is convective through a probability matching 
scheme (Rosenfeld et al. 1993). 

The second technique presented here uses 
a similar idea, correlating the rate of convection in a 
pixel with the horizontal gradient of 85 GHz TBS 
(Anagnostou and Kummerow, 1997) defined as : 

where gradilk is the observed gradient between pixels 
i and k, TBi and TBk are the brightness temperature 
observed for these two pixels and di,k is the physical 
distance between the considered pixels. In the data 
base, similar gradient has been calculated taking into 
account the horizontal distribution of the simulated Tg 
field. This horizontal gradient is then calculated for a 
given pixel over its 8 neighboring pixels (k=l to 8) and 
the difference between observed and simulated 
gradient is taken into account for the Wgti calculation 
This gives also an indication of the physical distance 
to convection. 

3 RESULTS 
The selected case to illustrate the result 

given by the different method is a simultaneous 
observation from the two satellites of the same region 
of the Pacific Ocean, near equator (1 N to 6 S and 124 
W to 131 W), on January 23rd 1998. TMI overflow this 
region at 1411 UTC and SSMli at 1423 UTC. During 
this 12 minutes, we can consider that the observed 
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mesoscale convective system (MCS) didn't evolve 
very much at the considered characteristic scale (10- 
30 km). 

Fig. 1 presents the 85 and 37 GHz observed 
brightness temperatures (V polarization only) for the 
two satellites. The observed system is an MCS 

TMI (85 GHz V-pol.) (4 TMI (37 GHz V-pol.) ( b )  

... - . .  , ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

-__. . . . . . . . . . . .  

SSM/I (85 GHz V-pol.) (4 SSM/I (37 GHz V-pol.) (4 

,. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . .  . .  

..... 

..... 

Figure 1 : Brightness temperature measured on January 23rd 1998, in the Equatorial Pacific (1N to 6s and 124W to 
131W, dotted grid is 1 degxldeg). Top panel : (a) TMI 85 GHz (V-pol.) Decreasing shades of gray stand for 
300, 260 and 220 K respectively; (b) TMI 37 GHz (V-pol.) increasing shades of gray stand for 210, 240 and 
270 K; bottom panel : (c) same as (a) but for SSM/I; (d) same as (b) but for SSM/I. 
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extending in the Northeast-Southwest direction. most probably a leading convective region. On the 
Scattering signatures at 85 GHz (TB below 220K) and opposite, the South-Eastern edge of the line can be 
emission signature at 37 GHz (TB above 270K) are considered as more stratiform, as both emission and 
seen along the North-Western edge which indicates scattering are weaker ( T ~ 8 5  at about 

- ...................................................... 

SSM/I (CSI) (4 SSM/I (GRAD) (4 

i... ... . ; .  . . . . . . . . . . . . . .  j .  . . . .  .)J.. / i  .... j.. . . . . .  \; \ 

.... 

. .  

. . . . .  . . 

Figure 2 : Retrieved surface rain from : (a) TMI brightness temperature set with CSI; (b) SSMA brightness 
temperature set; (c) as for (b) but with CSI; (d) as for (b) but with gradient at 85 GHz. Increasing shades 
of gray stand for 0.5, 3., 10 and 20 mm.h-’ (Note : for (a), 3 mm.h-’ contour removed for clarity reason) 
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180 K and T ~ 3 7  at about 240 K). It is interesting to 
notice a small horizontal shift between the location of 
emission and scattering which can be the signature of 
tilted convection where ice and rain precipitation are 
not exactly the one above the other (see McGaughey 
et al. among others). 

The difference in horizontal resolution 
between the two satellites can be seen, specially at 
37 GHz. Notice that for both TMI and SSM/I, the low 
resolution channel have been interpolated to the 
resolution of the 85 GHz channel, leading to a final 
resolution of one pixel every 5 km along scan and 12 
km along track for TMI, and one every 12.5 km for 
SSM/I. Nevertheless, this interpolation does not 
change the pixel sire which is approximately 5 km for 
TMI and 12 km for SSWI for the 85 GHz channel. 

The retrieved surface rain is presented in 
Fig. 2 for the different configuration of Gprof. Fig.2.a 
shows the retrieval obtained from TMI data. It 
includes a CSI calculated with the same principle as 
those for SSM/I but taking into account also the 
variability at 37 and 19 GHz. Most of the rain is 

. located where 85 Ghz exhibits more scattering, just 
behind the maximum emission of 37 GHz. This is 
probably partially an artifact due to the tilting of the 
cell (that can be verified on radar picture, not shown 
here). 

Fig.2.b shows the retrieved surface rain rat? 
from SSM/I TB set without additional constraint. It can 
be seen that the area covered by the 0.5 mm.h-l 
contour is approximately the same as for TMI, but the 
area covered by 10 mm.h-l contour is more important 
and so is the area covered by the 20 mrn.h-l contour. 
This leads to an over estimation of the total of 
precipitation with an underestimation of the local 
maxima. Fig2.c shows the same retrieval, but adding 
the information from CSI (Le. estimation of how 
convective is the pixel). It can be seen that the area 
covered by 3 and 10 mrn.h-l contours remain almost 
unchanged but those covered by 20 mm.h'l contour 
is brought to a more realistic size. This configuration 
is the closest from TMI retrieval from the total amount 
of rain and local maximum point of view. 

Fig.2.d shows the retrieved surface rain with 
the gradient constraint. It can be seen that the 0.5 
mm.h-l contour is not modified. The 3 mm.h'l is 
lightly modified, but the area covered by 10 and 20 
mm.h'l is drastically reduced. This kind of horizontal 
rain field distribution is close to those observed with 
shipborne radars in the AIP-3 during TOGA-COARE 
(Ebert 1996) cases. It seems to be too strong a 
correction in that particular case. 

4 CONCLUDING REMARKS 
The improved resolution of TMI, in 

conjunction with the Precipitation Radar aboard TRMM 
satellite presents a new opportunity to qualify and 
improve the retrieval method from passive microwave 
radiometer data sets. 

Extracting information on the horizontal 
spatial distribution of the TBS field helps to select the 
corresponding profiles in the data base in -a more 

accurate way. Tests on SSM/I data show the 
influence of such methods on the result and the 
importance to distinguish stratiform and convective 
rains but also the intermediate region hard to classify 
as one of the previous category. Comparison with TMI 
leads to a better understanding of the influence of the 
field of view and resolution on the final result. 

Forthcoming comparison with TRMM 
precipitation radar (higher resolution and measure of 
the 3-dimensional structure of rain field) will help to 
understand the impact of rain distribution and refined 
classification of rain type. 

Acknowledgments: This research is supported by the 
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P4.17A FUSION OF SURFACE RADAR AND SATELLITE RAINFALL 
DATA USING FEATURE CALIBRATION AND ALIGNMENT 

Christopher Grassotti', Ross N. Hoffman, and Haig Iskenderian 
Atmospheric and Environmental Research, Inc. 

Cambridge, Massachusetts 

1. INTRODUCTION 

We have developed and tested a new methodol- 
ogy for integrating radar- and satellite-based es- 
timates of precipitation using a Feature Calibra- 
tion and Alignment (FCA) technique. The work 
reported here is a brief summary; further details 
can be found in the forthcoming article by Gras- 
sotti et al. (1998). The FCA is composed of dis- 
placement, amplitude, and bias adjustments to the 
satellite rainfall retrievals, which minimize the dif- 
ferences with the radar data, as well as satisfy addi- 
tional constraints on smoothness and amplitude. In 
this approach, the amplitude and bias component 
represent a calibration of the satellite estimate to 
the radar, whereas the displacement component cor- 
rects geolocation differences between the radar and 
satellite data, which may be due to radar or satel- 
lite misregistration or to actual physical differences 
in the measurements or retrieval algorithms. Once 
the satellite data have been adjusted to match the 
radar observations, the two independent estimates 
may be blended to improve the overall depiction of 
the rainfall event in a single data set or analysis. 
Work to date has demonstrated the effectiveness of 
the technique in minimizing the discrepancies be- 
tween radar and satellite observations of rainfall for 
a variety of rainfall events ranging from midlatitude 
frontal precipitation, to heavy convection associated 
with a tropical cyclone (Hurricane Andrew). The 
FCA representation may enable matching of the dis- 
parate spatial resolutions so that the radar and satel- 
lite rainfall estimates can be seamlessly merged; pre- 
liminary testing has demonstrated the feasibility of 
blending or fusing the two data sources using a sim- 
ple pointwise analysis. The FCA approach to in- 
tegration of satellite- and ground-based rainfall es- 
timates may also be useful for validating and cali- 
brating satellite rainfall algorithms. 

'Corresponding author address: Christopher Grassotti, 
AER, Inc., 840 Memorial Drive, Cambridge, MA 02139. 
e-mail: cgrassQaer.com 

2. DATA 

The data sets we used in this experiment consisted of 
a collection of concurrent radar and SSM/I rainfall 
estimates over oceans (Hollinger et al. 1987). The 
paired scenes were collected from a number of inde- 
pendent researchers for the purposes of the NASA 
WetNet Second Algorithm Intercomparison Project 
(PIP/2) (Smith 1995). The radar sites were broadly 
distributed around the Earth and the selected cases 
represented a variety of meteorological conditions. 
In all cases, the raw radar volume backscatter has 
been converted to rainfall rate in mm/h using an 
appropriate algorithm from the individual case con- 
tributer. The SSM/I data are collected from three 
instruments on the Defense Meteorological Satellite 
Program (DMSP) spacecraft: F8, F10, and F11. 
The raw satellite microwave brightness temperatures 
have been converted to rain rates using several val- 
idated algorithms. Results presented here used the 
rain rates of Ferriday and Avery (1994). 

3. METHODOLOGY 

The methodology we use closely follows that de- 
scribed in the forthcoming paper by Grassotti et al. 
(1998), and the earlier papers by Hoffman et al. 
(1995), and Hoffman and Grassotti (1996). In the 
previous studies the nominal data sources were a 
forecast and a corresponding verification. However, 
this approach is equally valid for representing the 
differences between any two data sources, including 
two sets of observations. 

In essence, we quantify the difference between two 
fields in terms of displacements and a calibration, 
which might combine an amplitude and a bias cor- 
rection. The 5- and y-displacements and calibration 
coefficients may be fields. Moreover we require that 
these adjustment fields vary at least as smoothly 
as the original (precipitation) fields. Thus we use 
a spectral representation. Determining the adjust- 
ment which provides the best match is then equiva- 
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lent to minimizing the misfit between the first field 
and a FCA-derived modification of the second, with 
respect to the spectral coefficients of the FCA com- 
ponents. In addition we impose side constraints to 
ensure the adjustment found is reasonable. Thus, 
the FCA components are determined by variation- 
ally minimizing the objective function, 
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The residual cost function, JT, measures the mis- 
fit of the adjusted SSM/I data to the radar data. 
Minimizing J, improves the agreement between the 
(adjusted) SSM/I data and the radar data. The two 
additional penalty terms in the objective function, 
Jd and Ja, ensure that the final adjustment pro- 
duced by the minimization is relatively smooth and 
not too large. The smoothness penalty function, Jd 
measures the roughness of the adjustments, ensur- 
ing that they are large scale. The barrier penalty 
function, Ja,  measures the magnitude of the FCA 
components in a way so that small adjustments are 
not penalized, but large adjustments are penalized 
heavily. This has the effect of setting up a barrier to  
the size of the adjustments which are determined. 
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3.1 Nominal parameter settings 

There are a number of adjustable parameters which 
are used to modify the behavior of the FCA al- 
gorithm. These parameters relate specification of 
scales of the FCA components, spectral truncation 
of the double sine series basis functions, and sev- 
eral non-dimensional parameters which determine 
the degree to which the smoothness and amplitude 
penalty terms are active. Based on sensitivity tests, 
some of which will be presented below, a set of pa- 
rameter values were chosen as a baseline. For most 
cases, the amplitude, and x- and 11-displacements 
( A ,  Ax, Ag) are all represented using a double sine 
series as basis functions, with spectral truncation at 
wavenumber 7. The components for bias correction 
and rotation are deactivated. In these baseline ex- 
amples, all three penalty terms JT,  Jd, and Ja are 
turned on, and the relevant characteristic scales for 
Ax, Ag, and A are determined by the baseline values 
of gx = (ry = 0.01 (earth radians) and UA = 0.5. 
For A ,  this translates to a typical magnitude of am- 
plification of zt50 % of the displaced SSM/I rain 
rate. For Ax and Ay this translates to typical dis- 
placements of - f64 km). 

4. RESULTS 

4.1 An examde: Hurricane Andrew 

As an example, we apply the FCA technique to 
the PIP/2 case of Hurricane Andrew near Florida 
on 24 August 1992. Results corresponding to the 
SSM/I rain rate algorithm are shown in Fig. 1. The 
latitude-longitude lines are drawn every 2 O ,  and g- 
axis is oriented in the direction of the track of the 
satellite. (Since this is a descending pass, north is 
located at the bottom of the plots). The thin solid 
outline on the radar plot indicates the extent of the 
radar data. The data show an area of light to  mod- 
erate precipitation with only a hint of banding or 
small-scale structure. 

Andrew 
Observed radar rain rate SSMA raln rate 

L I 1  

Adjusted SSWI rain rate FCA Adjustment 

1 1 -  

Rain rate [mm/h] Amplification increments 

0 1 2 3 4 5 6  -0.4 0.0 0.4 

Figure 1: FCA results for the case of Hurricane 
Andrew using baseline parameter values described 
in text. Panels are (counterclockwise starting at 
top left) radar rain rates, original SSM/I rain rates, 
displacement and amplification field, and adjusted 
SSM/I rain rates. All units are in mrn/h. 

In contrast, the retrieved SSM/I rain rates clearly 
depict the circular structure of the hurricane with 
a heavier rain band containing rain rates in excess 
of 10 mm/h partially surrounding what seems to be 
the cyclone eye, where rain rates are close to  zero. 

When the FCA technique is applied to these 
rainfall fields using the baseline parameters (Sec- 
tion 3.1), the adjusted SSM/I rain rates are sub- 
stantially reduced. The pattern of adjustments con- 

514 PARIS, FRANCE, 25-29 MAYlW8 



tains generally convergent displacements centered at 
25N, 83W, and strong negative amplifications of the 
rain rates, also centered at this location with peak 
values around -0.6 (times the displaced SSM/I rain 
rate). The adjustments act to bring the SSM/I rain- 
fall into better agreement with the radar data, which 
includes reduction in size of the presumed hurricane 
eye, and in the magnitude of the rain rates. The final 
adjusted rainfall patterns are closer in morphology 
to the radar data, but still retain the characteristics 
of the original SSM/I retrievals, since we do not re- 
quire an exact fit, and impose additional constraints 
on the displacements and amplification. Note also 
that the adjustment fields are relatively smooth and 
bounded in magnitude, showing the effect of the ad- 
ditonal constraints imposed on the solution by the 
terms J d  and J,. 

The improved fit to the radar data after applica- 
tion of the FCA technique can also be seen in Table 1 
which contains a summary of statistics for this case. 
Included are the values of the the total cost function 
before ( Jo) and after (J) minimization, with the lat- 
ter also further broken down into J,, J d ,  and J,. 
The improvement of the fit between the two fields 
as a result of the FCA adjustment can be shown by 
comparing the values of JO to J. 

Table, 1: Summary of statistics for baseline and sen- 
sitivity tests. The variables Jo, and J, give the data 
misfits between the radar and SSM/I data and be- 
tween the radar and FCA-adjusted SSM/I data. The 
variables J d  and Ja give the values of the smooth- 
ness and barrier penalty functions and J is the total 
cost function. 

Case JO JT Jd Ja J 
Andrew 3395.6 528.3 71.1 39.8 639.3 
Andrew:N5 3395.6 1361.0 16.4 58.5 1435.9 
Andrew:N9 3395.6 298.8 105.5 14.5 418.8 
Andrew:S/10 3395.6 1704.8 81.4 36.4 1822.6 
Andrew:S*lO 3395.6 198.5 11.2 0.1 209.8 

(UA = 0.05) to ten times (UA = 5.0) the magnitude 
of the baseline value (results for the baseline case are 
shown in Fig. 1). These clearly show that as U A  is 
increased the amplification component increases by 
about an order of magnitude. Because the amplifica- 
tion increases for UA = 5.0, displacements required 
to fit the radar data are smaller; this results in a 
better overall fit. However, such large amplification 
values are unrealistic. A value of UA = 0.5 seems 
more appropriate. 

Adjusted SSM/I (SNlO) Adjusted SSWI (SA.10) 

Rain rate [mm/h] 

0 1 2 3 4 5 6  
FCA Adjustment (SNlO) 

- 
0 1 2 3 4 5 6  

FCA Adjustment (SA'lO) 

Amplification increments 

-0.2 0.0 0.2 

Amplification increments 

-2 -1 0 1 2 

- 
\ "  

Figure 2: Sensitivity tests for the case of Hurricane 
Andrew. The characteristic scale of amplification, 
U A ,  is varied from 0.05 to 5.0. Top panels show 
adjusted SSM/I rain rate, and bottom panels show 
associated displacement and amplification fields. All 
units axe in mmlh. 

4.2 Sensitivity tests 

Figures 2 and 3, and Table 1 contain results of sen- 
sitivity tests which show the effects of varying sev- 
eral tunable parameters in the FCA algorithm. In 
both figures the parameters were varied about the 
baseline values and results are shown for the case of 
Hurricane Andrew using SSM/I rain rates from Fer- 
riday. Table 1 compares summary statistics for the 
baseline and sensitivity tests. 

In Fig. 2 the parameter U A ,  which represents the 
typical scale of amplification is varied from one-tenth 

The second sensitivity plot (Fig. 3) shows the ef- 
fect of varying the spectral wavenumber truncation 
about the baseline value ( N  = 7). Increasing N al- 
lows the adjustments to contain smaller scales and 
better fit the radar data. As N increases, the num- 
ber of degrees of freedom of the spectral represen- 
tation increases as N 2 ,  and more of the differences 
between the radar and SSM/I data can be explained 
in terms of the displacement and amplification com- 
ponents. The top panels in Fig. '3 and the values of 
J ,  in Table 1 show the increasing fit to the radar 
data as N increases from 5 to 9. 
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Adjusted SSWI (N5) Adjusted SSM/I (NB) 6. REFERENCES 

Rain rate [mm/h] 

0 1 2 3 4 5 6  
FCA Adjustment (N5) 

0 1 2 3 4 5 8  
FCA Adjustment (NB) 

I I I  

Amplification increments AmDlificatiOn increments 

4.4 0.0 0.4 

Figure 3: Sensitivity tests for the case of Hurricane 
Andrew. The spectral wavenumber truncation, N is 
varied from 5 to 9. See Fig. 2 for panel descriptions. 

5.  SUMMARY 

More useful precipitation and other meteorological 
information will be made possible by the fusion of 
satellite- and ground-based information. The key 
here is the provision of coherent and consistent com- 
binations of the disparate data sets. The FCA ap- 
proach described here is in fact generally applicable 
to other situations for which available data sources 
have varying resolutions, are not properly geolocated 
or are not accurately calibrated. 

The FCA technique can add value to SSM/I 
and geostationary satellite estimates of precipita- 
tion, and may improve validation studies by distin- 
guishing different types of error and by removing er- 
ror due to  colocation differences and misregistration. 
Also by providing calibration constants, the method 
acts to fine tune the precipitation algorithms. It may 
prove useful in this regard for achieving the aims of 
NASA’s TRMM mission. 
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P4.18B ADJUSTMENT OF MONTHLY MICROWAVE RAINFALL ESTIMATES OVER AMAZONIA 

E.N. Anagnostou"", A.J. Negria, and R.F. Adler' 

'Universities Space Research Association, Seabrook, MD 20706 
2Laboratory for Atmospheres, NASA/Goddard Space Flight Center, Greenbelt, MD 20771 

1. INTRODUCTION 

One of the goals of the Special Sensor 
Microwave Imager (SSM/I) onboard Defense 
Meteorological Satellites Program (DMSP) 
satellites is to provide reliable information 
on the spatial distribution of global monthly 
precipitation. This information is essential 
for climatologic and water resource research 
studies, as well as for evaluation of Global 
Climate Model simulations. Microwave monthly 
rain estimates have biases and random errors, 
however, which are due to two main sources: 
(1) the diurnal cycle of rainfall (SSM/I 
samples the same location on earth twice a 
day), and (2) uncertainties in the rain 
retrieval algorithms. 

In this research we attempt to quantify 
uncertainties in the SSM/I monthly rainfall 
estimates at 0.5" resolution over Amazonian 
and Northern Brazil. Uncertainty is defined 
as the distortion in the probability 
distribution of the "true" surface rainfall, 
caused by errors introduced by the rainfall 
estimation. The functional fonn of this 
distortion is discussed in the next section. 
We assume that long-term raingage rainfall 
obsenrations can provide reliable information 
on the statistical distribution of the "true" 
monthly area-rainfall. Evaluation of the 
above assumption on a densely gauged area in 
northeast Brazil gave confidence that the 
distortion in rainfall distribution caused by 
raingage sampling error is significantly 
smaller than the distortion caused by SSM/I 
rainfall estimation. A statistical 
semiparametric method is employed to evaluate 
the distortion function of SSM/I rainfall 
estimates based on long-term raingage 
rainfall data. The statistical method used 
in this study leads to a power-law adjustment 
of the SSM/I monthly rainfall accumulations. 

We assess the adjustment procedure on a 
ten year period (1988-1997) of SSM/I 
observations over the northern portion of 
South America (80W to 35W Longitude and 15N 
to 15s Latitude), which includes the Amazon 

* Corresponding author address: mPnanoui1 N. 
Anagnostou, University Space Research 
Association, NASA/GSFC, Code 912, Greenbelt, 
MD 20771; e-mail: manos0agnes.gsfc.nasa.gov 

basin. The rain estimates are derived from 
Goddard PROFiling (GPROF) algorithm (Kununerow 
and Giglio, 1994). These are comprised of 
instantaneous rain-rate retrievals, averaged 
in half degree areas and aggregated into 
monthly accumulations. The GPROF rainfall 
retrieval algorithm has a physical basis, 
which is established using probability 
densities of precipitation structures 
simulated by the Goddard Cumulus Ensemble 
cloud model (Tao and Simpson, 1993). Monthly 
rain accumulations from a network of 650 
raingages distributed across the Amazon basin 
and the East coast of Brazil are used for 
calibration and validation, respectively. 

2. BACKGROUND 

This study follows a statistical method 
which evaluates the distortion in the 
distribution of two measurables of the same 
variable. In this application, the two 
measurements come from the SSM/I microwave 
radiometer and a land-based network of 
raingages, and the variable is monthly 
rainfall accumulation in 0.5" grid boxes. 
The distortion relationship between the 
probability density functions ( p d f )  of SSM/I 
and gage rainfall is as follows (Kay and 
Little, 1987) : 

where g,(x) and g(x) are the GPROF and gage 
pdfs, respectively. The exponential function 
is the distortion factor, with h(x) being 
some polynomial of x with parameter vectoro. 
The distortion factor parameters are 
calculated using maximum likelihood 
estimation (Fokianos et al., 1998). In 
addition to estimating the mean parameter 
values, the procedure provides estimates of 
the parameters' covariance matrix. This 
information can be used in deriving 
confidence bounds of the mean distortion 
factor. 

The distortion factor is vsed to quantify 
an adjustment relationship for the half- 
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degree monthly GPROF rainfall estimates of 
the following form: 

where RGPROF,~, and &PROF are adjusted and 
unadjusted GPROF rainfall (in m/month). The 
parameters (a,b) of the adjustment 
relationship are determined by minimizing the 
f ol lowing objective (cost function : 

where variable x represents GPROF half-degree 
monthly rainfall, <> represents sumation, 
and go is the distortion factor. To 
determine confidence intervals for the 
adjustment parameter values, the parameter 
estimation is included in a Monte Carlo 
simulation framework. This allows us to 
quantify the statistics of the parameter 
values which minimize (3) for an ensemble of 
stochastically generated distortion factor 
relationships, based on their parameter mean 
and covariance matrix. 

3. CASE STUDY 

We quantify the adjustment relationship 
for GPROF rain estimates over the Northern 
South America region (80W-35W and 15N-l5S), 
for a period of approximately ten years 
(1988-1997). Monthly rainfall accumulations 
from a network of 650 gages located in the 
Amazon basin are used to determine the less 
distorted p d f  (9) of equation (1). The 
procedure described in Section 2 is 
subsequently used to determine the parameters 
(a,b) of the adjustment relationship. The 
parameters are determined separately for two 
different DMSP series: (1) F8,Fll, and F13 
series, which sample the region at 
approximately 6 am and 6 pm; and (2) F10 
series which samgle three hours later. The 
parameters of the adjustment relationship are 
expected to differ due to the strong diurnal 
cycle of precipitation over land. Table 1 
shows the determined (a,b) parameter values; 
confidence bounds are not estimated in this 
study as they require intensive Monte Carlo 
simulations. 

We conducted an experiment to determine 
the variability of parameters a and b. We 
selected from the region eleven 5 by 5 degree 
grids, with similar gage density, and a grid 
area over the east coast of Brazil in the 
state of Ceara, with much higher gage 
density. We determined (a,b) parameters 

separately for each grid box. Table 2 shows 
the corresponding parameter values for each 
grid. Notice that the parameter values are 
more sensitive to temporal sampling (e.g., 
F8, F11, F13 versus F10) than geographic 
location. Another observation is that 
parameter a, which controls the satellite 
rain bias, experiences higher fluctuations 
than b, in both space and between the two 
DMSP series. The above observations indicate 
that the diurnal pattern of rainfall, which 
is spatially variable (Negri et al., 1994), 
is a dominant error factor for SSM/I monthly 
rainfall. 

Table 1: Adjustment relationship parameter 
values estimated based on the Amazon 
raingage data. 

DMSP series a b 
F8, F11, F13 7.2 0.67 

F10 13.8 0.58 

Table 2 : Adjustment relationship parameter 
values for the selected grids. 

Grid center Gage F8,11,13 F10 

62.5W, 12.5s 25 3.94,0.77 9.9,0.64 
57.5W,12.55 34 6.78,0.68 14.8.0.57 
52.5W,12.5S 20 3.92,0.76 11.5.0.61 
72.5W, 7.5s 21 3.62,0.79 11.5,0.61 
67.5W, 7.55 30 5.86,0.70 9.8,0.63 
62.5W,7.5S 43 5.55,0.71 11.5,0.61 
57,5w, 7.5s 20 2.37,0.86 10.1,0.63 
57.5W, 2.5s 39 7.29,0.67 12.5,0.59 
52.5W, 2.5s 40 4.37,O .75 14.9,O. 57 
67.5W, 2.5s 29 4.78,0.73 14.6,0.57 
62.5W, 2.5s 26 5.70,O .71 17.8,O. 54 

lon, lat density (a,b) (a,b) 

37.5~,7.5s i i a  8.40,0.65 14.2,0.61 

The adjustment relationship, calibrated 
on all Amazon raingage data (Table I), is 
assessed at each of the selected grid 
locations in Amazon, and validated against 
the independent raingage rain measurements in 
Ceara. Figure 1 shows scatter plots of gage 
versus GPROF gridded monthly rainfall. Upper 
and lower panels correspond to before and 
after GPROF rain correction, respectively. 
It is clear that the adjustment relationship 
effectively removes the bias and 
significantly reduces the scatter, for both 
satellite series and calibration (Amazon), 
validation (Ceara) , sites. The GPROF-gage 
comparison statistics are presented in Table 
3 .  
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Figure 1 :  Scatter plot of unadjusted (upper panels) and adjusted (lower panels) GPROF versus gage rainfall. 
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Figure 2: Biases and RMS differences between GPROF and gage rainfall. 
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Table 3: GPROF-gage rain (nun) RMS differences 

DMSP Amazon Ceara 
Unadj. adj. unadj. ad]. 

F8,11,13 0.35 0.29 0.37 0.29 
F10 0.51 0.35 0.53 0.30 

Furthennore, this adjustment procedure 
provides a consistent way of merging SSM/I 
rain estimates from the different DMSP 
satellites, avoiding biases due to 
differences in their time sampling (e.g. F10 
samples at 9am/9pm and F8/Fll/F13 at 
6am/6pm). Figure 2 demonstrates this issue. 
We show three different scenarios of GPROF 
rain estimates: (1) from F11; (2) from F11 
adjusted; and (3) from a combination of 
adjusted F10 and F11. Left and right panels 
show the SSM/I-gage rain biases and W s  for 
the selected grid a r e a s ,  respectively. The 
general conclusion is that both bias and R I G  
are further reduced when we merge the two 
satellite series. Figure 3 shows the spatial 
distribution of unadjusted (upper panel) and 
adjusted (lower pannel) GPROF rain in the 
region, retrieved from combination of F8, 
F10, F11, and F13 SSM/I data, for the period 
July 1987 to December 1997. 

4. Conclusions 

DMSP satellite series, we concluded that the 
diurnal cycle of precipitation is a dominant 
error factor in GPROF rainfall. The 
adjustment procedure proposed herein would 
greatly benefit if the diurnal effect had 
been quantified from other sources. 
Information on the diurnal rain cycle can 
potentially come from geostationary satellite 
infrared observations. We are currently 
researching this issue. 
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description. Terrestrial, Atmospheric and 
Oceanic Sciences, 4 ,  35-72. 

We have developed a statistical procedure 
for quantifying nonlinear adjustment to the 
SSM/I half-degree monthly rainfall estimates 
over land. The value of the adjustment 
relationship is twofold. First, it forces 
the GPROF rain estimates to have similar 
first and second order statistics with long- 
term gage rainfall: this results in bias 
removal and significant reduction of the 
random GPROF-gage rain differences . Second, 
because the GPROF rain statistics are 
adjusted to the same source (raingage), we 
can consistently merge GPROF rain estimates 
from several satellites. 

Assessment of the adjustment relationship 
on the validation data set shows elimination 
of the mean bias, and a 22% and 44% root- 
mean-square difference (RMS) reduction with 
respect to no adjustment for FB/Fll/F13 and 
F10 DMSP series, respectively. For the ten 
years period, the relative RMS difference 
between 2.5 degrees monthly rain averages of 
adjusted GPROF and raingages is approximately 
29% with respect to the mean rain, for both 
UMSP satellite series. 
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P4.19A 

CHARACTERIZATION OF THE RADIO OCCULTATION MEASUREMENT AND DATA 
PROCESSING ERRORS FOR NWP 

Juha-Pekka Luntama* 
EUMETSAT Research Fellow 

The UK Meteorological Office 

1. INTRODUCTION 
Radio occultation measurement is a technique 

where the phase change of a radio signal transmitted 
from one of the GNSS (Global Navigation Satellite 
Systems) satell i tes i s  measured as a function of time 
and used to determine properties of the neutral at- 
mosphere. Radio occultation measurements provide 
three levels of data processing products: total bend- 
ing angle profile, refractivity profile, and tempera- 
ture/humidity profile. All data levels are candidates 
for assimilation into a NWP system. 

Radio occultation measurement has potential to 
fill a gap in the present measurement network for op- 
erational NWP. It can provide complementary data 
to  the atmospheric information from passive infra-red 
and microwave satell i te sounders from the polar and 
ocean regions. However, assimilation of the radio 
occultation data into a NWP system requires deep 
understanding of the characteristics of the measure- 
ment and estimates of the errors a t  every level of the 
data processing. 

An analysis of the measurement and data pro- 
cessing errors using a Monte Carlo method shows 
that the dominant error source in the total bend- 
ing angle profile for the altitude range of 0-35 km 
is the horizontal refractivity structure of the atmo- 
sphere (Luntama, 1997). Noise caused by a multi- 
path propagation and residual error from the iono- 
spheric calibration may have significant effect at the  
altitude range of 20-35 km depending on the space- 
craft design and solar activity. The thermal noise 
of the receiver plays a significant role in the up- 
per stratosphere if the signal-to-noise ratio is very 
small, The characterization of the error sources in 
this study was based on the estimated performance 
of the GRAS GNSS receiver, estimates of the multi- 
path environment for a medium size spacecraft, and 
the phase error estimation performed by Kursinski e t  
a l  (1997). 

* Corresponding author address : Juha-Pekka 
Luntama, The Met. Office, NWP Division, Room 
335, London Road, Bracknell, Berkshire RG12 2SZ, 
U.K.; email: jpluntama@meto.gov.uk 

The analysis has concentrated on the determina- 
tion of the total bending angle error covariance ma- 
trix. The general assumption has been that the total 
bending angle errors are uncorrelated and thus the 
off-diagonal elements of the error covariance matrix 
are insignificant. This assumption is  justified i f  the 
filtering of the raw measurement data is performed 
properly and a linear ionospheric correction technique 
is applied. However, the data filtering and advanced 
ionospheric correction techniques have potential to  
spread errors through the total bending angle profile 
and thus make the assimilation of the radio occul- 
tation data more difficult. This danger is significant 
especially when the phase residual data i s  noisy due 
to high solar activity or poor SNR ratio. The results 
of the analysis indicates that the covariances of the 
errors between the total bending angle samples may 
have effect on the weighting of the radio occultation 
data in NWP assimilation. 

An error analysis has also been performed for the 
whole data processing system from phase residual 
data into temperature and humidity profiles. Both 
Onion peeling and Abelian inversion algorithms were 
used in the  data processing system. The results show 
the effects of the measurement errors a t  various data 
processing levels and the errors introduced by the 
data processing system. The error estimates reresent 
the diagonal terms of the refractivity and tempera- 
ture error covariance matrixes. 
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P4.20B 
COMPARING GPS RADIO OCCULTATION BENDING ANGLE MEASUREMENTS WITH VALUES 

SIMULATED BY A GEOMETRICAL OPTICS FORWARD OPERATOR USING NUMERICAL 
WEATHER PREDICTION ANALYSES. 

S.B. Healy', D. Offiler and J.R. Eyre 

Numerical Weather Prediction Division, Meteorological Office, Bracknell, Berkshire, United 
Kingdom, RG12 2SZ. 

I. INTRODUCTION 

Radio Occultation (RO) limb sounding of the 
atmosphere could provide a new source of 
globally distributed data for assimilation into 
Numerical Weather Prediction (NWP) systems. 
The observation is based on measuring how 
radio waves propagating through the 
atmosphere are bent by refractive index 
gradients. This information can be inverted, 
assuming spherical symmetry, with an Abel 
transform, to yield vertical profiles of refractive 
index and subsequently temperature or 
humidity. 

Kursinski et a1 (1996) have shown that the 
retrieved temperature profiles are within 2K of 
co-located ECMWF NWP and radiosonde 
values, for altitudes between 5-30km and 
temperatures below 250K. We have 
reproduced these results using the Metoffice 
Unified Model (UM). However, if this 
information is to be used in an NWP system, 
there may be advantages in assimilating RO 
data as bending angles rather than the 
retrieved profiles (Eyre, 1994). This requires 
the solution of the "forward problem" 
(simulating the bending angle values from an 
NWP model state) and a good understanding 
of the errors inherent in this procedure. 

We have performed a statistical comparison of 
observed bending angles with values 
calculated with a geometrical optics "forward 
operator" (Eyre, 1994) using NWP analyses 
for -600 occultations. The mean bending angle 
difference (observed minus calculated) below 
30krn is -0.07%, but the standard deviation is 

*Corresponding author: S.B.Healy, Meteorological 
Office, London Road, Bracknell, Bershire, UK, 
RG12 2SZ. e-mail: sbhealy@meto.gov.uk. 

-4% above 10km. This is due to a combination 
of measurement error and errors in the 
solution of the forward problem. In this work, 
we will quantify the contribution of the latter. 
The forward operator will be outlined and the 
accuracy of the model will be discussed. 
Typical NWP vertical temperature and humidity 
profile forecast errors will be mapped into 
bending angle space. In addition, we will 
consider errors in the calculated bending angle 
values which arise as a result of the finite 
resolution in the NWP profiles. These 
"representation errors" are caused by vertical 
structures in the real atmosphere which affect 
the observed bending angle values, but are 
not represented by the NWP model. 

2. REFERENCES 

Kursinski, E.R. et al, 1996: Initial results of 
radio occultation observations of the earth's 
atmosphere using the GPS system. 

Science, 271, 1 107-1 11 0. 

Eyre, J,R. 1994: Assimilation of radio 
occultation measurements into a numerical 
weather prediction system. 

Memorandom 199. 
ECMWF Research Department Technical 

522 PARIS, FRANCE, 25-29 MAY1998 



P4.21 A GROUND-BASED GPS WATER VAPOUR ESTIMATION 
FOR METEOROLOGICAL FORECASTING 

H.C. Baker‘, A.H. Dodson’, D. Jerrett‘ and D. Offile* 
IESSG, University of Nottingham, England, UK Meteorological Office 1 

ABSTRACT 

GPS, fundamentally a navigation and positioning tool, 
has recently demonstrated its feasibility for producing 
Integrated Water Vapour (IWV) estimates to 
approximately 1 kg/m2 in comparison with standard 
meteorological sensors such as radiosondes and 
Water Vapour Radiometers (WVR). GPS offers 
distinct advantages over traditional sensors with the 
potential for improved spatial and temporal resolution 
of IWV estimates over the land surface, low cost and 
maintenance requirements and the prospect of an ‘aii- 
weather’ monitoring system. 

1. INTRODUCTION 

predicted from surface observations. Wet delay 
estimated using GPS observations from a GPS 
receiver at any point on the land surface can 
be converted into an estimate of Precipitable Water 
(PW) using: 

Wet delay = k x PW [1 I 
where the dimensionless value of k (approximately 
equal to 6.5) is dependent on the weighted mean 
temperature of the atmosphere and can be predicted 
from surface temperature measurements with 
reasonable accuracy (Bevis et al, 1994). It should be 
noted that 1 kg/m2 IWV is equivalent to 1 mm PW. 

Current research for assessment and implementation 
of GPS iWV estimates into meteorological forecast 
models has focused on the estimation of IWV on a 
real-time basis, which requires the availability of 
accurate, reliable orbit data within the ‘real time’ 
specifications. A network of UK Meteorological Off ice GroUnd-based Water VaPour fwvR) 
(UKMO) GPS receivers has recently been installed in and radiosondes are considered, at present, to be the 
the UK, with the aim of demonstrating the potential most accurate methods of retrieving atmospheric 
for ground-based GPS IWV estimation for Water vapour over the land Surface, and have been 
implementation in Numerical Weather Predktion used as a standad against which to compare GPS 
(NWP) models, ultimately for operational use in NWP derived estimates (see for example, Dodson and 
and climate studies. Preliminary results addressing Shardlow, 19951 RoCken et a11 19951 $M-wm~erk et 
GPS real-time estimation issues are presented. ai, 1996). Over the last few years, GPS IWV 

estimates have consistently compared with both 
radiometer and radiosonde estimates at the 1-2 kg/m2 
level. 

Recent developments in ground-based GPS 
processing techniques have enabled the estimation of 
the wet delay experienced by a GPS satellite signal 
passing through the Earth’s atmosphere. 
Traditionally, within the geodetic community, the wet 
delay has to be quantified and removed, being a 
major error source in precise positioning applications 
(particulaty height). 

The wet delay is caused by the water vapour 
present in the atmosphere but due to its high spatial 
and temporal variability cannot be accurately 

Corresponding author address: Alan Dodson, 
institute of Engineering Surveying and Space 
Geodesy, University of Nottingham, University Park, 
Nottingham NG7 2RD England. Emaii: 
alan.dodson@nottingham.ac. 

1 

2. ACCURACY OF GROUND-BASED GPS WATER 
VAPOUR 

Despite WVRs being very accurate with good 
temporal resolution capabilities, their high cost limits 
their spatial distribution, and the reduction in 
performance in heavy cloud or rainy conditions 
prevents them from operating as an all-weather 
instrument. Radiosondes are also expensive, limiting 
both their temporal resolution (twice daily launches) 
and spatial distribution. Additionally, the relative 
humidity sensor can be susceptible to errors (1 0-1 5% 
uncertainty) particularly when condensed liquid from 
clouds comes into contact with the sensor or when 
temperatures fail below -40°C (Schmidiin, 1994). 
GPS has the potential to offer complementary, 
additional IWV data for integration into NWP models. 

Figure 1 shows zenith wet delay estimates from a 
campaign that took place under the EC funded project 
WAVEFRONT (GPS WAter Vapour Experiment For 
Regional Operational Network Trials) at Escorial in 
Spain. The poor quality WVR estimates correlate 
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with periods of rain (particularly 11-14 December, 
1996). The GPS IWV estimates, however, remain 
unaffected demonstrating the all weather capabilities 
of GPS. 

Wet Path Delays fran Escodal, GPS .cmd WVR 
25 25 

a, 

I5 15 

in IO 
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Figure 1 : GPS and WVR zenith wet path delay (cm) 
at Escorial Spain 

3. REAL-TIME ESTIMATION ISSUES 

It is now generally accepted that GPS IWV estimates 
are accurate at the 1-2 kg/m2 level when the GPS 
data is post-processed with IGS (International GPS 
Service for Geodynamics) precise final ephemeris 
data. Although this orbit data is very accurate (5cm) 
there is an approximate 11 day delay before the data 
becomes available (Kouba and Mireault, 1996) 

In order for GPS IWV to be of potential benefit to the 
meteorological community the IWV estimates must 
be available within the red-time specifications (less 
than three hour latency). The main limitation at 
present is the absence of real-time precise orbit data. 
The possibility of implementing GPS IWV into NWP 
models therefore depends to a large extent on the 
accuracy and availability of alternative orbit data. 

Currently, there are a number of predicted orbits that 
are freely available from various GPS analysis 
centres. CODE (Centre for Orbit Determination in 
Europe) is one such example, providing 24 hour (Pl) 
and 48 hour (P2) predicted orbits on a daily basis. 
P1 has an accuracy of approximately 40-50 cm and is 
available from about 12:OO UT. P2 is slightly less 
accurate at approximately 100-150 cm, due to its 
prediction over a longer period, but is available real- 
time (Springer, 1996). A series of preliminary tests 
have therefore been performed within the 
WAVEFRONT project, comparing the accuracy of 
GPS IWV estimates obtained using P i  and P2 orbits 
with IWV obtained using the IGS precise ephemeris. 

The UKMO has recently purchased four GPS 
receivers which have been installed within a UK 
collaborative network of permanent GPS stations. 
Figure 2 shows the UK network as it currently stands. 
Three of the UKMO receivers are located at 
radiosonde launch sites (Hemsby, Camborne and 
Lerwick) and one further receiver is located at 
Aberystwyth, a wind profiler site. The co-location 
of GPS receivers with alternative meteorological 
sensors allows an integrity check to be performed on 
the quality of the GPS IWV estimates. 

&ck (MO) 
c=l 

43 M0RF’ElT-I dv .  oflrlewcastle) 

Live 

Figure 2 : UK Permanent GPS network. Stations 
maintained by MO (UK Meteorological Office), MAFF 
(Ministry of Agriculture, Fisheries and Food), EA 
(Environmental Agency), POL (Proudman 
Oceanographic laboratory) 

At the time of testing the predicted orbits, the UKMO 
GPS data was not available and alternative stations 
from the permanent network were therefore used 
(Herstmonceux, Nottingham, Barking, Sheerness 
and Sunbury). A seven day dual frequency data set 
for the five stations has been used to produce IWV 
estimates using the predicted and final precise orbits. 
The delay in availability of the IGS final precise orbit 
(-11 days) dictated that the comparison was post- 
processed. However, these tests were performed 
purely to assess the accuracy of the predicted orbit 
IWV estimates, before any attempt to implement real- 
time processing of the GPS data. 

Figure 3 shows the plot of the IWV estimates from 
precise and CODE predicted orbits at the GPS site in 
Nottingham. It can be seen that deviations from the 

524 PARIS, FRANCE, 25-29 MAY1998 



IGS precise ephemeris estimates occur In both the P1 
and P2 estimates with particularly poor accuracy 
estimates occurring on 28-30 April, 1997. The rms 
IWV difference between each of the predicted orbits 
and the IGS precise is 2.4 kg/m2 (Pl) and 3.0 'kg/m2 
(P2), the 48 hour (P2) comparison being slightly 
worse due to the longer period of prediction, making it 
more susceptible to error. 

I 1 I I 
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Figure 3 : Estimates of IWV (kg/m2) at Nottingham 
using precise and predicted orbits 

i ! 

The large deviations from the precise ephemeris 
estimates evident on 28-30 April, 1997, could be due 
to poor predictions of individual satellites within the 
GPS constellation. A comparison of orbital position 
of each of the GPS satellites was therefore 
undertaken in addition to an assessment of the 
accuracy codes that are provided in the header of the 
predicted ephemeris file. Figure 4 shows results from 
the comparison. 

it can clearly be seen from Figure 4 that two satellites 
(14 and 18) in the predicted orbits are highlighted as 
being of low accuracy in comparison with the IGS 
precise ephemeris. The low quality of these two 
satellites is also highlighted in the accuracy codes 
provided in the header of the predicted orbits files, 
with the accuracy level being 4.096 krn and 8.192 km 
for satellites 14 and 18 respectively (compared with 
0.032 km for most other satellites). 

Having identified the two potentially problem sate//ites 
in the orbit predictions the data was reprocessed 
without satellites 14 and 18 using the P2 orbit (the 
less accurate of the two predictions) and again IWV 
estimates were compared to the IGS precise IWV 
estimates. Figure 5 shows the results obtained from 
this second comparison. 
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Figure 4 : RMS Satellite positional errors (m). The 
figures along the bottom of the plot correspond to the 
accuracy of each of the satellites as calculated from 
the accuracy codes in the header of the P2 ephemeris 
file. 
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Figure 5 : Estimates of IWV (kg/m2) at Nottingham 
using precise and predicted orbits. Low accuracy 
satellites (14 and 18) have been removed from the 
predicted orbits solution. 

By removing satellites 14 and 18 from the predicted 
ephemeris files a significant improvement occurs in 
the overall accuracy of the predicted ephemeris IWV 
estimates. The rms (compared with the IGS precise 
orbit estimates) at Nottingham decreases from 3.0 
kg/m2 to 0.9 kg/m2 and large deviations in the data 
are significantly reduced. This brings predicted orbit 
estimates within the overall accuracy level of 1 kg/m2. 

Relative IWV estimates, produced when IWV is 
differenced between two stations at either end of a 
baseline produce a noticeable -improvement in IWV 
accuracy, indicating that for this length of baseline 
(-250 km) the orbit errors are largely a common 
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mode effect. The relative rms (Herstmonceux- 
Nottinghamh between IGS precise and P2 IWV is 
0.607 kg/m and is reduced further to 0.138 kg/m2 
when satellites 18 and 14 are removed from P2. 

The results obtained suggest that the use of predicted 
orbits for estimation of absolute GPS IWV is valid as 
long as an assessment of the accuracy of the position 
of each of the satellites is performed as a prerequisite 
to using these orbits. The 48 hour predicted 
ephemeris is available real-time and could therefore 
potentially be used for the first 12 hours of the day, to 
be replaced by the slightly more accurate 24 hour 
predicted orbit when it becomes available. 

4. NUMERICAL WEATHER PREDICTION 
REQUIREMENTS 

Water Vapour is a critical element of the atmosphere 
and plays a crucial role in mesoscale meteorological 
systems. It is extremely important when running 
NWP models to have an accurate description of the 
initial state of the atmosphere. The distribution of 
atmospheric water vapour, being extremely variable 
in both space and time, needs to be accounted for as 
accurately as possible by utilising all available 
observational data. GPS offers an additional source 
of information for potential implementation with other 
observational data for assimilation in NWP models. 

Assuming that predicted orbit IWV estimates can 
consistently be produced at the required accuracy, 
the feasibility of using these estimates for 
meteorological forecasting depends on the remaining 
real time issues, such as transfer of the GPS data, 
real time data links, automation of the processing 
procedure and data storage capabilities. GPS 
receivers in the UK permanent network (particularly 
those owned by UKMO) are being used over the next 
18 months to demonstrate the validity of producing 
GPS IWV estimates real time and to assess the 
impact of implementing the estimates into NWP 
models. The use of continuously operating GPS 
stations within the UK allows other real-time issues, 
such as the availability of the GPS data, to be 
addressed. The IGS presently controls the largest 
continuously monitoring GPS network but in terms of 
real time data acquisition, IGS station data is not 
available until several days after observation. At 
present there is no international standard as to how 
often data should be downloaded but the use of an 
independently run network such as the UK network, 
allows download of data at any specified interval. IGS 
data from nearby stations could be used initially to 
accurately coordinate the network's stations. 

CONCLUSIONS 

It has been demonstrated that it is feasible to use 
GPS data to produce accurate estimates of IWV 

above the land surface. The integration of GPS IWV 
estimates in NWP models relies on the availability of 
real time accurate orbit data in order to produce the 
required information within the specified three hour 
latency. It has been shown that predicted orbits, 
which are available real time, can be used if a 
positional accuracy assessment is performed 
beforehand on the each of the GPS satellites within 
the constellation (for example by examining the 
accuracy codes provided within the orbit file). 
Predicted orbit IWV estimates and precise orbit IWV 
estimates agreed to better than 1 kg/m2 when this 
orbit accuracy assessment was implemented. 

A network of continually operating GPS stations has 
been set up in the UK for a variety of applications. 
Data from UKMO stations within this network is being 
used with the ultimate goal of demonstrating the 
potential of GPS IWV integration into NWP models 
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P4.22B 

GPS PRECIPITABLE WATER MEASUREMENTS MADE DURING THE 
SALPEX’96 EXPERIMENT 

Mark Falvey* ,John Beavan and James McGregor 

1. INTRODUCTION 

The Southern Alps of New Zealand have a profound 
impact on the weather and climate of the country. 
Oriented in a NE/SW direction the mountain range 
presents a considerable obstacle to the prevailing NW 
flow. Interaction of the mountains and atmosphere 
gives rise to  many interesting mesoscale features in- 
cluding substantial orographic rainfall. 

SALPEX’96 (Southern ALPS Experiment) was a 
three week long experiment designed to investigate 
orographic phenomena. The experiment was a col- 
laborative effort involving meteorologists and hydrol- 
ogists from several research groups in New Zealand 
and Australia. 

A variety of instruments were deployed to obtain 
detailed datasets from which events of interest could 
be examined. As part of this eight of GPS (Global 
Positioning System) receivers was deployed across the 
Alps during the experiment to make measurements of 
precipitable water (PW). The aim was twofold: Firstly 
to  use high frequency radiosonde and dropsonde data 
collected during the experiment to verify the quality 
of the our GPS measurements and refine processing 
strategies. Secondly to examine the transport of mois- 
ture across the mountains during orographic rainfall 
events. 

Work on the SALPEX GPS data is ongoing. We 
present here some preliminary results. 

2. DATA AND PROCESSING 

The GPS receivers were deployed for the dura- 
tion of the experiment, all being situated along a 
rough transect (160 km in length) from Hokitika to 
Christchurch. Three weeks of data were collected, 
from 11 October - 5 November. Figure 1 shows the 
locations of the stations. Observations were logged 
every 30 seconds, for all satellites in view above a 10’ 

* Corresponding author address: Mark Falvey, Research 
School of Earth Sciences, Victoria University, Wellington, 
New Zealand. PO Box 600, email mfalveyQrses.vuw.ac.nz. 

elevation cut-off. 
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Figure 1: Map of the GPS transect region. Eight GPS sta- 
tions were deployed in total although pressure data failed to 
be collected at the sites Moana and Inchbonnie. Radiosondes 
were released regularly from both Christchurch and Hokitika 
during SALPEX. 

Pressure and temperature sensors were deployed 
a t  all the stations except Christchurch, Hokitika and 
Moana. At Christchurch and Hokitika pressure and 
temperature data from nearby automatic weather sta- 
tions were available. The pressure sensor at the lnch- 
bonnie station failed to operate over the duration of 
the experiment. All pressure measurements, when 
corrected to  the height of the GPS antenna, are con- 
sidered accurate to better than 0.5 hPa. Tempera- 
tures were recorded to the nearest degree. 

The raw GPS data were processed in 24-hour 
segments using the Bernese 4.0 software package 
(Buetler, 1996). Double difference observations from 
the network of SALPEX stations were used to  es- 
timate station coordinates, initial phase ambigui- 
ties and troposphere parameters, Data from addi- 
tional distant stations were also included in the net- 
work (Wellington, Auckland and Canberra). IGS 
(International GPS Service for Geodynamics) final 
satellite orbits were used. 

Tropospheric zenith delay parameters were esti- 
mated hourly a t  each site. The coordinates of the 
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Figure 2: Hourly estimates of PW made at four of the sites along the transect. The crosses are derivations of PW 
made from radiosonde data. The bars along the time axis indicate periods of rainall in the Alps. These events are clearly 
associated with periods of high PW. 

stations were kept tightly constrained to a combined 
solution using the entire three weeks of data. 

The dry component of the total zenith delay 
was removed from the GPS estimates by use of 
the Hopfield surface pressure relationship (Hopfield, 
1962). The remaining wet component was converted 
to  precipitable water via the climatological surface 
temperature relationship presented in Bevis, 1992. 
Throughout the processing only observations above 
15O elevation were used. 

3. RESULTS 

Precipitable water estimates are shown in figure 2 
for four of the eight stations. As we would expect for 
a network of such small spatial extent, the time se- 
ries for the stations are quite similar although small, 
short term variations are observed between the sta- 
tions. The most pronounced feature is the general 
decrease in PW with station elevation and an overall, 
cross transect decrease during the high PW events. 
We attribute this to  the combined effkct of a reduced 
atmospheric depth and orographically induced con- 

densation. We will comment on these in more detail 
in the next section. 

Radiosonde releases were made a t  least twice daily 
a t  Christchurch and Hokitika, and often more f r e  
quently during the storm events. Estimates of PW 
were made using these data and the results are also 
shown on Figure 2. The GPS receiver a t  Christchurch 
was 1 km from the radiosonde release site. The re- 
ceiver a t  Hokitika was 2 km from the radiosonde 
site. The differences between the GPS and radiosonde 
measurements are shown in Figure 3. 

A good result is  seen for Christchurch, with the rms 
difference between the two measurements being 2.0 
mm. The comparison is somewhat worse a t  Hokitika 
where the rms is 3.5 mm. For both stations we note 
that the, GPS PW estimates are consistantly higher 
then the radiosonde measurements during the high 
PW rainfall events. A likely explanation of this is the 
failure of the radiosondes to  measure the high levels of 
atmospheric moisture occurring a t  these times, since 
throughout the events the radiosonde data rarely show 
humidities above 95%. 
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Figure 3: Differences between GPS and radiosonde esti- 
mates of PW at Christchurch and Hokitika. We see a worse 
result at Hokitika and a bias at both stations throughout 
the storm of days 19 October - 21 October. 

4. MOISTURE TRANSPORT ACROSS 
THE ALPS 

The transect of PW measurements obtained dur- 
ing the SALPEX experiment gives us the opportu- 
nity to  examine the transport of moisture across the 
Southern Alps during orographically influenced rain 
events. These typically occur in a prevailing north- 
westerly flow, where air impinging upon the Alps is  
forced to rise, resulting in condensation and precip- 
itation. Rainfall is generally highest on the upwind 
side of the mountains, peaking a t  about 20 km west 
of the main divide (Katzfky, 1992). Over the course 
of the SALPEX experiment two of the four rain events 
observed were of this nature. During these events the 
flow is roughly parallel to  the transect and we may 
attribute changes in PW from one station to  the next 
as being indicative of the total loss in atmospheric 
moisture between the stations. Clearly this simple in- 
terpretation is  complicated by the significant variation 
in station elevations. The high stations in the moun- 
tains are sampling less atmosphere and hence show 
a consistantly lower PW the those close to sea level. 
For example in figure 4 we plot the PW time series 
for Hokitika, located on the western coast and Arthurs 
Pass, 50 km inland and a t  920 m elevation. We see 
that the PW is consistantly less a t  Arthurs Pass. Dur- 
ing the rain events this difference i s  considerably more 
pronounced. 

On the same figure we plot the difference in PW 
(APW) between the Hokitika and Arthurs Pass for 

the first two storms of SALPEX during which the flow 
was from a north-westerly direction. Plotted also is  
the mean hourly rainfall occuring between the sta- 
tions calculated from ten raingauges operating in the 
region. We see a clear correlation between the rain 
rates and APW, particularly during the first four days 
of the second storm. Here the peaks in rain intensity 
are well aligned with the peaks in APW. The sub- 
stantial rainfall recorded in the last day of the storm 
is accompanied by an overall decrease in APW. This 
may be due to the passage of a cold front a t  this time, 
with much of the rainfall being caused by synoptic 
scale processes. (Note that the impact of advection 
of air from off transect directions has not been con- 
sidered but may possibly be having some influence on 
the observed results) 

For future work we would like to  conduct more 
extensive analysis of the data perhaps involving the 
use of numerical simulations. Here the PW measure- 
ments would provide useful information for validation 
of model runs within the data sparse Southern Alps. 
Also high resolution model output could aid in our 
interpretation of PW variations across the transect, 
identifying in a quantitative manner the factors (con- 
densation, off transect fluxes, etc.) contributing to 
the features we observe. 

Finally we would hope to improve model results 
by the assimilation of the PW data into model runs. 
The apparent condensation signal seen in the data 
suggests that PW is strongly linked to  rainfall pro- 
cesses, and hence proper assimilation may well have 
a positive effect on model simulations of precipitation. 
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Figure 4: PW measured at Hokitika (black dots) and Arthur’s Pass (gray dots). The mean rainfall is also plotted (solid 
line). The PW at Arthur’s Pass is consistently smaller than that at Hokitika, due to the 920 m difference in the station 
height. During the periods of rainfall this difference is considerably more pronounced. The second plot is of the change in 
P W  between the two stations (black dots), plotted for the times during which the north-westerly storms occured. We see 
a clear correlation between the hourly rainfall (gray dots) and APW, especially in the first four days of the second storm 
event. 
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1 INTRODUCTION 

The simulation of a full data assimilation cycle for 
GNSS occultation data is until now impossible with 
real data. Therefore a very general approach is used 
in this study. Let us assume that the GNSS occulta- 
tion receiver provides teinperature data with global 
coverage in an interval between top of the model at- 
mosphere (e.g. 10 hPa) and a height specified by 
the technical properties of the receiver and the state 
of the atmosphere between 850 (average top of the 
planetary boundary layer) and 300 hPa. If we as- 
sume that the measured data are homogeneous dis- 
tributed in space and time, we can perform a twin 
experiments based on real analysis data, which are 
representing the measurements and a general circu- 
lntioii inodel (GCM). In a twin experiment the real 
analysis data will be assimilated into the model with 
a forcing dominating the model. This represents the 
truth. In several other runs the data will only be as- 
similated in the instruments observation region. A 
coinparison between this different model runs shows 
the potential influence of later measured data on the 
state of the atmosphere. 

The assimilation method is based on the Newto- 
nian relaxation or nudging, a method which cou- 
ples dynamically the observed variables into the used 
GCM. Therefor terms are introduced in the prognos- 
tic equations to force the model towards the observed 
state of the atmosphere. This technique is inexpen- 

'Corresponding author address: Luis Kornblueli, Max- 

sive and simple to implement. 
The observation variable is assumed to be the 

temperature. This is a good indicator for the dy- 
namic state, because the vorticity e is, formulated as 
geostrophic vorticity eg: 

- a&l = --V2T R 
aP fP 

with p the pressure, f the Coriolis parameter and 
R the gas constant. So in principle if we know the 
distribution of the temperature T, we can calculate 
an approximation of the relative vorticity in the same 
domaiii as well. 

The study is based on the Hamburg cliinate model 
ECHAM4, a general circulation model based on the 
numerical weather forecast model of the European 
Centre for Medium-Range Weather Forecast with a 
physical package adapted for cliinate studies. 

2 THE NUDGING TECHNIQUE 

Adding an additional non-physical relaxation term 
to the prognostic model equations relaxes the models 
state of the atmosphere during the observation period 
to the observational data. A general model equation 
is: 

X represents any of the prognostic model variables 
which should be relaxed towards observations, FJW is 
the model forcing, and G(Xobs-X) the nudging terni. 
G (s-l] is the relaxation coefficient. Due to the fact 

Planck-Institute for Meteorology, Bundeastr. 55, D-20146 that former ECMWF lnodel are used ar- 
Hainburg, Germany, email: kornblueliOdkrz.de tificial observations no small scale perturbations are 
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included. Because observation data are only available 
every 6 hours, the nudging data for the time steps in- 
between will be calculated by linear interpolation. 

Selecting a reasonable value for the nudging coef- 
ficient G forms the inain difficulty of the Newtonian 
relaxation (Stauffer and Bao, 1993). For a large G 
the nudging term dominates the model forcing. This 
can lead to possible dynamical imbalance amplifica- 
tions. If G is chosen to small the observations will 
not have any influence on the model solution. Var- 
ious considerations can be found in literature (Zou 
et al., 1992; Stauffer and Bao, 1993). The used val- 
lies in this study are based on Jeuken et al. (1996). 
See the discussion there as well. 

Which variables have to be adjusted, is determined 
in this case by the observation data. So temperature 
and vorticity are used. Because of the fact that the 
vorticity represents the slow manifold of the quasi- 
geostrophic motion, this is describing mainly the evo- 
lution of the Rossby type waves for a time-scale of 
soine days. Adjusting the vorticity is therefore a very 
efficient way to adjust the large scale flow at least in 
the extra-tropics. 

The observation data in our experiments are 
ECMWF analysis data. They were used for assimi- 
lating and further on comparison the ECHAM results 
with the truth, which is represented by the ECMWF 
data. As input data we used spectral ECMWF first 
guess data, which is a 6 hour forecast of vorticity, 
and temperature. We have simulated 2 months in 
1994 (February and March). The model runs have 
been started from a January state and integrated for 
one month to adjust to the real state, denoted by the 
ECMWF analysis data. It has been taken care on 
the different representation of the orography in both 
models and the necessary truncation from originally 
T213 down to T42 has been done. 

Several experiments have been performed (see Ta- 
ble l) .  

3 DISCUSSION OF RESULTS 

In this discussion we will address three subjects: How 
influences the observation data based on GNSS occul- 

Experiment Level 2 p[hPa] 
GPSO1, control run 19 surface pressure 
GPSO2 15 900 
GPS03 14 820 
GPSO4 13 735 
GPS05 12 640 
GPSO6 11 550 
GPS07 10 450 
GPSOO, climate run 0 

Table 1: Experiments and maximum pressure level 
according the data assimilation. 

differences in the different penetration depth ? How 
is the relative vorticity, and so the large scale flow, 
influenced by such measurements? 

One indicator for an improvement of the determi- 
nation of the atmosphere’s state is the global average 
of the error in the geopotential height against the 
control run without nudging (see figures 1 - 4). The 
following four figures show the results on the main 
pressure levels 400 hPA, 500 hPa, 700 hPA, and 850 
hPa. First off all, it has to be noted that for all 
nudging experiments there is a significant improve- 
ment with nudging data in comparison to the pure 
climate run. 

I 

Figure 1: Error of the geopotential height of the 400 
hPa level of the different nudging exper- 
iments and the climate run against the 
truth. 

tation the global temperature field ? Where are the In figure 1 the error decreases from 129 gpni to a 
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Exprlmcnt 

Figwe 2: Error of tlie geopotential height of tlie 500 
hPa level of tlie different nudging exper- 
iments and tlie climate run against tlie 
truth. 

minimum of 33 which is a filial reduction on 2G '?4 
on this pressure level. Figure 2 shows slightly better 
results than 1. Tlie error iii tlie clime run is about 105 
gpm and can be reduced on 25%, 26 gpm. Results in 
figure 3 are better as well as tlie results for the two 
shown levels above. The reduction is 21 % from 73 
to 16 gpm. For tlie last level, 850 hPa, the results 
are given in figure 4. Tlie climate run error is around 
G 1  gpiii and tlie reduced value after nudging 12 gpin. 
This is ail error reduction on 19 9%. 

There is a decrease of tlie error going down froin 
tke highest pressure level compared, 400 hPa, to 850 
lira. This decrease is doiiiiiiated by the influence of 
the model's lower boundary condition which is forc- 
ing tlie lower atiiiosphere conditions. This forcing 
decreases with height, so that the average error is 
around twice as big in 400 lira as in tlie 850 hPa 
level. The second major feature is the reduction in 
error betweeii tlie climate rim and the nudging exper- 
iments. It is obvious that even with today's GRAS 
receiver technology for retrievals down to 500 hPa an 
average reduction in error of 50 74 is possible. An- 
other 25 % can lie reduced, if retrievals down to 850 
1iPa can be done. This shows a total reduction of 75 
%I of the global averaged error on each level. 

Figure 3: Error of tlie geopoteiitial height of tlie 700 
hPa level of tlie different nudging exper- 
iineiits mid tlie climate run against tlie 
truth,. 

4 CONCLUSIONS 

Tlie conclusions are straight forward. There is an 
improveinent of at least GO %I in tlie averaged differ- 
ence of tlie geopoteiitial lieiglit between the control 
run and the assimilation runs. Because of tlie fact 
that climate modelling is more mid more used for cli- 
mate monitoring and focusing oii regional results 
too, the advantages with upper-air data are promis- 
ing. Tlie excellent results after coniparing tlie areal 
results strongly supports regional iiiodelliiig which re- 
quires higher resoliitioii data in space a i d  time. At 
least the PBL level should be reached by tlie GNSS 
occultation retrieval. For climate moiiitoring with 
real data in a climate model, a iiiore realistic repre- 
sentation of tlie polar regions is required. As well 
.rising only GNSS occultation data for assimilating is 
not sufficient for deterniing tlie real state of the at- 
mosphere, because tlie surface processes a i d  lower 
atmosphere processes are not iiiflueiiced by this type 
of data. We expect a much better result using the 
in the last section developed system. Tlie proposed 
4DVAR in tlie last section, should allow to follow the 
retrieval much more down in tlie atmosphere, possi- 

'For example in the framework of the Global Energy aud 
Wat.er Cycle Experiment (GEWEX) which has been es- 
t.ablisbed within t.he World Climate R.eserrrdi programme 
(WCRP). 
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Figure 4: Error of the geopotential height of the 850 
hPa level of the different nudging exper- 
iments and the climate run against the 
truth. 

lily clown to the ground. This includes as well not 
a single profile by each sounding but a slice through 
the atmosphere, because each ray is adjusted with the 
atmosphere. In this case the results should improve 
more. 

This study has been done in the framework of an 
ESA study on the synergies and impacts of global 
navigation systems for operational meteorology and 
climatology. 

References 

Jeuken, A. B. M., Siegmund, P. C., Hei- 
jboer, L. C., Feichter, J. and Bengstsson, L. 
(1996): O n  the potential of assimilating meteoro- 
logical analyses in a climate model for the purpose 
of model validation. Journal of Geophysical Re- 
search, 101, no. D 12, 16939-16950. 

Stauffer, D. R. and Bao, J.-W. (1993): Optimal 
determination of fdda  coeficients using the adjoint 
equations. Tellus, 45, 358. 

201.1, X., Navon, I. M. and Ledimet, F. X. 
(1992): An optimal nudging data assimilation 
sch,eme using purameter estimation. Quart. J. R. 
Met. Soc., 118, 1163. 

534 PARIS, FRANCE, 25-29 MAY1998 



P4.25A GPSNET JAPAN SUMMER CAMPAIGN 1997 IN TSUKUBA 
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1. INTRODUCTION 
From July 22 to August 1, 1997, an intensive 

observation campaign was executed by Japanese 
meteorologists and geodesists in Tsukuba (about 40 
km northeast of Tokyo) using ground-based GPS 
receivers and meteorological sensors. The main 
objectives of this campaign are: 

content (PWC) retrieved from ground-based GPS 
system under very humid condition in Japanese 
summer, 

2) to investigate mesokcale PWC gradients using 
microwave water vapor radiometers ( W R )  and GPS 
receivers, 

in this paper w8 present the outline and some 
preliminary results of the summer campaign. 

1) to examine the accuracy of precipitable water 

2. OBSERVATION AND DATA ANALYSIS 
We installed GPS receivers and surface weather 

sensors at four sites which werearrayed from south to 
north at 5-10 km intervals. Both Trimble and Ashtech 
receivers weredeployed at each sites to examine the 
influences of hardware on GPS PWC. In the GPS 
observation, w used an elevation cut-off angle of 5 
deg. and data sampling rate of 10 sec . 

~~ 

. . . . . . . . 

In order to obtain direct watervapor measurement, 
WB launched radio sondes (Vaisala omega sondes) 
3-hourly at Meteorological Research Institute (MRI). 
Four WVR's (Radiometric WVR-1100) wem also 
operated continuously at MRI. By changing antenna 
elevation angles of three of these WVR's, PWC 
gradients wen observed both in the north-south 
direction and in the east-west direction. 

In this paper, weanaiyzed GPS data using Bernese 
Ver. 4.0 and International GPS Service precise orbits. 
GPS-derived PWC with 10 minutes interval was 
calculated. 

3. METEOROLOGICAL CASE 
Figure 1 shows radio sonde, WVR and GPS 

estimates of PWC and precipitation at MRI for July 
234ugust 1. As this figure indicates, clear and 
relatively dry weather continued during July 22 - 25. 
PWC ranged 30 - 55 kglrn2 for this period. On July 26, 
convective rainfall was caused by Typhoon Rosie 
(T9709). The maximum PWC of 73.6 kglm2 was 
observed by the radio sonde at 1200 UTC. After this 
day, we had cloudy and humid condition with 
occasional rain due to a stationary tropical 

24 

18 

12 

6 

0 

*Corresponding author Address: Kazumasa Aonashi, 
Meteorological Research Institute 1-1 Nagamine 
Tsukuba-shi, Ibaraki-ken, 305, Japan. 
e mail : aonashiamri-jma.go.jp 

Figure 1: PWC estimates from radio sonde, WVR, 
and GPS at MRI for July 23-August 1,1997. The bars 
represent radar rain intensity over MRI. 
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Figure 1 also indicates that synoptic scale ( 2 3  
days) variation in PWC and sharp PWC rises in rainy 
condition were predominant for this period. 

4. COMPARISON BETWEEN PWC ESTIMATES 
Figure 2 shows the comparison between radio 

sonde-derived PWC and GPSaerived PWC for the 
entire campaign period. The root-mean-square 
difference in PWC W e e n  the two sets was 3.64 
kg/m2. This figure, however, suggests that GPS- 
derived PWC has negative bias when PWC is larger 
than 50 kgIm2. 

In order to see this cause, wecompared the PWC 
estimates wit17 finer time resolution (see Fig. 3). As 
this figure presents, GPSaerived FWC as weU as 
other FWC estimates showsharp PWC rises for 
raining periods. GPS-derived PWC, however, has 
smaller amplitudes in the rises comparing to radio 
sondederived PWC. This seems to cause the 
negative bias in Fig. 2. 

As shown in Fig. 1 and 3, high frequency (1-2 hr) 
variations are significant in GPS-derived PWC in 
rain-free periods while WVR-derived FWC has small 
amplitudes in this time scale. We think that these 
variations are related with temporal change in GPS 
satellite constellation. 

5. MESOSCALE PWC GRADIENTS 
In this study, wdeveioped an algorithm to retrieve 

PWC for different WVR antenna elevation angles. 
This algorithm uses a radiative transfer model (RTM) 

. to calculate brightness temperatures (TBs) and their 
derivatives with respect to PWC and liquid water 
content (LWC) along a path. Using these values, the 
algorithm ends the PWC and LWC wnich minimize 
differences between TBs observed by WVR and TBs 
calculated by RTM. 

Applying this algoriihm, we estimated PWC 
gradients from W R  data, For example, Figure 4 
presents PWC distribution in the north-south 
direction for July 24-25. We also compared this data 
set with PWC derived from the GPS array of the 
summer campaign. The iwo data sets are 
qualitatively consistent: 

1) As shown in Fig. 4, a significant PWC gradient 
(PWC in the south is greater than that in the north) 
continued for the first half of the campaign period. 

2) WVC in the north became larger than that in the 
south when rain areas passed to the north of Tsukuba 

on July 28. 

Figure 2: Comparison between radio sondederived 
and GPS-derived PWC for the campaign period. 

20 w 40 60 60 70 BO 

PWC-Radio Sonde (rnm) 

Figure 3: PWC estimates from radio sonde, WVR, 
and GPS (samplimg rate of 10 and 30 sec) at MRI 
for July 26-27,1997 
l8 1 " 

Figure 4: Vertical PWC from different WVR antenna 
elevation angles ( X=Q.Q(North), dot=QO( Zenith) , 
Plus=170.1(South) ) during July 24-25, 1997. 
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A Cloud Top Phase Classification Algorithm for use with NOAA-K Data 
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ABSTRACT 

A multisensor, data fusion technique has been developed to specify cloud top phase in 
AVHRR imagery and assess uncertainty in the final analysis. The method exploits the 
spectral signature of clouds using bi-spectral tests created primarily to detect ice or water 
clouds; unfortunately, neither water droplets nor ice particles have a unique spectral 
signature in existing AVHRR imagery. Thus, cloudy pixels detected by both ice and water 
cloud tests are classified as ambiguous and undergo further analysis using cloud top 
pressures from the CO, slicing of HIRS data. Results of final cloud top phase 
classifications have been encouraging using this data fusion technique. However, some 
cloud top pressures, derived from the CO, slicing method, erroneously change cloud top 
phase classifications of ambiguous pixels in the intermediate analysis. Thus, it is desirable 
to reduce the number of ambiguous AVHRR pixels that must be resolved with results from 
the CO, slicing method. With the launch of NOAA-K, new spectral data may become 
available in the 1.6 pm band. The purpose of this paper is to examine the value of these 
new data for cloud top phase classifications. 

INTRODUCTIOK 

Lockheed Martin Missiles & Space scientists and team members have used DMSP S S W -  
2 data to develop and evaluate a non-linear, physical relaxation algorithm for the retrieval of 
moisture profiles and to conduct sensor design concept studies for future satellite 
programs. More recently, a priori cloud top temperature information has been used 
successfully to constrain this physical relaxation water vapor retrieval algorithm and 
identify a spectral signature of cloud base heights in the microwave data (Wilheit and 
Hutchison, 1997; Wilheit and Hutchison, 1998). 

When only water clouds are present in all AVHRR pixels contained within a microwave 
water vapor sounder pixel, cloud top temperatures are determined from AVHRR 10.8 pm 
brightness temperatures that have been corrected for atmospheric attenuation. These 
temperatures are then used with a priori atmospheric profile information to retrieve cloud 
top pressures and heights. When ice clouds are present or ambiguity exists in the final 
cloud top phase analysis, cloud top temperatures are less reliable and moisture profiles are 
retrieved without this constraint (Wilheit et al., 1994). 

A multisensor, data fusion technique has been developed to specify cloud top phase in 
AVHRR imagery and assess uncertainty in the final analysis, as shown in Fiave 1 
(Hutchison et al., 1997a). The method exploits the spectral signature of clouds in AVHRR 
imagery using two bi-spectral tests created primarily to detect ice or water clouds; 
unfortunately, neither test uniquely specifies cloud top phase. Cloudy pixels detected by 
only one test are classified as either ice or water and have quality flags set to unambiguous. 
Pixels detected by both tests are flagged as ambiguous and classified as ice clouds before 
undergoing further analysis using results from the CO, slicing of HIRS data. However, 
before applying the results from the CO, slicing algorithm, a third bi-spectral test is applied 
to identify mid-level water clouds which are highly reflective and relatively cold. Thus, 
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results from the CO, slicing algorithm are primarily used to differentiate between low-level 
water clouds and thin cirrus in the AVHRR imagery. This merging technique improves the 
accuracy and reliability of cloud top phase analyses in the higher resolution (AVHRR) 
imagery because the fusion of cloud signatures from the HIRS data is applied at the (cloud) 
feature-level in the AVHRR data, not the resolution of the HIRS pixel. 

YES MID-LEVEL W ATEU 
CLOUDS (C3 - C4) 

I Nn I , 1." 
CLOUD ANALYSIS FROM 
C02 SLICING OF HIRS/2 

1 

A PH ASE - DEFINITELY ICE PHASE 
NOT-CERTAIN 

FINAL ICE CLOUD TOP PHASE 
ANALYSIS & QUALITY FLAG 

FINAL WATER CLOUD TOP PHASE 
ANALYSIS & QUALITY FLAG 

igure 1: Overview of cloud top phase classification algorithm (Hutchison et al., 1997a). 
I 

While results of the final cloud top phase classification, using the fusion of cloud analyses 
from daytime AVHRR imagery and HIRS data, have been encouraging, some difficulties 
remain. First, the automated detection of optically-thin cirrus in AVHRR imagery 
continues to be less than satisfactory. It has been shown that improved thin cirrus detection 
is possible in daytime imagery using 1.38 pm data which should be available with future 
sensors (Hutchison and Choe, 1996). Secondly, it was also noted that cloud top pressures 
derived from the CO, slicing method erroneously changed some cloud top phase 
classifications that were correctly typed, although considered ambiguous in the intermediate 
cloud top phase analysis, to the wrong phase in the final analysis (Hutchison et al., 1997a). 
Thus, it is desirable to reduce the number of ambiguous pixels in the intermediate ice and 
water cloud top phase analyses prior to merging the results from the CO, slicing of HIRS 
data. This may be accomplished using the bi-spectral reflectance ratio (BSRR) between the 
1.6 and 0.6 pm albedos and is the focus of this report. Finally, additional research is being 
pursued to improve the retrieved accuracy of cloud top pressures in HIRS data, The 
approach will use the cloud, no cloud mask generated by the automated analysis of 
AVHRR imagery and initial results appear promising (Huang and Hutchison, 1998). 

USING 1.6 pm IMAGERY FOR CLOUD TOP PHASE CLASSIFICATIONS 

The 1.6 pm band on NOAA-K provides the only new spectral data with the potential to 
reduce the number of ambiguous pixels that must be classified using cloud top pressures 
retrieved from HIRS data with the CO, slicing method (Hutchison, et al., 1997a). Initial 
results suggest that the use of 1.6 pm imagery can improve the specification of both water 
and ice cloud top phase over ocean surfaces, when effects of sub-pixel clouds are 
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negligible, i.e. when using very high resolution imagery. However, the direct application 
of these data over land surfaces is complicated by the much larger reflectivity of both 
vegetated and non-vegetated surfaces which can overwhelm the smaller reflectivity of ice 
clouds in the 1.6 pm band. For clarity only the ocean only is presented here. 

Figure 2 shows the 0.6 pm and 1.6 pn images, in Panels A(l) and A(2) respectively, for 
data collected by the Airborne Visiblehfrared Imaging Spectrometer (AVIRIS) sensor 
flown aboard a NASA ER-2 aircraft over the Gulf of Mexico during December 1990. 
These data have a nominal horizontal resolution of 20 meters. The 1.38 pn image is 
shown in Panel B(l) to emphasize the cirrus clouds present in the scene along with the 
manual (a priori) ice cloud top phase analysis, seen in Panel B(2). 

The automated water and ice cloud top phase analyses are shown in Panels C( 1) and C(2) 
respectively. The water cloud analysis was created using bi-spectral reflectance ratio 
(BSRR) test with the 1.6 and 0.6 pm images and the threshold function logic used to detect 
water clouds with the BSRR(0.9/0.6) test (Hutchison and Hardy, 1995). Water clouds are 
highly reflective in the 1.6, 0.9, and 0.6 pm channels and are confirmed when the 
BSRR( 1.610.6) threshold lies between the upper limit of 1 .O and a lower limit which varies 
with solar illumination and scattering angle. For the analysis shown in Panel C(2), a value 
of 0.7 was used as this lower limit. The ice cloud top phase analysis contains all cloudy 
pixels from the automated cloud detection algorithm with a BSRR( 1.6/0.6) < 0.7. 

It is evident from a comparison of Panels B(2) and C(2) that the spectral signature of water 
clouds in the 1.6 pm band overwhelms the signature of ice clouds and causes ice clouds to 
be missclassified as water clouds. Thus, over ocean surfaces, pixels identified as water 
clouds by the BSRR( 1.6/0.6) test must remain ambiguous and be evaluated with the HIRS 
data. Cloudy pixels with a BSRR( 1.6/0.6) value below the lower detection threshold for 
water clouds may be classified as unambiguous and entered into the final ice cloud top 
phase analysis. 
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Figure 2. Cloud top phase classification using 1.6 pm imagery over water backgrounds. 
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1. INTRODUCTION 

The expected launch of the 
NOAA-K satellite in May of 1998 
signifies the first major 
improvement in instrumentation 
since the deployment of TIROS-N 
in 1978. The current Revised 
Tiros Operational Vertical 
Sounder ( RTOVS ) will be 
supplanted by this new 
instrumentation suite, referred 
to as Advanced TOVS (ATOVS). The 
RTOVS consists of the 20-channel 
High-resolution Infrared 
Radiation Sounder (HIRS/2), the 
4-channel Microwave Sounding 
Unit (MSU), and the 3-channel 
Stratospheric Sounding Unit 
(SSU). The ATOVS replaces the 

MSU and SSU with the 20-channel 
Advanced Microwave Sounding Unit 
(AMSU), which includes AMSU-A, a 
15-channel temperature sounder, 
and the MHS, a 5-channel high 
resolution moisture sounder. The 
ATOVS also replaces the HIRS/2 
with the HIRS/3. 

The above sensors will 
provide data with a higher 
vertical resolution and greater 
cloud clearing capabilities as 
well as necessitating changes in 
processing algorithms. The aim 
of the present paper is to 
provide a first assessment of 
the expected temperature and 
humidity soundings from the 
ATOVS sensor suite using several 
different retrieval algorithms. 

A comparison of RTOVS and ATOVS 
retrievals using estimated 
brightness temperatures by 
direct forward calculation of 
the radiative transfer will be 
performed with the following 
three algorithms: an eigenvector 
regression retrieval, a Minimum 
Variance Simultaneous retrieval, 
and a Marquardt-Levenberg Non- 
Linear retrieval. 

2. RETRIEVAL ALGORITHMS 

An eigenvector regression 
provides a fast and simple 
method to produce temperature 
and moisture retrieval profiles. 
A dependent training ensemble of 
temperature and water vapor 
profiles, infrared and microwave 
surface emissivities, surface 
temperatures and pressures, and 
local zenith angles are used to 
generate simulated brightness 
temperatures. Temperature, water 
vapor , and brightness 
temperature covariance matrices 
are calculated over the 
dependent ensemble. Eigenvectors 
from these covariance matrices 
are used as basis functions to 
represent the original data. A 
change of basis can then be 
performed for the temperature 
and water vapor profiles as well 
as the brightness temperatures. 
This change of basis can provide 
significant compression of the 
data and prevent noise from 
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having a significant impact on 
the regression although the 
fOmter is not important in this 
application. By eliminating 
higher order eigenvectors, a 
more compact basis can be used 
in the representation thus 
reducing random noise. The 
multiple non-linear regression 
(which can include quadratic 
predictor terms) is performed on 
the profiles and the brightness 
temperatures with respect to 
these compact basis. In the case 
of RTOVS, all the eigenvectors 
are retained to form the basis 
so the eigenvector regression 
reduces to the ordinary least 
squares solution. In the case of 
ATOVS, a basis dimension of 35 
(out of 4 0  channels) appears to 
be sufficient . 

An MVS algorithm has been 
used at NOAA for the TOVS/RTOVS 
operational retrieval system 
since 1988 (Fleming et. al., 
1986; Goldberg et. al., 1986). 
The MVS algorithm is derived 
from the physical model of the 
radiative transfer equation 
(RTE) . The MVS solution uses 
apriori constraints in the form 
of a first guess and a 
covariance matrix of first guess 
errors. With these constraints 
in place, the MVS solutions are 
realistic atmospheric profiles 
which minimize the average 
squared error over an ensemble. 
Atmospheric temperature and 
water vapor mixing ratio are 
simultaneously determined from 

V= V,,+SA T(ASA T+N)-’(RoBs-F?fG) 

where V is the solution vector, 
VFG is the solution’s first 
guess, Ross is the observed 
brightness temperature , l+G is 
the brightness temperature first 
guess vector, S is the solution 

first guess error covariance 
vector, A is the radiative 
transfer matrix, and N is the 
noise covariance matrix. The 
first guess method is a pattern 
recognition library search 
technique. 

The third retrieval algorithm 
takes the maximum likelihood 
approach using a non-linear 
Newtonian iteration. The RTE can 
be written in the following 
compact form; 

AY=KAx 

where delta y is the brightness 
temperature departure from the 
initial (guess or background 
state, delta x is a vector of 
the variables to be retrieved, 
and K is a discrete version of 
the weighting functions. We wish 
to determine the solution delta 
x. If we assume that the forward 
model is a general function of 
the state vector, the 
measurement error is Guassian 
and there is a prior estimate 
with a Gaussian error we may 
consider the maximum likelihood 
approach. With this approach, 
the goal is to select the most 
likely state, meaning the one 
for which P(x(y) is maximum, 
from an ensemble described by a 
probability density function. 
The probability density function 
for the maximum likelihood 
method is given by 

J(x) =(x-x&~s;‘(x-x& +(y-F(X))TS -‘(y-F(x)) 

where, x is the state vector, Xb 
is the initial state, and Sb is 
its expected error covariance. S 
is the expected covariance of 
the combined measurement and 
forward model error, y is a 
vector of brightness temperature 
measurements, and F(x) is a 
vector of brightness 
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temperatures calculated by the 
forward model. The solution or 
maximum likelihood state is 
found by taking the derivative 
with respect to x of the above 
equation and setting it to zero. 
A hybrid nonlinear Newtonian 
iteration scheme, termed the 
Marquardt-Levenberg method is 
used to accomplish this. 

4 .  DATA 

The Version 2 TIGR data set 
was the primary data used in the 
comparison. It consist of 1761 
temperature, water vapor, and 
ozone soundings representing a 

meteorological conditions with 
global coverage. The HIRS, MSU, 
and SSU brightness temperatures 
were simulated using TRANH, the 
NOAA operational fast 
transmittance model used in 
RTOVS processing. AMSU-A and MHS 
brightness temperatures were 
simulated with a fast 
transmittance model from the 
University of Wisconsin. The 
simulations were for clear sky 
conditions and the surface 
emissivity for both infrared and 
microwave was fixed at unity. 
The TIGR profiles were divided 
up into dependent (880) and 
independent (881) sets. 

great diversity of 

5. Comparison 

Figures 1 and 2 show the 
comparison in the temperature 
retrieval accuracy statistics 
for both RTOVS and ATOVS. The 
retrievals were done on the 
independent TIGR set which has a 
sample size of 881. All the 
window channels are excluded 
from the retrieval in the 
present RTOVS operational 
scheme. These include HIRS 
channels 8, 18, 19, and MSU 
channel 1. The ozone band 
channel 9 and the visible band 

channel 20 are also excluded. On 
the current NOAA-14 spacecraft, 
HIRS 1 is too noisy to be 
included which leaves 12 HIRS 
channels, 3 MSU channels, and 3 
SSU channels for the RTOVS 
temperature retrievals. 

For the sake of comparison, 
the same HIRS channel 
configuration was kept for the 
ATOVS retrieval. The MHS 
channels were excluded leaving 
a total of 27 channels for the 
ATOVS retrievals. 
Since RTOVS is without channel 

1 information , whose level of 
peak energy contribution is at 
30 mb, it has only the 
information of SSU channel 1 
(peaks at 15mb) between 10 mb 
and 50 mb. ATOVS has 3 channels 
peaking in that layer (10, 11, 
and 12) and performs much better 
there. ATOVS performs better 
around the tropopause where it 
has channels sensing at 200 mb 
and 300mb and RTOVS has none. 
ATOVS also fares better below 
700 mb where it has more 
channels peaking in that region. 
Both ATOVS and RTOVS give 
artificially good results near 
the surface since the surface 
emissivity has been fixed at 1 
and the TIGR skin temperatures 
are not too different on the 
average from the lowest level 
air temperature. 

The eigenvector regression 
and ML algorithms showed similar 
results. These results along 
with a comparison of water vapor 
retrievals between ATOVS and 
RTOVS will be shown a t  the 
conference. In addition, a 
comparison of an ATOVS pattern 
recognition first guess MVS 
versus an ATOVS eigenvector 
regression first guess MVS will 
be presented. 
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PROCESSING ATOVS: A NEW GENERATION OF SATELLITE SOUNDING DATA 

B R Barwell *, S J English and J R Eyre 
Meteorological Office, Bracknell, U.K. 

1. INTRODUCTION 

With the launch of the NOAA-K satellite sched- 
uled for May 1998, data from a new generation 
of satellite sounders will become available. The 
current TlROS Operational Vertical Sounder 
(TOVS) instruments will be superseded by an 
advanced system known as ATOVS, the main 
feature of which is the replacement of the cur- 
rent 4-channel Microwave Sounder Unit (MSU) 
and the 3-channel Stratospheric Sounder Unit 
(SSU) by two advanced microwave instruments 
with finer horizontal resolution, a 15-channel 
temperature sounder (AMSU-A) and a 5-channel 
humidity sounder (AMSU-B) (Saunders 1993). 

A major use of ATOVS data will be for as- 
similation into operational numerical weather 
prediction (NWP) models. Prior to use in NWP, 
the data require initial checking for the effects of 
clouds, and microwave data also need to be 
checked for effects of scattering by ice particles 
and precipitation. Bias corrections may need to 
be applied and assimilation into an NWP model 
is performed using a one- or three-dimensional 
variational scheme. Further quality control 
checks will be made at various stages of the pro- 
cessing. 

2. CLOUD DETECTION 

A new method for detecting the presence of 
cloud in fields of view of the infra-red sounder 
has been developed. The method detects cloud 
using a cloud cost function, J defined by 

J =  
Yi(y-H(xb))qH’T(Xb)s1 H’(Xb) + El)-’ .(y-H(xb)) 

where 

nels to be used in the cloud test, 
y is a vector of observed radiances for chan- 

* Corresponding author address: Dr. Brian Bar- 
well, NWP Division, Meteorological Office, Lon- 
don Road, Bracknell, Berkshire RG12 2SZ, U.K. 
E-mail: brbarwell @ meto.g0v.uk 

xb is a vector of background profiles of tem- 
perature and humidity from an NWP model, 

H(xb) is radiative transfer model giving back- 
ground radiances for the channels used for y, 

H’(xb) is the observation Jacobian associated 
with H, 

B is the background error covariance matrix 
associated with xb, 

E is the observation error covariance matrix 
associated with y. 
Superscripts T and -1 refer to matrix transpose 
and inverse respectively. 

Fields of view for which J exceeds a pre- 
defined threshold and the observed radiance in 
an 11-micron window channel is more than 2°K 
colder than that computed from the NWP model 
are flagged as cloudy. The specification of J 
benefits from its dependence on x which sup- 
plies the best available NWP model information 
directly to the cloud detection. The cloud flag is 
compared with the NWP-independent method 
described by McMillin and Dean (1982). The two 
methods usually give similar results. 

The channels selected for the vector y include 
the infrared channels most sensitive to cloud. 
Channel 2 of the MSU is also included which 
helps to discriminate between cloud and a low 
surface temperature both of which have similar 
signatures in the infrared channels. 

3. BIAS CORRECTION 

A scheme for correcting ATOVS data for bi- 
ases will be outlined which incorporates features 
learned from experience with TOVS data, in par- 
ticular, the need to identify the origin of biases 
and tailor the scheme to target them directly. As 
well as alterations to the choice of predictors for 
the scheme this may also entail changes to the 
way radiances are computed, particularly with 
regard to considerations such as the extrapola- 
tion of model temperature and water vapour 
profiles to the upper stratosphere and the esti- 
mation of quantities such as surface emissivity 
and total column ozone which are not directly 
available from the NWP model and have to be 
inferred by other techniques. In any case there 
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must be consistency between the bias correction 
scheme and the way the observations are used 
in NWP. 

As an example, the geographical pattern of the 
biases in channels having an appreciable water 
vapour sensitivity throws light on the origin of 
these biases and suggests possible alterations 
to the choice of predictors for the bias correction 
and changes to way the NWP water vapour pro- 
file is extrapolated through the stratosphere. 

The current operational bias correction scheme 
(Eyre 1992) uses observed MSU radiances as 
predictors. Among the characteristics of this 
scheme which are being changed for ATOVS 
data are the use of model data rather than radi- 
ances as predictors and more frequent updating 
of bias coefficients. The former reduces spurious 
biases passed into other channels through the 
use of the MSU-2 channel as a predictor. These 
biases occur over land areas such as Antarctica 
where the MSU-2 observed radiances are much 
lower than in surrounding areas. More frequent 
updating enables the corrections to follow the 
drifts in calibration which are observed in some 
channels. 

4. SUMMARY 

The change from TOVS to ATOVS data pro- 
vides new opportunities for improved soundings 
of temperature and water vapour profiles. This is 
especially true of cloudy areas where the in- 
creased number of microwave channels will pro- 
vide more information than TOVS. 

As with TOVS, comparison of measured radi- 
ances with those derived from an NWP model is 
an essential monitoring activity. If available, 
maps of the difference between observed and 
model radiances from AMSU will be shown and 
comparisons made with cloud images. 
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THE RETRIEVAL OF TEMPERATURE AND WATER VAPOR PROFILES 

FROM ATOVS DATA: 
AN ADAPTATION OF THE QI-SCHEME 

M. Hervbou, N.A. Scott, R. Armante, A. Chkdin 
Laboratoire de MCtborologie Dynamique, Palaiseau, France. 

1. INTRODUCTION 
To study global change, there is a need for 

an accurate long-term observational dataset. To 
serve this purpose, the 31 scheme (Chkdin et all 
1985) has been developed to  get benefit from 
the NOAA long-term TOW dataset, by perform- 
ing the retrieval of temperahre and water vapor 
vertical profiles from TOVS data (NOAA/NASA 
PathFinder Programme). However, in the near fu- 
ture, onboard the NOAA-next platform, the Mi- 
crowave Souding Unit, with its four channels near 
50 G H z ,  will be replaced by an .idvanced MSU, 
grouping the fifteen channels of AMSU-A and 
the five channels of AMSU-B. AMSU-A 60 GHz 
oxygen-band sounding channels shall improve tem- 
perature profile retrieval accuracy, specially above 
100 h P a .  AMSU-€3 water-vapor sounding channels 
shall provide us with the opportunity of a nearly 
all-weather water-vapor profile sounding. 

The adaptation of the current 31 algorithm to 
this new type of soundings is presently described. 
A neural network approach has been derived to in- 
fer the first, guess for the temperaiure inversion of 
ATOVS data as well for the H a 0  retrievals based 
on a coupling of AMSU-B and AMSU-A. The line- 
by-line radiative transfer model STRANSAC has 
been used to  extend the current '.c'OVS TIGR to 
ATOVS data. Algorithms are tr:sted using the 
OSSEATOVS data base created at ECMWF. 
2.31  ADAPTATION TO ATOVS DATA 
2.2 31 main features 

31 -for Improved Initialization Inversron- per- 
forms temperature and water vapor profiles inver- 
sion as well as a cloud parameter determination 
from TOVS data  a t  an intermediate horizontal res- 
olution of 100 * 100 km: a box of 3 * 3 HIRS spots 
is the usual case. An upstream routine maps MSU 
brightness temperatures to  HIRS fov and provides 
us with an HIRS cloud flag before building the 31- 
box dataset. This upstream routine also performs 
an airmass type classification. 

In the core of the scheme, temperature inver- 
sion is performed through a bayesian estimation. 
An initial guess for the temperature inversion 
scheme is extracted from the TIGR dataset: 

some 1800 atmospheric profiles (temperature, 
water vapor and ozone profiles) chosen out of a 
large set of radiosoundings as to  assess for at- 
mospheric variability and the corresponding pre- 
computed TOVS clear-column brightness teniper- 
atures and transmission profiles for different view- 
ing angles ( l o ) ,  surface altitudes (19) and types 
(sea and land). This radiative computations have 
been performed by using the 4A line-by-line model 
(Scott, 1981). Temperature inversion initial guess 
is obtained through a linear pattern recognition 
in a subspace of TOW brightness temperatures. 
In cloudy situations, a preliminary pattern recog- 
nition is done using non-polluted channels in or- 
der to permit a cloud-clearing of most of HIRS 
temperature-sounding channels. 

After a cloud parameter determination 
(Stubenmuch et al,1997) and a cloud-clearing rou- 
tine for HIRS water vapor and surface channels, 
water vapor inversion is currently performed using 
neural networks (Chaboureau et al,1997). 
2.1 Operational ATOVS data 

Belonging to the AMSU-A instrument, there 
will be five window channels: four a t  low fre- 
quencies (23.8, 31.4, 50.3 and 52.8 G H z )  and one 
in high-frequency (near 89 G H z ) ,  instead of the 
only MSUl channel at 50.3 G H z .  Replacing the 
MSU temperature-sounding channels 2, 3 and 4 ,  
respectively sounding at 700, 300 and 90 hPa,  
ten AMSU-A channels will provide us with an at- 
mospheric sounding ranging from 700 to 2 hPa,  
five of them with weighting function peak located 
above 100 hPa. AMSU-B will measure radiation 
at higher frequencies: in two window channels a t  
89 and near 150 Ghr and in three channels about, 
the 183.3 G H z  water-vapor strong absorption line. 
Besides, when MSU field-of-view (fov) intercepts a 
solid angle of 7.5" -110 krn at nadir-, AMSU-A fov 
ranges only 3.3" -50 km- and AMSU-B fov 1.1" 
-15 km-. 

ATOVS data  will be provided to  LMD cali- 
brated and navigated. Pre-processing of ATOVS 
WRPT data  will be performed by EUMETSAT 
software AAPP. Within AAPP, AMSU-B data are 
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mapped to AMSU-A fov and finally AMSU data 
mapped to HIRS fov. Before this mapping be 
made, rain, cloud and surface type flags are de- 
termined. No limb correction is performed. This 
implies an operational redefinition of the upstream 
part of 31 code chaine. Geophysical parameter 
restitution is due to be made at HIRS resolution 
since the microwave instrument horizontal reso- 
lution improves. The 31-box format is no more 
adapted. For now, main attention has been put to 
31-scheme core: airmass-type classification, tem- 
perature and water vapor inversion. 
2.3 Computation of synthetic AMSU data 

An adaptation of 31 to ATOVS data required 
the extension of TIGR to AMSU data. This has 
been done using the line-by-line mdiative transfer 
model STRANSAC (Scott, 1974), (Prigent, 1988). 
Absorption line parameters are extracted from the 
LMD spectroscopic database GEISA (Rosenkranz 
1975 and Liebe 1985 line shape parameters) and 
dry-air and water-vapor continuum derived from 
Liebe’85 modelling. Besides, for preliminary test- 
ing, a test dataset had also to be built. ATOVS 
brightness temperatures and transmission profiles 
have been computed for 861 atmospheric profiles 
belonging to a former version of TIGR dataset (93 
tropical, 388 temperate, 380 polar-type profiles). 
3. 31-scheme adaptation 

3.1. Airmass-type classification 

Airmass-type classification was performed in 
31-TOVS by using observations made in channels 
HIRS 3, MSU 2, 3 and 4. MSU channels have been 
replaced by AMSU-A 5, 6 and 7, the former max- 
imum probability scheme being kept. An alterna- 
tive classification technique has also been explored 
by building a 5 * 5 Kohonen card upon TIGR at- 
mospheric situations set (Kohonen, 1984). More 
predicative channels may thus be used and obser- 
vation noise is better supported. 
3.2. TemDerature inversion 

3 and 4. The ten AMSU-A temperature-sounding 
channels -AMSU-A 5 to 14- makes up the AMSU- 
A-set . Finally, the ATOVS-set , comprising HIRS 
and AMSU-A channels, has been built by replacing 
in the TOVS-set the MSU channels by AMSU-A 5 
to 14. 
Determination of a guess for the temperature profile 

In a first step, the pattern recognition has been 
kept linear. Results have shown a gain in accu- 
racy in the upper atmosphere -up from 100 hPa 
to 10 hPa and above- when AMSU-A sounding 
channels are involved. This was expected given the 
high number -five- of AMSU-A channels sounding 
above 100 hPa.  However, the increased weight of 
the upper atmospheric channels results in a loss of 
accuracy in lower atmosphere when replacing MSU 
channels by AMSU-A ones. 

This led US to a pattern recognition scheme 
that may be more able to handle with some non- 
linearities. A Neural Network (NN) has been used 
to estimate the temperature-profile initial guess 
from the observed brightness temperatures. As NN 
design, a multilayer perceptron has been chosen, 
since this design may be associated to an efficient 
learning scheme known as the error gradient back- 
propagation (Rumelhart, 1986). 

Each example is constituted of a tempera- 
ture profile -the desired output- and the associated 
temperature-sounding brightness temperatures - 
the given input-. We use a NN with one hidden 
layer of 39 neurons. There are 40 outputs corre- 
sponding to the 40 4A levels used to describe the 
temperature profile from 1013 to 0.05 hPa and as 
much inputs as predicting channels. TIGR situa- 
tions have been presented some 3000 times each. 
Results are presented for the three sets of channels 
(from left to right: TOVS, AMSU-A, ATOVS). On 
each graph, NN-inference and linear scheme are 
compared (mean rms error from 1013 to 10 hPa 
for the 861 test situations): 

With the view to measuring the impact of 
the instrument change, three sets of temperature- 
sounding channels have been build: a TOVS-set, 
coupling HIRS and MSU channels, an AMSU- 
set of AMSU-A only channels and an ATOVS-set 
of HIRS and AMSU-A channels. The so-called 
TOVS-set includes the TOVS channels used in 31- 
clear-sky path: HIRS channels 2, 3 for upper at- 
mospheric sounding, HIRS channels 4, 5, 6 aiid 
channels 14 and 15 for tropospheric sounding near 
14 and 4.5 prn respectively and MSU channels 2, 

l I 1 1 l 1 1  I I I I I I I  

For each set of channels, first guess accuracy 
increases upon the whole column, compared with 
the linear pattern recognition approach. ATOVS 
set of channels gives a NN-inferred temperature 
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profile initial guess better than TOVS one upon 
the whole column. Particularly, the rms error is 
kept around 1.5 I< from 700 hPa up to 10 hPa. 
Temperature profile inversion 

The linear scheme provides us directly from 
TIGR with the brightness temperatures and trans- 
mission profiles associated to  the initial guess. NN- 
inference gives us a temperature profile not belong- 
ing to  the set of linear combinations of TIGR pro- 
files. A fast radiative transfer model has thus to be 
used to  complete the guess. 3R - Rapid Radiance 
Recognition- is a fast statistical radiative trans- 
fer model developed at LMD (Flobert, 1986) to 
get benefit from the pre-computed values stored in 
TIGR. A slightly modified version of 3R has been 
used to predict the ATOVS temperature-sounding 
channels brightness temperat,ures and transmission 
profiles from the only knowledge of the tempera- 
ture profile. Validation has been made with re- 
spect to  the line-by-line radiative transfer mod- 
els 4A and STRANSAC on our test dataset of 
861 atmospheric profiles. Biases are not exceed- 
ing 0.1 K (except 0.16 K for channel AMSU-A 5) 
and standard deviations are kept beyond 0.2 K for 
most of the temperature-sounding channels except 
HIRS 5 (0.26 A'), HIRS 6 (0.36 K )  and AMSU- 
A 5 (0.38 K ) .  In the frame of the temperature 
inversion scheme, 3R provides us with radiative pa- 
rameters still allowing to extract some information 
from the observation, particularly in the TOVS 
and AMSU dedicated schemes. The bayesian esti- 
mation step has thus been maintained. 
Q cloud-clearing routine 

For cloudy situations, the observations in mi- 
crowave channels are used as a reference for the 
cloud-clearing of the HIRS channels. Pseudo- 
channels or linear regressions are used to pre- 
dict the clear-column brightness temperatures in 
HIRS channels 4, 5, 15, 6 and 14. Thus, HIRS 4 
and HIRS 14 clear-column brightness tempera- 
tures prediction from AMSU-A channels 7, 8, 9 
and 5, 6 respectively are performed through linear 
regressions. Coefficients have been inferred from 
the TIGR dataset. The rms error are kept beyond 
0.5 1' for H I S  4 and 0.9 K for HIRS 14. The 
increased number of microwave chmnels sounding 
from 700 hPa up to  2 hPa allows more accurate 
predictions than with the only three MSU chan- 
nels. 
3.3. Water vaDor inversion 

An attempt has also been made to retrieve the 
relative humidity profile from AMSU data using 

neural networks. Once again use has been made 
of a multilayer perceptron. Relative humidity pro- 
file on the 20 lower 4A-levels (from sea-level up to 
130 hPa) is the desired output. The inputs include 
the brightness temperatures in AMSU-B water va- 
por channels but also AMSU-A window channels 
1, 2 and 15 and AMSU-A temperature-sounding 
channels 3 to  10 to account for AMSU-B channels 
brightness temperature high dependency on ten:- 
perature profile variations. The architecture is of 
two hidden layers of respectively 30 and 15 neurons 
as in (Cabrem-Mercader and Staelin, 1995), using 
TIGR for training. Results on synthetic test data 
are encouraging since we are close to  a 10 - 15 % 
rms accuracy from sea-level up to  300 hPa. How- 
ever, before application on real data be made, sur- 
face emissivity noise impact on relative humidity 
profile inference shall be modelized. 
4. USE OF OSSEATOVS DATA 
4.1. The database building 

For an OSSE (Observation System Simulation 
Experiment) designed for measuring the impact of 
Doppler Wind Lidar data assimilation on weather 
prediction, the ECMWF has built up a database of 
one month simulated observations for some observ- 
ing systems, including TOVS and ATOVS (Heme' 
Roquet et ~1,1994). For TOVS/ATOVS, an o p  
erational forecasting system (IFS) has been cou- 
pled with a fast radiative transfer model, RTA- 
TOV, through an orbit simulator. Two quadra- 
ture satellites (3pm and 9pm ascending equator- 
crossing time) have been simulated. NESDIS hor- 
izontal scale (some 120 km) and sampling (one 
out of three) have been applied. The aim be- 
ing to simulate NESDIS cloud-cleared and surface- 
emissivity-decontaminated products, surface eniis- 
sivity has been put to  1 in all channels and only 
clear-column brightness temperatures have been 
computed. 
4.2. Direct modelling discrepancies 

Statistics have been made on TIGR for the 
comparison of STRANSAC and RTATOV prod- 
ucts: Concerning AMSU-A channels, biases may 
reach 0.5 I( or more for tropospheric channels 5, 
6, 7 and 8 but noise is kept quite small since it 
does not exceed 0.25 h' and stays beyond 0.2 A' 
for most of the channels and airmass types. Higher 
standard deviations are to be noticed for channels 
HIRS 4, 5, 6 and 15, reaching 0.5 I< for I-IlRS 5. 
4.3. Temperature fields t e s t i t u t ion  

3-hour time colocations between retrieved and 
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analysis fields have been performed on a 1’ * 1’ 
grid basis. Statistics have been computed in a 15 
standard layers discretization for four global cov- 
erages : one day (some 50000 spots). Biases and 
error standard deviations are presented on the fol- 
lowing figures: 

,Kl,K‘ K 
, , O I , , , J  , , I I # I I I  

Distinctions have been macle between re- 
trievals above sea and above land and for three 
airmass types: from left to right, tropical, tem- 
perate summer and winter. Polar type situations 
are not presented here since there were sparse and 
since most of them appeared to be in Antartic very 
elevated regions. When standard deviations stay 
in the range of 1 .5 ,2  K from surface up to  10 hPa 
(near 1 K for tropical situations over sea), biases 
appear in tropospheric regions. Main probleme a p  
pears t o  be above sea where positive biases reaches 
2 Ii‘. 

It might be caused by radiative transfer mod- 
elization distorsions observed between LMD and 
ECMWF models but also by air-surface tempera- 
ture discrepancies, not taken into account in our 
modelization. 
6. CONCLUSIONS 

The use of neural networks appears t o  be an 
efficient way to  deal with the increased amount of 
information provided by ATOVS data. Tempera- 
ture inversion has been performed with a 1.5 K rms 
accuracy from surface up to  10 h.Pa on synthetic 
data. The use of AMSU-B data  may also provide 
us with a clear-sky relative humidity profile of less 
than 15 % rms accuracy from the surface up to 
250 hPa. When applied to independent data, bi- 
ases appear in temperature profile retrievals that 
may be related to  surface emission. For the future, 
more realistic situations have to be considered and 
interfacing with AAPP completed. 

Most of the codes have been run on the com- 
puters of the IDRIS (Institut du DCveloppement 
et des Ressources en Informatique Scientifique 
du CNRS) center. Authors wish to  thank the 
EUMETSAT-ATOVS group chaired by D.Klaes. 
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P 4.32B THE AVHRR DATA ON AMSU-A/B FOOTPRINTS 

Dongsoo Kim 
Cooperative Institute for Research in Environmental Sciences (ClRES) 

University of Colorado/NOAA Forecast Systems Laboratory, Boulder, Colorado, USA 

1. INTRODUCTION 

A new polar orbiting NOAA-K series of satellites will 
carry Advanced Microwave Sounding Unit (AMSU) 
instruments that will enhance the profiling of mois- 
ture variables. The AMSU-A sounder will have 15 
channels with a horizontal field-of-view (FOV) res- 
olution of 48 km at nadir, while AMSU-B will have 
5 channels with a FOV resolution of about 16 km. 
In order to prepare the assimilation of the new data 
stream for the NOAA Forecast Systems Laboratory’s 
(FSL) Mesoscale Analysis and Prediction System 
(MAPS), FSL has developed a fast algorithm to map 
both the AMSU-A and AMSU-B foot-prints for pro- 
cess in real-time. The algorithm is based on a scheme 
developed by Aoki (1985) that he used in an a p  
plication to the High-resolution Infrared Radiation 
Sounder (HIRS) footprint on Advanced Very High 
Resolution Radiometer (AVHRR) image. 

The use of AVHRR images on HIRS footprints was 
basically masking out the cloud contamination of 
HIRS radiance data. It is because AVHRR image 
has enough pixels at every HIRS FOV (250 - 400 
pixels) to account for horizontal variations of cloud. 
Unfortunately, the cloud detection algorithm was 
too slow for real-time applications. FSL’s approach 

circumvents unnecessary steps while saving all AVHRR 
pixel count d u e s  to  a direct access file with refer- 
ences to the indices of thescanning lines and elements 
(Kim et al., 1997). 

2. FOOTPRINTS 

A selection of scanning parameters for the four in- 
struments is shown in Table 1. The instrument pa- 
rameters were provided by the Information Process- 
ing Division (IPD) of NESDIS. Unlike with HIRS, 
AMSU-A and AMSU-B employ contiguous scanning 
which reduces FOV to FOV uncertainties. 

Figure 1 shows HIRS footprints of the NOAA-14. 
The AVHRR image is a subsection of the NOAA- 
14 pass on 24 November 1996 over the midwestern 
US. The full resolution AVHRFt (1.1 km at nadir) 
comprise of 141 x 156 pixels. Figure 2 shows the 
footprints of AMSU-A, whose channels are mostly 
designed for atmospheric temperature profiling. Fig- 
ure 3 shows the footprints of AMSU-B, which is de- 
signed for atmospheric water vapor profiling. The 
scanning parameters of step angle and scan time per 
line show that each AMSU-A footprint comprise 3 
x 3 AMSU-B data. The advantage of this design 
is to be able to collocate nine AMSU-B FOVs at 
each AMSU-A FOV as a module of preprocessing 
(Dibben et al., 1997). 

TABLE 1 

AVHRR2 HIRS2 AMSU-A AMSU-B 

Cross-track scan angle(deg) 
Step angle(deg) 

Number of steps 
Scan time per line(sec) 

Optical FOV(deg) 
Step time(sec) 

Resolution at nadir (km) 

f55.4 f49.5 f48.33 f48.95 
0.0541 1.8 3.0333 1.1 
2048 56 30 90 

0.0745 1.25 3.33 1.1 
0.000025 0.1 0.199 0.019 

1.1 18.2 48.0 16.0 

116 6.4 8 813 

Author address: Dongsoo Kim, NOAA/ERL/FSL, 
325 Broadway, R/E/FSl ,  Boulder, CO, 80303-3328, 
e-mail: dkim Qfsl. noaa.gov 
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Fag. 1. The HIRS footprints on AVHRR image 

N O M - K  AMSU-A 4. REFERENCES 

Fig. 3. The AMSU-B footprints on AVHRR image 

Fig. 2. The AMSU-A footprints on AVHRR image 

3. PLANS 

The collocation of AVHRR, HIRS, AMSU-A, and 
AMSU-B will be added to the Advanced TOVS pro- 
cessing package as soon as it is available (Klaes, 
1997). The fast forward model for ATOVS (Saun- 
ders et al., 1997) will be another component to  ap- 
ply the radiance assimilation for the real-time 40-km 
Mesoscale Analysis and Prediction System (MAPS), 
along with its identical system operating at NCEP 
as a Rapid Update Cycle (RUC2; Benjamin et al., 
1998). 
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THE EFFECTS OF CLOUD AND PRECIPITATION ON AMSU BRIGHTNESS TEMPERATURES: 
SIMULATING THE DATA AND TESTING THE DATA PROCESSING SCHEME. 

Andrew Smith*, Stephen English, Richard Renshaw 
UK Meteorological Off ice, Bracknell, UK 

Successful use of data from the AMSU instru- 
ment in temperature and humidity sounding re- 
quires the use of a fast and accurate radiative 
transfer model. Those widely used for this kind 
of application (e.9. RTTOV) are unable to model 
the microwave radiative transfer in deep, mixed 
phase and precipitating clouds. Hence we need 
a number of preprocessing steps to perform 
quality control on observations affected by scat- 
tering through large ice particles and rain drop- 
lets. Simulated AMSU datasets have been gen- 
erated using the Kummerow-Eddington radiative 
transfer model and profiles of temperature, hu- 
midity, cloud and precipitation from the UK Met. 
Office Unified Model at mesoscale resolution. 
Cases exhibiting a variety of synoptic conditions 
were chosen to produce brightness temperature 
maps containing both clear and cloud-aff ected 
information, but with particular emphasis on 
those showing thick cloud over sea areas, to 
demonstrate the detection of cloud and precipi- 
tation by the preprocessor. The package of tests 

in the preprocessor has been adapted from a 
number of ideas previously tested in the litera- 
ture, and includes a scattering index threshold 
test, probability tests for deep cloud and precipi- 
tation, a spatial homogeneity test for the AMSU- 
B 89 GHz channel, and surface type retrieval 
using a minimum variance technique. The re- 
sults of these tests are used to classify each ob- 
servation for mapping and assimilation as 'clear', 
'cloudy' or 'unusable' in the troposphere, and de- 
termines which ATOVS channels are to be used 
in the subsequent retrievaVassimilation step. An 
additional potential use of AMSU-B data is in the 
production of local imagery for precipitating sys- 
tems over sea areas, for which some examples 
have been produced using the simulated data. 

* Corresponding author address: Andrew J. 
Smith, NWP Division, UK Meteorological Off ice, 
London Road, Bracknell, Berkshire, UK 
e-mail: ajsmith @meto.g0V.uk 
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P.4.348 IMPROVED FORECASTING OF STORMS USING SATELLITE BORNE IR 
INTERFEROMETRY 

Dr. D. Pick, United Kingdom Meteorological Office, 
Remote Sensing Branch, Building M O ,  DRA, Farnborough, 

Hants, GU14 6TD, UK 

Mr. H. Mooney, Matra Marconi Space (UK) Ltd, 
P.O. Box 10, (FPC 333), 

Filton, Bristol, BS12 7Y8, UK 

ABSTRACT 

The forecasting of the onset and life 
cycle of storms remains a challenge to 
meteorologists, such storms being of 
particular concem in tropical regions where 
their impact can be severe. More accurate 
forecasting of such events requires the 
bringing together of mesocale and cloud 
scale forecast models with remote sensing 
systems. While ground based weather 
radars are able to detect and track such 
storms once they have developed, they are 
limited both in effective area to a 200 
kilometre radius and in their ability to detect 
the clear air convective instabilities and their 
dynamics which lead to storm formation. 

Sounding systems using infra red 
interferometry with about 1 centimetre optical 
path difference should be able to resolve the 
above instability features and research 
campaigns to explore their potential to do 
this are planned and map the surrounding 
temperature and humidity fields. 

These campaigns will bring together 

timed sequences of airborne interferometer 
IR measurements with doppler radar 
observations. Initially these measurements 
will be conducted over the Bristol channel in 
South West England with later trials 
addressing the problems of making 
observations over land. A potentially 
suitable forecast model has already been 
developed in partnership with the UK 
Environment Agency. 

Satellite borne IR interferometers would 
be able to provide wide area, if not near 
global, monitoring capability. Key to 
effective operation of satellite approaches to 
this problem will depend on the achievement 
of sufficient temporal resolution to allow for 
timely warning of potential storm conditions 
over areas most likely to be affected. The 
paper will review the prospects for effective 
monitoring of incipient convective storm 
conditions and the measurement and 
instrumentation requirements for satellite 
based observation from both geostationary 
and low earth orbit. Suitable concepts for 
satellite based systems will be discussed. 

~ 
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A COMPARISON OF THE MODIS AND MlSR CLOUD MASKS AS APPLIED TO GLOBAL AVHRR LAC DATA 

Larry Di Girolamo' 
Institute of Atmospheric Physics, University of Arizona, Tucson, AZ, USA 

Steve Ackerman 
CIMSS, University of Wisconsin-Madison, Madison, WI, USA 

Eugene Clothiaux 
Department of Meteorology, Pennsylvania State University, University Park, PA, USA 

1 .  INTRODUCTION 

Both the Multi-angle Imaging SpectroRadiometer 
(MISR) and the Moderate resolution Imaging 
Spectroradiometer (MODIS) will be on board the EOS- 
AM1 platform, scheduled for launch in the summer of 
1998. These instruments will provide valuable 
information about the Earth's surface, atmospheric 
aerosols, and cloud properties. One of the first steps 
performed in retrieving these properties is cloud 
detection. The cloud detection approaches for MlSR 
(Diner et a/. 1997a,b) and MODIS (Ackerman et a/. 1996) 
are very different. MODIS uses an unprecedented suit 
of spectral signature techniques, while MlSR uses a 
combination of angular signature and limited spectral 
signature techniques. Also, MODIS thresholds are built 
with reference to clear sky maps, while MlSR thresholds 
are built using an automated threshold selection 
technique applied to the observations. This paper gives 
a brief review of the MlSR and MODIS cloud detection 
algorithms and compares them using a 2-day global 
AVHRR LAC dataset. Although a very limited portion of 
each algorithm is applicable to AVHRR data, it is still 
beneficial to compare the two algorithms in order to 
determine the strengths and weaknesses of each 
algorithm, to correct for weaknesses in the pre-launch 
era, and to initiate procedures for post-launch 
intercom parison. 

2. ALGORITHM SUMMARY 

The MODIS instrument carries 36 narrow spectral 
bands ranging from 0.47 - 14.24 vm, with a sub-satellite 
ground track resolution of 0.25 - 1 km. The MODIS cloud 
detection algorithm will use 14 spectral channels, from 
visible to infrared, in a manner that builds upon past and 
current operational cloud detection algorithms. The 
thresholds for these tests will be built in a manner similar 

*Corresponding author address: Larry Di Girolamo, 
Institute of Atmospheric Physics, P.O. Box 210081, 
University of Arizona, Tucson, AZ 85721 -0081 : email 
4arryQ papagayo.atmo.arizona.edu> 

to the ISCCP algorithm (Rossow and Garder 1993), 
where the extrema that represents clear sky for the 
observable used in the test is used to update a clear 
sky map. The threshold is then set by some increment 
(determined from experience) relative to the clear sky 
map. Segmentation errors resulting from improper 
thresholds are mitigated by using a variety of tests (14 
in total) to determine the final segmentation. For this 
study, only the following tests were applicable for use 
with AVHRR data: R,, RJR,, T,, T,-T,, T,-T,, and SC,. R, 
and R2 are the reflectances of AVHRR channels 1 and 2, 
T,, T,, and T, are the brightness temperatures for 
AVHRR channels 3, 4 and 5, and SC, is the spatial 
coherence test (Coakley and Bretherton 1982) applied 
to channel 4. Since only a subset of the MODIS tests 
can be used with AVHRR data, it is expected that the 
performance of the MODIS algorithm will be improved 
when using MODIS data. 

The MlSR instrument carries 9 separate cameras 
with viewing zenith angles at the surface of O", f26.1", 
f45.6", MO.O", f70.5". Each camera is designed to give 
a cross-track resolution of about 275 m and to provide 
images in a push-broom fashion in 4 narrow spectral 
bands (446, 558, 672, 866 nm). MlSR will employ 3 
approaches for cloud detection: a stereoscopic 
approach, a band-differenced angular signature 
approach (Di Girolamo and Davies 1994), and a camera- 
by-camera spectral and textural approach. Only the 
camera-by-camera approach can be tested with AVHRR 
data. For this approach, the lack of spectral bands 
beyond 1 p makes cloud detection for MlSR a 
challenging problem. Given that only a few simple 
thresholding tests can be derived, the sensitivity of the 
cloud mask to threshold error can be important. 
Therefore, MlSR has adopted an automated threshold 
selection technique (ATST) to ensure that the best 
thresholds possible are derived. The observables used 
in the camera-by-camera approach are the R2 and o, for 
water surfaces, and D and DSVlfor land surfaces. R2 is 
the 0.86 Fm reflectance and a, is the standard deviation 
of 0.67 p reflectance. A description of D, DSVI, and 
the ATST can be found in Di Girolamo (1998, this issue). 
This approach is not applied to snowlice covered 
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surfaces. Since the stereo and the band-differenced 
angular signature tests can't be applied to AVHRR data, 
it is anticipated that the MlSR algorithm will be improved 
when using MlSR data. 

3, EVALUATION AND RESULTS 

The data used in this experiment comes from the 
Advanced Very High Resolution Radiometer (AVHRR) 
flown aboard the NOAA-11 spacecraft. We used AVHRR 
data taken in the local area coverage (LAC) mode, which 
has a sub-satellite ground track resolution of 1.1 km. 
The data was collected on June 6,1992, and January 4, 
1993. The MODIS and MlSR algorithms were applied to 
all daytime data collected on this day over the northern 
hemisphere. 

The output for each pixel is compared to determine 
if they agree or disagree. The results are summarized in 
Figure 1. 28% and 21% of all pixels disagreed for the 
January and June data, respectively. 

Figure 1. The percentage of agreement summarized 
over 10" x 10" grids. The top and bottom panels are for 
the January and June data respectively. Black 
represents perfect agreement between MODIS and 
MISR. White represents regions of no data. 

MlSR tends to overestimate the amount of clouds over 
ocean, especially in hazy conditions. 

MlSR has difficulties in detecting thin cirrus clouds 
over variable terrain. 

MODIS has difficulties over regions of large spatial 
variability in surface temperature (e.g., mountainous 
regions). 

MODIS tends to label cloud-to-cloud shadows as clear 
when the shadows are pronounced. 

Both MlSR and MODIS commonly label clear sky 
coastlines as cloudy. 

Both MlSR and MODIS should be improved over 
desert areas. 

4. CONCLUSION 

This study presents the first global test of the 
MODIS and MlSR cloud detection algorithms. Although 
the agreement between the two algorithms would be 
considered fair, the authors were quite pleased with the 
algorithms performance at this early stage of testing. I t  
should also be noted that only a very limited portion of 
each algorithm is applicable to AVHRR data. However, i t  
was still beneficial to compare the two algorithms in 
order to determine their strengths and weaknesses. 
Corrections can now be made to the algorithms in order 
to prepare them for launch. Plans for the future include 
the analysis of a 4-day global (northern and southern 
hemispheres) AVHRR LAC dataset. 
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P4.39A THE EUMETSAT POLAR SYSTEM (EPS) 

M. Langevin*, D. Klaes, B. Marcorelles, J. Perez 
EUMETSAT, Darmstadt, Germany 

1. INTRODUCTION 

For more than 30 years, meteorological and 
climatological data from polar orbit have been made 
freely available to the rest of the world by the US. 
These data have been available on a fully operational 
basis for more than a decade. The US National 
Oceanic and Atmospheric Administration (NOAA) had 
indicated that it would not be able to maintain the 
necessary two satellite system on an indefinite basis 
and would discontinue primary operations for the 
"morning" polar orbit following the flight of NOAA-M, to 
be launched in 1999. Consequently, NOAA and 
EUMETSAT have, for some time, been discussing 
future polar cooperation with increased European 
responsibility for the "morning" orbit to ensure continuity 
of the polar orbiting operational satellite system. The 
basic assumption is that EUMETSAT will take over the 
provision and operation of the "morning" mission, with a 
series of consecutive METOP satellites, while NOAA 
will continue to provide and operate the "afternoon" 
mission. 

In 1992 EUMETSAT's Council confirmed its intention to 
establish a polar satellite system meeting the objectives 
of the operational "morning" meteorological mission and 
complementary climatological mission by calling for the 
implementation of an EPS Preparatory Programme. 

In addition to the aforementioned cooperation between 
EUMETSAT and NOAA, this Programme is based on 
cooperation between EUMETSAT and ESA for the 
development of the satellite system as a joint 
undertaking which will form part of the Joint Space 
Segment. Cooperation between EUMETSAT and the 
Centre National d'Etudes Spatiales (CNES) for the 
provision of an advanced infra-red sounder (IASI) and 
the continuation of the DCS-ARGOS mission is also 
foreseen. 

The benefit of observations from polar orbit for general 
short-term forecasting and marine and agricultural 
meteorology is becoming more and more apparent. 
Furthermore, they complement geostationary 
observations, and are proved to be beneficial in various 
industrial sectors such as civil aviation, maritime and 
terrestrial transport, agriculture, civil engineering, 
energy, leisure, fisheries and insurance. Observations 
from polar orbit also help to meet the growing worldwide 
need for climate monitoring. Such systems enable a 
greater understanding of the Earth and, consequently, 
facilitate improvement of conditions for human life within 
its natural environment. 

2. I 

EUMETSAT's plans include cooperation with the US, 
initially through an Initial Joint Polar System (IJPS) for 
METOP-1 and METOP-2 and, later, in the time-frame of 
METOP-3, in a Joint Polar System (JPS). This 
cooperation should be achieved through the 
development of the concept of a joint polar system 
meeting the system configuration principles 
recommended by the IPOMS-WG with respect to the 
continuity of the observations, the commonality of the 
primary missions, sensors (sounders and imagers), the 
compatibility of the space and ground element, and the 
capacity of accommodating compatible future 
enhancements. 

Initial Joint Polar Svstem 

The first Phase of this cooperation, the IJPS, covers 
four satellites; two in the "morning" orbit (METOP-I to be 
succeeded by METOP-2, the first missions of EPS) and 
two in the "afternoon" orbit (NOAA-N to be succeeded 
by N', the last mission of POES). The cooperation 
addresses exchange of sensors, data and services and 
also includes the respective Ground Segments. 

2.2 Joint Polar Svste m (JPS) 

2. BACKGROUND 

The primary benefit from polar orbiting missions such 
as those performed by EPS is the provision of full global 
observations on a regular basis. Each satellite provides 
observations twice per 24 hour period. As Weather and 
Climate are "Global" rather than isolated regional 
phenomena, observations from polar orbit are an 
essential complement to regional observations from 
geostationary orbit for weather forecasting. They 
provide, inter alia, regular observations of global, 
three-dimensional fields of temperature and humidity 
and ocean surface winds which are needed for 
operational, numerical weather prediction models 
(NWP). 

'Corresponding author address: Michel Langevin, 
EUMETSAT, Am Kavalleriesand 31, D-64295 In order to manage the implementation of the future US 
Darmstadt, Germany; e-mail: langevin@eumetsat.de converged polar orbiting satellite operational system the 

three spacecraft in the time frame of around 2010. 

Assuming EPS meets US mission requirements and 
that NPOESS meets EUMETSAT mission 
requirements, it is proposed that enhanced cooperation 
would take place within the JPS as a logical 
progression from the IJPS. The JPS would involve, as 
previously mentioned, a constellation of three satellites, 
including a mid morning mission (09h00/09h30) from 
EPS, with emphasis on soundinglimagery and which 
starts with METOP-3, together with an early morning 
mission (05h30) with emphasis on imagery and an 
afternoon mission (13h30) with emphasis on 
soundinghmagery both from NPOESS. 

This enhanced cooperation would provide Europe and 
the US with the possibility of greater payload 
optimisation and wider availability of scientific data from 
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US created an Integrated Program Office (IPO) in 
October 1994 comprising staff from NOAA, NASA and 
DoD. NOAA has lead Agency responsibilities, including 
satellite operations and interface with National and 
International entities, in particular with respect to the 
IJPS implementation. 

2.3 European Polar Plans 

EUMETSAT's Convention states that the "primary 
objective of EUMETSAT is to establish, maintain and 
exploit European systems of operational meteorological 
satellites, taking into account as far as possible the 
recommendations of the World Meteorological 
Organisation". The Amending Protocol to the 
Convention, which was attached to Resolution 
EUM/C/Res.XXXVI and unanimously approved at the 
15th EUMETSAT Council meeting, states that a "further 
objective of EUMETSAT is to contribute to the 
operational monitoring of the climate and the detection 
of global climate changes". These two objectives form 
the basis of EUMETSAT's strategy and have been 
taken into account in defining the EPS mission. 

In line with ESA's mandate to foster scientific research 
from space and develop the relevant applications, ESA 
presented an Earth Observation Strategy to its 
Ministerial Conference in Munich in November 1991. 
This strategy foresaw that requirements for both 
environmental studies and operational meteorology 
would be met by a POEM4 mission which represented 
an economic approach for initiating extended 
environmental monitoring and providing an early start of 
operational meteorological observations. Following a 
number of optimisation analyses, and as a result of the 
relaxation in the schedule for the meteorological 
mission, the Agency's scenario was reoriented to start 
with two autonomous lines of satellites, the first being 
an environmental (ENVISAT) series which would be 
oriented more to research objectives and the flight of 
essential pre-operational instruments, and the second a 
meteorological (METOP) series, oriented to routine 
meteorological observations and climate monitoring. 

At its June 1994 meeting, EUMETSAT's Council formed 
a Task Force to address the composition of the 
EPS/METOP Payload. The Task Force held an EPS 
Payload Definition Workshop in Zurich in August 1994. 
On the basis of the status prevailing in the rnid-90s in 
respect of data usage and climatological instrument 
capabilities, the following list of requirements was 
identified: 

- Continuation of the current operational mission 

- 
- 
- 

SoundingAmagery and Data Collection), 
Improvement of the IR sounding, 
Observations of sea surface wind, 
Further observations for climate monitoring (pwave 
imagery, ozone, earth radiation budget). 

This list of requirements was not modified during a 
subsequent meeting of the Task Force in Venice in 
February 1995. At its 27th meeting, EUMETSAT's 
Council welcomed the first Programme Proposal by the 
Secretariat based on the "Venice Scenario". An attempt 
to merge the EUMETSAT and ESA Programme 
Proposals was made for the 28th EUMETSAT Council 

meeting and for the 3rd ESA METOP Potential 
Participants meeting in June/July 1995. This proposal, 
which was consistent with the Venice Scenario, was 
generally welcomed but in some areas gave rise to 
divergent views by delegates. 

In 1995 and 1996 EUMETSAT and ESA have continued 
to work together to explore solutions which satisfy the 
objectives of the EUMETSAT and the ESA Resolutions 
to the greatest extent possible. A payload composition 
acceptable by all parties was finalised by end of 1996. 
An ESA Resolution on METOP endorsed the view that 
METOP is an Earth Watch type mission and, as such, 
should be developed by ESA in cooperation with 
EUMETSAT on the basis of mission/system 
requirements established by EUMETSAT as the user 
organisation. The Resolution further called for an 
optimisation of the procurement of the Space Segment 
through the implementation of a single procurement 
scheme. The results of this effort were incorporated in 
the joint EPS/METOP-1 Programme Proposal reflecting 
this new framework. 

3 EPSIMETOP PROGRAMME CONTENTS 

The EPS/METOP Programme concerns a Joint Space 
Segment, the Launch Services, the associated Ground 
Segment and the Operations. The EPS/METOP Joint 
Space Segment is envisaged as a series of 3 
consecutive, dedicated satellites, called METOP, for 
operational meteorological and climatological 
observations from polar orbit. The METOP-1 and 
METOP-2 satellites will accommodate a payload 
consisting of sensors identical to those flying on the 
NOAA-N and N' satellites (AVHRR, AMSU-A, 
HIRS,MHS), as well as IASI, a GNSS sounder, ASCAT 
and GOME. It is assumed that METOP-3 will 
accommodate a payload similar to that of METOP-1 
and -2, including sounding and imaging instruments 
being either the next generation US instruments or 
European developed instruments. 

3.1 EPSIMETOP Mission Obiectives Summary 

The EPS/METOP mission will present several 
enhancements with respect to the NOAA-K,L,M,N,N' 
missions, such as the introduction of advanced 
sounding capabilities, surface wind measurement 
capabilities, advanced global ozone monitoring, digital 
low resolution direct broadcast service (LRPT) and the 
capability to obtain full resolution data from the 
complete orbit. 

Consistent with NOAAs plan to extend its coverage of 
the "morning" polar orbit until the beginning of the next 
century and the geographical importance of the 
"morning" orbit service for Europe, the nominal launch 
date for the first METOP platform is foreseen in 2003. 

The role of polar-orbiting satellite systems, such as EPS 
and its METOP satellites, in operational meteorology 
and climate monitoring can be summarised as 
supporting the following main missions: 
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3.1.1 Operational meteoroloav and climate 
monitorina: 

Global Sounding (incl. Provides vertical profiles of 
Advanced Sounding): temperature and humidity to 

support numerical forecasting 
models. 
provides cloud imagery for Global Imagery 
forecasting applications. 

Used for the calculation of sea 
surface temperatures, vegetation 
indices, ice and snow cover, 
atmospheric aerosol content and 
radiation budget parameters. 
Also supports the global 
sounding mission through the 
identification of cloud free areas. 

amongst other ~~~~~~~; World Weather Watch 
objectives by the in-situ 
meteorological observations from 
ocean buoys and other similar 
data collection 
provides speed and direction of 
winds at the ocean surface 

Data Collection/Location: 

Wind Scatterometry: 

Climate provides inter alia information 
from Imagery and Sounding, Sea 
Ice coverage information, Ozone 
Observations. 

3.1.2 Further mission capabilities 

Provide Data on cloud distribution, Atmospheric Minor 
Constituents. 
These missions contribute to the Global Climate 
Observing System (GCOS), the World Climate 
Research Programme (WCRP) and the International 
Geosphere/Biosphere Programme (IGBP). 

3.1.3 Services 

Global Data Access Supports global scale 
forecasting by providing 
global data to the 
meteorological and marine 
services within 2 114 hours of 
the instant of observation 

Local Data Access Supports forecasting of data 
to local reception stations (via 
the LRPT and HRPT 
services) 

Supports routine of the low 
earth orbit charges particle 
environment by a Space 
Environment Monitoring 
instrument (SEM) 

Space Environment 
Monitoring: 

Humanitarian: Supports an international 
Search & Rescue programme 

3.2 Overall Svstem Concept 

EPSlMETOP will consist of the following major 
elements: 
- The Space Segment; 
- The EPS Ground Segment; 
- The Launch Services; 
- The Operations. 

EPS/METOP, although a stand alone development, will 
be complementary to: - - The NOAA POES system (to form the IJPS); 

The EUMETSAT Meteosat Transition Programme 
(MTP) and Meteosat Second Generation (MSG) 
systems. 

There will be two-way links to the NOAA POES system, 
allowing EUMETSAT and NOAA to provide support to 
each other for "blind orbits", Le. those which cannot be 
covered by their respective high-latitude ground 
stations. 

Additionally, METOP spacecraft will continue supporting 
local data users, who will receive continuously 
broadcast data via the LRPT and HRPT links. 

3.3 Soace Seament 

The proposed EPS Programme is based on a series of 
three METOP spacecraft. The satellite will embark 
instruments procured as part of the EPSIMETOP 
Programme, as well as instruments supplied by third- 
parties. The instruments concerned are: - High resolution Infra-Red Radiation Sounder 

(HIRS) 
- Infra-red Atmospheric Sounding Interferometer 

(IASI) - Advanced Microwave Sounding Unit-A (AMSU-A) 
replaced by a Microwave Temperature Sounder 
(NPOESS or MTS) if available for METOP-3 

- Microwave Humidity Sounder (MHS) - Advanced Very High Resolution Radiometer 
(AVHRR) replaced by a Visible and Infra-Red 
Imager (NPOESS or VIRI) if available for METOP-3 

Global Ozone Monitoring Experiment (GOME-2) 
GNSS Receiver for Atmospheric Sounding (GRAS) 

- Data Collection System-Argos (DCS-Argos) - - 
- Advanced Wind Scatterometer (ASCAT) 
- Space Environment Monitor (SEM) 
- Search and Rescue service (S&R). 

3.4 Ground Seament 

The Ground Segment concept ensure: - 
- 

EUMETSAT responsibility for the command and 
control of the satellites; 
A cost effective core facility, in particular making 
maximum use of the existing EUMETSAT 
investment through an integrated operational 
concept including MSG; In particular, the EPS 
Ground Segment will have a functional interface 
with the EUMETSAT Archiving and retrieval facility; 
A Satellite Application Facility element consisting of 
centres of expertise for prdduct generation within 
EUMETSAT Member States. 

- 

The EPS Ground Segment concept is based on a 
network of functional facilities whose definition takes 
into account identified functional, communication and 
location constraints and which will include facilities for 
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the operations, command and control of the system, 
data acquisition, data distribution, operational data 
processing and data archiving. 

3.5 ODerations 

Operational activities cover the operation of the satellite 
mission and the operation of the ground segment. 
Funding for approximately 14 years is foreseen within 
the Programme. The objective of these Operations is 
the provision of data of significant value and quality to 
meteorologists and other scientists, particularly those 
studying the global climate. 

4. COOPERATION BETWEEN ESA AND 
EUMETSAT 

The ESA METOP Programme is a key enabling 
element of the EUMETSAT Polar System Programme 
and, consequently, full cooperation between the two 
Organisations is required. This cooperation is assured 
through the implementation of a Cooperation 
Agreement forming the basis of the interface between 
the ESA and EUMETSAT Programmes. 

Under the terms of the Agreement EUMETSAT is 
responsible for the implementation of the overall 
EPS/METOP Programme, including the provision of 
launch services, the definition and procurement of the 
Ground Segment and the Operations, and the definition 
of the Mission/System requirements. ESA and 
EUMETSAT will together be responsible for the satellite 
developmenffprocurement contract, thus ensuring that 
the resources of both Organisations are utilised in an 
optimised fashion for a Joint Space Segment through 
the adoption of a single procurement approach, 
encompassing all three satellites.The industrial 
activities addressing the METOP and GOME contracts 
are managed by a joint ESNEUMETSAT project team 
led by a Project Manager provided by ESA and assisted 
by a Deputy Project Manager provided by EUMETSAT. 

ESA provides funding for METOP-1 (part); ASCAT 1, 2 
and 3; GOME 1 and GRAS 1 (part). 

EUMETSAT provides funding for METOP-1 
(part);GOME 1 and GRAS 1 (part); METOP-2 and -3; 
MHS (all models); IASI 1 development (part); GOME, 
GRAS, IASI for METOP-2 and -3; the Launch Services; 
the Ground Segment and the Operations. 

5. COOPERATION WITH OTHER ORGANI- 
SATIONS 

The implementation of the EPS/METOP Programme 
requires direct cooperation with the National Oceanic 
Atmospheric Administration (NOAA) of the USA and the 
Centre National dEtudes Spatiales (CNES) of France. 

As mentioned above in section 2, NOAA and 
EUMETSAT cooperate to provide continuity of 
observations from the mid-morning and afternoon polar 
orbits within the framework of the fnitial Joint Polar 
System (IJPS). The Agreement foresees an exchange 
of instrument(s) for flight on two of the other party's 

satellites (NOAA-N and N' and METOP-1 and -2, 
respectively). 

CNES and EUMETSAT cooperate in the development 
of the Infra-red Atmospheric Sounding Interferometer 
(IASI) for flight on METOP-1. 

CNES and EUMETSAT cooperate in the establishment 
and the operation of the Data Collection System (Argos) 
mission, currently under the NOANCNES responsibility. 

6. THE EUMETSAT POLAR SYSTEM PRO- 
GRAMME STATUS 

During the last June 1996 Council, the technical and 
programmatic contents of the joint ESNEUMETSAT 
programme proposal was agreed by the EUMETSAT 
council with the exception for the choice of the Ozone 
Monitoring Instrument which was postponed to the 
follow-on Council meeting to allow a complementary 
investigation. During this meeting, Council approved 
also the text of the Cooperation Agreement with NOAA. 

At the December 1996 Council, the definition of the 
EPS programme was consolidated further with the 
selection of GOME on METOP-1 and 2, and the 
consideration of ImS (Imaging Spectrometer) on 
METOP-3, as ozone monitoring instrument. During this 
meeting, Council approved the opening of the EPS 
Programme resolution for voting. Cooperation 
Agreements for the Single Space Segment, with ESA, 
and for IASI, with CNES, were also approved by 
Council. A bridging phase, covering the 1997 activities 
and advanced procurement of long lead items was 
presented for approval. This Bridging phase was 
eventually approved during the March 1997 Council 
meeting. 

Requests for Proposal for the procurement of the Metop 
Satellites and the IASI instruments to Industry were 
release beginning of 1997. The evaluation of the 
METOP offer was performed in the summer time frame 
and the contract proposal was approved at the January 
1998 Council meeting. IASl offer will be evaluated 
beginning of 1998. 

At its 37th Council meeting in Darmstadt on 28 January 
1998 the EUMETSAT Council expressed its unanimous 
support to the programme and authorise the activities 
for the start of the design and construction of three 
Metop polar orbiting weather satellites. The satellites 
will be designed and built by a consortium of European 
space technology companies led by Matra Marconi 
Space (F). On Friday 30 January following ESA 
approval, a joint ESNEUMETSAT Authorisation T O  
Proceed (ATP) was released to the European Industry 
for a total amount of 11 5 MECU (90 from ESA and 25 
from EUMETSAT). 

The full implementation of the EUMETSAT Polar 
System (EPS) will follow once all EUMETSAT Member 
States have completed the necessary procedures. 
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P4.40B THE MISSIONS OF THE EPS/METOP SYSTEM 

K. Dieter Klaes', Michel Langevin and Bruno Marcorelles 
EUMETSAT, Darmstadt, Germany 

Eva Oriol-Pibernat 
ESA HQ, Paris, France 

1. INTRODUCTION 

The EUMETSAT Polar System (EPS) is planned to 
contribute significantly to the improvement of the 
knowledge of the three dimensional state of the 
atmosphere and thus improve in particular the results of 
numerical weather prediction. The satellites of the 
EUMETSAT Polar system -the satellites of the MetOp 
series, which are developed jointly with ESA in the 
Metop-1 Programme - will be launched into a sun 
synchronous, near polar orbit with an equator crossing 
time of 09:30 AM (descending node), Le. the so called 
morning (AM) orbit. The EPS/MetOp System is the 
European contribution to the Initial Joint Polar System 
(IJPS), and later the Joint Polar System (JPS) (see 
Langevin et al., (1998)), which will continue the current 
system of polar orbiting weather satellites, composed of 
a morning (AM) and an afternoon (PM) satellite, and 
currently being operated by the US. The main mission 
objectives that EPS aims to fulfil comprise Operational 
Meteorology and Climate Monitoring and focus on the 
following missions: 

Global Sounding to support numerical weather 
prediction (NWP) 
Global Imagery to support the sounding mission 
Improved sounding capability 
Ocean winds from scatterometer 
Data collection 
Support of climate monitoring. 

To achieve this objectives a meteorological core 
payload as well al supplementary payload of 
complementary pre-operational instruments is planned. 
The missions are in detail discussed in the EPS/MetOp 
Mission Objectives Document (EUMETSAT, ESA 
(1 998)). 

2. MISSION OBJECTIVES 

Polar orbiting meteorological satellites have many 
Operational capabilities. Other capabilities have been 
already implemented at the pre-operational level and 
are mature enough for a transition to operational status, 
while further promising capabilities have yet to be 
widely demonstrated or evaluated. 

*Corresponding author address: Dr. K. Dieter 
Klaes, EUMETSAT, Am Kavalleriesand 31, D- 
64295 Darmstadt, Germany; e-mail: 
klaes@eumetsat.de 

2.1 Missions for ODerational MeteorloQI! 

Operational Meteorology covers a wide spectrum of 
activities related to the analysis and prediction of the 
changing weather conditions in time. Many 
meteorological satellite missions are operational or 
have wide pre-operational experience in Europe. These 
missions will be supported by the EPS System. The 
following table summarises such missions. 

TABLE 1 : The objectives for Operational . 
Meteorology 

Wission 

3lobal Operational 
Sounding 

Slobal Imagery 

Global Ocean Surface 
Wind Vectors 

Data Collection and 
Location 

Function 

Provides measurements 
on the three dimensional 
fields of temperature 
and humidity of the 
atmosphere, to support 
Numerical Weather 
Prediction (NWP) 
models. 

Provides cloud imagery 
for forecasting 
applications, sea surface 
temperatures and global 
radiation budget 
parameters. Supports 
the global sounding 
mission through 
identification of cloud 
free areas. 

Provides wind speed 
and direction over the 
global Ocean surface 
and supports NW P 
systems by provision of 
these data in otherwise 
data sparse regions. 

Collection of 
observations from 
Ocean buoys and similai 
in situ Data Collection 
Platforms (DCP). The 
mission includes 
determination of the 
DCP location. Supports 
the WWW 
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Global data access Delivery of global data to 
the meteorological 
services within 2.25 
hours of the actual 
instant of observation; 

regional forecasting 
activities. Two services 
are required: High 
Resolution Picture 
Transmission (HRPT) 
and Low Resolution 
Picture Transmission 

2.1 Missions for Climate Monitorinq 

Earth Observations have an important contribution to 
make to the understanding of climate, but it is only the 
operational satellites which can provide the necessary 
long term monitoring capabilities and thus contribute to 
the detection of real climate change. Many climate 
requirements coincide with - or overlap with - the 
mission requirements for operational meteorology. 
Climate monitoring mission objectives, which are 
additional to those above listed, are summarised in the 
following table 2: 

TABLE 2: The additional objectives for Climate 
Monitoring 

addition to ship routing 

Monitoring (and NWP) 

the distribution of ozone 
in the upper 
atmosphere. 

3. PAYLOAD 

The mission objectives, with priority given to the 
operational missions, form the basic criteria for the 
selection of the payload. The payload selected for the 
MetOp satellite comprises a core meteorological 
payload and also a supplementary payload of 
complementary pre-operational instruments. The 
following table 3 summarises the instruments embarked 
on the MetOp-1 satellite: 

TABLE 3: MetOp Payload and its relation to the 
mission objectives 

EPS Missions: 

Temperature and moisture sounding for NWP 
High accuracy/vertical resolution 

0 All weather capability 
0 Troposphere/ stratosphere and 

Imagery of clouds and landocean surfaces 
tropospherdstratosphere interaction 

0 Air-sea intercatlons 
Ozone mapping and monitoring 

0 Data collection and location 
0 Direct broadcast 

EPSllnstruments: 

AVHRW3 Advanced Very High Resolution 
Radiometer 

AMSU-A Advanced Microwave Sounding 
Unit - A 

MHS Microwave Humidity Sounder 
(Follow on instrument for AMSU-6) 

HIRS/4 High Resolution Infrared Radiation 
Sounder 

IASI infrared Atmospheric Sounding 
Interferometer, the advanced 
sounding instrument 

GRAS GNSS (Global Navigation Satellite 
System) Receiver for Atmospheric 
Sounding, a GPS and GLONASS 
Occultation receiver 

ASCAT Advanced Scatterometer 

GOME-2 Global Ozone Monitoring 
Experiment 
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Relation EPS Missions - Payload 

0 Global VIS/IR Imagery: AVHRFU3 
0 Atmospheric Sounding (temperature, moisture, 

Odspecles): 
0 IWMW imaging sounders: HIRS-WIASI, 

AMS U/MHS 
0 UVNlS imaging sounder : GOME-2 
0 limb vlewlng radio-occultation sounder: 

GRAS 
2-D wind field at ocean surface: ASCAT 
Data Location and Collection: ARGOS 
Global and Local Data Access: HRPT / LRPT 

0 

0 

0 

0 Search 81 Rescue Terminal 

4. EPS PRODUCTS 

To fulfil the mission objectives a number of products 
have been specified, covering all mission aspects and 
being focused on operational meteorology and climate 
monitoring. Since the EUMETSAT Ground Segment is 
planned to have centralised facilities (EPS Ground 
Segment) and distributed components, the so called 
Satellite Application Facilities (SAF), the development 
and generation of these products will be shared 
between these facilities. 

Products are processed to different processing levels at 
different priorities. The User community has identified 
three priorities attached to the products: 

Priority 1 to the sounding and imaging mission 

Level 2 temperature profiles 
Level 2 humidity profiles 

Priority 2 to all products which have operational usage, 

Priority 3 to all other products. 

Thus the priorities are an indicator of the importance of 
the product to operational applications. Priorities 1 and 
2 indicate mandatory products, whereas priority 3 
indicates desirable products. 

Level 1 b data of the meteorological mission 

It is planned to generate products at three processing 
levels; their definitions are summarised in the following 
table, 

TABLE 4: Processing levels 

CEOS Level 
Definition 

Data in their original 
packets, as received 
from the satellite 
Reconstructed, 
unprocessed 
instrument data at full 
space-time resolution 
with all available 
supplemental 
information to be 
used in subsequent 

EUMETSAT 

Data under the 
form of Virtual 
Channel Data 
Unit (VCDU) 
Reed-Solomon 
decoded and 
with the 
corresponding 

Level 0 
Product 

l a  

l b  

2 

3 

processing (e.g. 
ephemeris, health 
and safety) 
appended. 

Unpacked, 
reformatted level 0 
data at full space-time 
resolution with all 
supplemental 
information to be 
used in subsequent 
processing 
appended. 

Radiometrically 
corrected and 
calibrated data in 
physical units at full 
instrument resolution 
as acquired. 
Retrieved 
environmental 
variables at the same 
resolution and 
location as level 1 
source data. 

Data or retrieved 
environmental 
variables which have 
been spatially and/or 
temporally resampled 
(i.e. derived from 
level 1 or 2 products). 
Such re-sampling 
may include 
averaging and I 

acquisition 
quality flags 
appended. In 
case of IASI, the 
level 0 data are 
pre-calibra ted 
spectra. 
Instrument 
soume packets 
over time 
interval (CCSDS 
packets) 
Product 
generated on 
request for 
verification or 
investigation. 
Instrument 
reformatted level 
0 data with 
auxiliary and 
ancillary data. 
Pixel localization 
and calibration 
coefficients are 
computed. They 
are appended 
along with all 
auxiliary and 
ancillary data 
required to 
compute them 
(e. g. calibration 
target counts, 
orbit 
parameters) 
As defined 

May also include 
geophysical 
products derived 
by combination 
of data from 
various 
instruments on a 
single pass 
basis. 
Includes 
geophysical 
products on 
multi-pass basis. 

The table hereafter reflects the high level palette of 
mandatory (priority 1 and 2) and desirable (priority 3) 
products, established by the EUMETSAT User Working 
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Group. The 16 mandatory and 30 desirable products 
will be declined into further, more processing specific 
products and may be grouped together, e.g. for level 2 
retrieved profiles. In the course of the development it is 
anticipated that at the different processing levels 
products will be generated. 

TABLE 5: EPS Products 

1 I 

5. CONCLUSION 

The EPS Missions have been presented. The fulfilment 
of these mission assures the continuity of the global 
polar meteorological satellite observation system, thus 
assuring the continuity of the World Weather Watch. 
Through improved instrumentation aimed at the 
improvement of numerical weather forcasts, and thus 
operational meteorology. Supplementary instruments 
provide additional mission capabilities for the fulfilment 
of mission objectives in climate monitoring. 

In the years to come the development and 
implementation phase for the EPWMETOP System for 
a begin of operations in the year 2003 will be 
performed. 
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P4.45A THE ATMOSPHERIC PROFILING EARTH WATCH MISSION - A TOOL FOR OPERATIONAL 
METEOROLOGY, CLIMATE AND SPACE WEATHER MONITORING AND PREDICTION 

P. Ingmann’ and P. Silvestrin 
European Space Research and Technology Centre, Noordwijk, The Netherlands 

1. INTRODUCTION 

For the post-2000 time-frame, the European Space 
Agency (ESA) has identified two general classes of 
Earth Observation missions to address user 
requirements (see ESA, 1995), namely: 

Earth Watch Missions - these are pre- 
operational and operational missions. 

Earth Explorer Missions - these are 
research/demonstration missions. 

Originally the Atmospheric Profiling Mission (APM) 
had been studied as a candidate Earth Explorer 
mission (ESA, 1996). More details on the general 
background can be found in Silvestrin and lngmann 
(1 996). Information about the Atmospheric Profiling 
mission in the context of the future European polar 
orbiting satellite Metop can be found in Klaes and 
lngmann (1 997). 

Based on the inherent operational potential, the 
concept of an Atmospheric Profiling Earth Watch 
(APEW) mission is now under study. In this paper we 
will concentrate on this concept. 

2. BACKGROUND 

From the mid-1960s onwards, the radio occultation 
technique has been used with great success by 
planetary missions to measure vertical profiles of 
density and temperature for the atmospheres of 
Venus, Mars and the outer planets. With the advent of 
Global Navigation Satellite Systems (GNSS) (Le. the 
USA’s Global Positioning System, GPS and the 
Russian Global Navigation Satellite System, 
GLONASS) using high performance radio transmitters 
in high orbits, along with receivers on low Earth 
orbiting (LEO) platforms, it is now possible to make 
radio occultation measurements for the Earth’s 
atmosphere with GNSS receivers with an accuracy 
useful for applications in operational meteorology , in 
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climate and in ionospheric monitoring and research. 

The scientific basis of the radio occultation technique 
is as follows. When radio waves pass through the 
atmosphere, they are refracted through an angle 
determined by the refractivity gradients along the 
path. These, in turn, depend on the gradients of 
density (and hence temperature), water vapour and 
electron density, and so a measurement of the 
refracted angle contains information on these 
atmospheric variables. These effects are most 
pronounced when radio waves traverse a long 
atmospheric limb path. Measurements for a series of 
such paths at different tangent heights contain 
information on the vertical profile of refractivity. At 
radio frequencies it is not possible to measure the 
refracted angle directly. However, the refraction 
introduces an additional Doppler shift into the 
retrieved signal, and this (or the related phase shift) 
can be measured very accurately and is directly 
related to the refracted angle. 

The Atmospheric Profiling Earth Watch mission is a 
concept aiming at monitoring the lowest part of the 
neutral atmosphere (troposphere, stratosphere) and 
the ionosphere primarily for operational meteorology, 
climate and space weather monitoring and prediction. 

3. ATMOSPHERIC PROFILING EARTH 
WATCH MISSION OBJECTIVES 

A wide variety of mission objectives can be identified. 
They can be classified into three major application 
areas, namely:- 

* Operational meteorology, 

Climate monitoring and prediction, 

Space weather. 

These three major areas will be discussed below. 
Other applications would be climatology, atmospheric 
process studies, ionospheric and plasmaspheric 
research and geodesy. 

3.1 . Operational Meteorology 

Operational Meteorology covers a wide spectrum of 
activities related to the prediction of how the 
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atmosphere, and in particular the associated weather 
conditions, will change with time. The part of the 
atmosphere considered is from the surface to more 
than 30 kilometers in altitude. The forecasting time 
ranges from very short periods (detailed local 
forecasts over the next few hours, i.e. nowcasting), 
up to 14 day forecasts of the basic global weather 
patterns (i.e. medium range forecasts). 

For operational meteorology, the APEW mission will 
provide vertical profiles of refracted angles, from 
which refractivity and hence temperature profiles of 
the stratosphere and upper troposphere and profiles 
of water vapour in the troposphere can be derived. 
The final geophysical products will be profiles of 
temperature and humidity with the same accuracy 
under all weather conditions for assimilation into 
numerical weather prediction (NWP)systems in near 
real-time to improve the accuracy of weather 
forecasts. The baseline approach for data 
assimilation is that of using refracted angles. 
Observation operators are under development for this 
purpose. Alternative approaches include data 
assimilation of atmospheric Doppler shift profiles, of 
refractivity profiles, or of atmospheric parameters 
(e.g. temperatures). In the first case the feasibility of 
a suitable observation operator in an open issue since 
very fast ray tracing for radio wave propagation in the 
atmosphere is required. However, this approach 
would have the benefit of removing any assumptions 
about the symmetry of the atmosphere in the lowest 
region traversed by the ray path. In the last case 
(direct assimilation of e.g. temperature), the 
implementation in NWP systems is greatly simplified, 
at the expense of the performance of the technique in 
regions where horizontal gradients occur. 

Together with other observations and through data 
assimilation systems used in delayed mode, long 
consistent sets of atmospheric states for research 
and model development will also be established. 

3.2 Climate Monitoring and Prediction 

Climate monitoring will benefit from the mission 
through contributions to the global climatology of 
temperature and its trends in the upper troposphere 
and the lower stratosphere at very high absolute 
accuracy ( e  0.2 K) and high vertical resolution 
(c 1 km). Observations provided by the APEW can 
help constraining General Circulation Models (GCMs) 
and, thus, improve paramerisations and, 
consequently, improve the quality of climate 
predictions. 

A further objective is to monitor water vapour in the 
lower and mid-troposphere and to support the 
research on trends and variability of the hydrological 

cycle. Large benefit will result from the stability of the 
measurement system due to the self-calibration of the 
instrument which assures long and consistent sets of 
atmospheric observations. 

In addition, the research into climate variability and 
change (inter-annual and intra-annual) will be 
supported as well as research into the energetics of 
the climate system. 

3.3 Space Weather 

The capability of the technique to provide information 
on total electron content and on electron density in 
the ionosphere is another aspect. For this monitoring 
function the term “space weather“ has been created. 
“Space weather“ has been defined in the US National 
Space Weather Program (National Science 
Foundation, 1996) as “the conditions of the sun and in 
the solar wind, magnetosphere, ionosphere, and 
thermosphere, that can influence the performance 
and reliability of space-borne and ground based 
technological systems and can endanger human life 
or health”. 

The main objectives for space weather are 

4. 

to observe ionospheric and plasmaspheric total 
electron content (TEC) and electron density in 
support of geospace monitoring, modelling, 
prediction, and processes research, 

to measure TEC variability as a basis for 
profiling, tomography, and imaging of the 
electron density distribution, 

to provide high-resolution bending angle data for 
monitoring the lower ionosphere for deriving 
properties of the ionospheric “E layer”, 

to provide phase and amplitude data for 
investigating ionospheric small-scale 
irregularitiess. 

ATMOSPHERIC PROFILING EARTH 
W A T C H  O B S E R V A T I O N A L  
REQUIREMENTS 

The APEW observational requirements can be split 
into two categories, namely:- 

* Generic observational requirements, which would 
be requirements stemming from WMO. 

Atmospheric profiling related observational 
requirements, which would address a “generic” 
system with GNSS receivers on (ideally) a (very 
large) number of satellites. 
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Horizontal Domain 

Temperature Humidity Bending Angle 

Global Global Global 

I c 0.5 km or equivalent in I time sampling 
0.5 km I 0.5-1 .O km I Vertical Resolution I 

Horizontal Sampling(') 

Vertical Domain 

< 300 km(2) < 300 km(2) c 300 km(2) 

surface to 300 hPa 
(0-50 km) (0-10 km) 

surface to 1 hPa surface to 80 km 

Notes: (1) This would be the mean sampling distance between atmospheric profiles. 
(2) This assumed 20 to 25 satellites carrying GRAS. 
(3) whatever is larger. 

~ ~~ 

Time Resolution 1-6 hrs 

Absolute 0-30km < 1.0K 

Accuracy 30 - 50 km < 2 K  

Timeliness 2-3 hrs 

Horizontal Domain 

- ~ _ _ _ ~  

1-6 hrs 1-6 hr j  

10 'Yo or < 0.2 S/kg(3) 1 prad or 0.4 %(3) 

nla c 1 prad or 0.4 

2-3 hrs 2-3 hrs 

Horizontal Sampling(') 

monitoring, 
I prediction 

meso-scale 

Vertical Domain 

E layer Plasmaspheric 
analysis analysis and 

modeling 

Vertical Resolution 

50 - 300 km 

100 - 800 km 

Time Domain 

Time Resolution 

50 - 600 km 

90 - 130 km 

500 - 5000 km 

1000 - 20000 km 

Accuracy: TEC 
elec.dens. 

Timeliness 

5km 

> 1 yr 

ionospheric 
modeling an 

large-scale 

500 - 5000 km 

> 1 yr 

0.5 km 

> 1 yr 

Global 

0.1(2) - 2 hrj 

0.1 - 5 Yo 
1-10% 

2 - 3 hrs 

600 km 

100 - 1000 km 

0.1(') - 4 hEi 3 - 6 h ~ i  

0.5 - 5 Yo 2-20% 
1 -10% 10.30% 

2 - 3 h ~ i  2 - 3 h ~ i  

10 km 

> 10 yrs 

< 4 hrs 

0.5 - 5 % 
1 -20% 

2 - 3 hrs 

Global Global 
Distribution Distribution 

TABLE 2: Generic Atmospheric Profiling Observational Requirements for Space Weather 

Notes: (1) This would be the mean sampling distance between atmospheric profiles. 
(2) 0.1 hrs is not expected to be continuous. 

However, in the frame of this document we restrict 
ourselves to the atmospheric profiling related 
observational requirements. These requirements are 
considered as a generic envelope, Le. not all 
requirements need to be fulfilled simultaneously. At 
this level it is assumed that a large number of 
instruments on suitable platforms would be available 
to fulfill the requirements. Here as an example the 
generic atmospheric profiling requirements for 

operational meteorology (Table 1) and for Space 
Weather (Table 2) have been tabled. 

5. TECHNICAL IMPLEMENTATION 

The instrument embarked on-board to enable GNSS 
signal measurement will be the GRAS (GNSS 
Receiver for Atmospheric Sounding) instrument and 
an assembly of antennas. GRAS will operate with the 
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instrument. two frequency bands of both the GPS and GLONASS 
systems, i.e. L1 at about 1.6 GHz and L2 at about 
1.2 GHz. 

Prototype GRAS instruments have been developed 
with the objective of a space-qualified instrument 
meeting accommodation requirements of small 
satellites (mass < 5 kg, power < 20 W). 

The GRAS instrument will provide measurements of 
amplitude and phase of the L-band signals 
transmitted by the GNSS satellites. In addition to 
signals undergoing occultation, the instrument shall 
also measure non-occulted signals in order to enable 
a precise reconstitution of position and velocity. This 
is required in order to derive from the total observed 
Doppler shift the contribution of the atmosphere. As a 
minimum, each GRAS instrument will provide 
measurements from at least 16 transmitters. 

The GRAS instrument is capable of measuring both 
set (descending) and rise (ascending) occultations. 
For each GRAS approximately 1000 occultations per 
day can be measured. 

The vertical resolution of the measurements will be 
given by the diameter of the first Fresnel zone which, 
considering measurement geometry and wavelength, 
is approximately 1 km. Because the ray descent 
velocity is about 0.5 km s-1, a sampling rate of 25 to 
50 Hz will suffice. 

In order to provide adequate space and time sampling 
and to meet the requirements summarised in Tables 1 
and 2, a minimum of 20 to 25 satellites each 
embarking a GRAS instrument would be needed. In 
order to process the data adequately, GNSS 
reference data from between 8 and 12 globally 
distributed ground reference stations will be required. 
This is caused by the need to correct for transmitter 
oscillator instabilities which would otherwise degrade 
measurement accuracy. This network needs to be 
extended to more than 20 ground stations, if 
information in support of the precise determination of 
the velocities of transmitters and receivers is not 
available though e.g. orbit predictions and rapid 
products provided by the International GPS Service 
(IGS). The total occultation data set will be globally 
distributed if the orbital planes of the satellites are 
properly chosen (distribution in three orbital planes 
will suffice). 

Each GRAS instrument will be embarked on either a 
(micro-)satellite or piggy-backed on a larger satellite. 
Ground contacts will nominally be used only for 
science data downlink and basic spacecraft 
monitoring. The foreseen data volume is relatively 
small, i.e. approximately 100 MB per day per GRAS 

Rise occultations require some on-board capability to 
predict start time and (approximate) Doppler shift 
associated with the occultation. In addition, since the 
phase cannot be precisely measured until the ray has 
reached some 3 to 5 km altitude, a means to perform 
an alternative Doppler shift estimation is 
implemented. The same applies to the last part of the 
set occultation where strong signal attenuation 
caused by defocussing will occur. The minimum 
height will strongly depend on the humidity content in 
the lower troposphere. In areas with little humidity the 
Earth's surface can be reached. In tropical areas it is 
expected that a height of at least 3 km will be feasible. 

6. CONCLUSIONS 

The Atmospheric Profiling Earth Watch mission will 
contribute high vertical resolution and high accuracy 
temperature and humidity information to operational 
meteorology and climate monitoring. The mission will 
play an important role for space weather providing 
observations with accuracies similar to leading 
ground-based techniques. In addition, it could provide 
insight into parameters important for ionospheric and 
plasmaspheric research. The system (satellite 
constellation) detailed in section 5 could meet the 
requirements for, both, operational meteorology and 
space weather detailed in section 4 (cf. tables 1 
and 2). 

By accumulating observations over several years a 
unique time series of atmospheric observations with 
high stability will be established bearing a high 
potential for atmospheric research. 
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P4.46B 
RETRIEVAL OF COLUMNAR WATER VAPOUR PATH OVER LAND FROM ENVISAT'S MERIS 

R. Bennartz' and J. Fischer 
Freie Universitat Berlin, Berlin, Germany 

1 Introduction 
Water vapour is the most effective greenhouse 
gas in the atmosphere. It influences weather and 
climate and is responsible for clouds 
developement, precipitation, and modulates the 
atmospheric radiative energy transfer 
(Ramanathan et al., 1989). Therefore it 
influences the energy balance of the earth and 
thus also temperature and circulation of the 
earth-atmosphere system (Starr and Melfi, 
1991). 
Water vapour varies strongly in time and space 
leading to the necessity of a global monitoring of 
atmospheric water vapour content from 
satellites. Especially over land surfaces the 
currently available infrared observational 
systems, as e. g. the High Resolution Infrared 
Radiation Sounder (HIRS), suffer from 
inadequate horizontal resolution and 
inaccuracies caused by the highly variable 
surface features. 
The Medium Resolution Imaging Spectrometer 
MERIS, payload of ESA's ENVISAT, (see 
Fischer et al., 1998, this volume and references 
therein) will have two channels for the water 
vapour measurement, located at 890 nm and 
900 nm, both with 10 nm bandwidth. As 
previously demonstrated by Bartsch et ai. (1997), 
this channel setting minimizes the effects of 
surface albedo slope, whereby the channel 
location at the shortwave edge of the 
POT absorption band yields a good sensor 
response. 
In the following sections we will briefly introduce 
a new retrieval algorithm for total water vapour 
above land surfaces. The algorithm is based on 
an inverse modelling approach using multiple 
regressions to infer columnar water vapour 
amount from the MERE radiances. 

2 Radiative transfer simulations for the 
algorithm development 
A number of 432 azimuthally resolved radiance 
spectra were calculated, covering a broad range 
of atmospheric temperature and pressure 
profiles, aerosol optical depths, surface 
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reflectivities and total water vapour content both, 
over land and water surfaces. The vertical 
structure of the atmosphere was described by 20 
homogeneous model layers. Vertical profiles of 
temperature, pressure, and water vapour were 
taken from worldwide radiosoundings, covering a 
range of total water vapour column content from 
0.33 to 5.57 g/cm2. The surface temperature 
varies between -11.5 to 33.2 "C and surface 
pressure from 986.9 to 1024.3 hPa. 
Aerosol types, vertical distribution, and optical 
depth were varied randomly. Aerosol models 
were taken from WCP (1986). For each 
simulation three different aerosol types were 
considered, namely stratospheric, tropospheric 
background, and continental (land surface) 
aerosol. All three atmospheric constituents were 
allowed to vary randomly within the natural range 
of va riab i I ity . 

Table 1: Variations in aerosol parameters (6 
is the optical depth). 

3 The retrieval algorithm 

3.1 Alaorithm description 
The water vapour retrieval algorithms dedicated 
for MERIS are based on the work of Fischer 
(1989) and Bartsch et al. (1997). The general 
algorithm approach is to relate the columnar 
water vapour content to the ratio of MERlS 
channels 14 and 15, located at 890 nm and 900 
nm, respectively. The general form of the 
retrieval algorithms is 

where W is the columnar amount of water 
vapour, L c H ~ ~  and L c H ~ ~  are the radiances 
measured in MERE channels' 14 and 15, and ko, 
kl and k2 are regression constants. This simple 
model is based on the assumption that a 
logarithmical relation between the absorber 
mass and extinction exists. It therefore reflects 
Lamberts law for an idealized non-scattering 
atmosphere, unsaturated absorption and 
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monochromatic radiation. Since none of these 
preconditions are perfectly given, an empirical 
quadratic correction term is introduced in 
Equation (1). It has to be outlined that the model 
described into Equation (1) has been chosen 
because of its simplicity and its physical 
motivation. The relation between W and the 
radiance ratio may be fitted by several other non- 
linear functions with similar results in terms of 
the retrieval error. 
The regression coefficients are derived by 
inverting results of the radiative transfer model 
MOM0 (Fell and Fischer, 1995). The regression 
constants additionally depend on surface 
pressure, since pressure variations cause 
variations in water vapour absorption due to the 
pressure broadening of the absorption lines. 

4 Results 
The theoretical accuracy of the retrieval 
algorithm a: derived from the simulation dataset 
is 1.6 kg/m . Figure 1 shows the relative error of 
the retrieved water vapour path as a function of 
the actual water vapour path of the simulation 
input data for various MERlS observation 
geometries. The relative error strongly increases 
for columnar water paths below 1 g/cm2. This 
accuracy includes different sources of instrument 
and geophysical noise, namely, the instruments 
SNR (SNR>100, see Fischer et al., 1998, this 
volume and references therein), variations in 

- 
K 
u 
L 

E? 
L 
a, 

40: 20 

-40 1 
0 1 2 3 4 5 6  
Totol water vopour content [g/cm2] 

Figure 1: Relative error of the MERE water 
vapour retrieval algorithm with respect to the 
actual water vapour content of the simulation 
data. 

aerosol optical depth, type, and vertical 
distribution, and differences in surface albedo 
between MERlS channel 14 and 15 within a 
range of i l % .  
If the difference between the surface albedo of 
channel 14 and 15 exceeds approximately lo%, 
systematic deviations of the retrieved columnar 
water vapour path may be caused, by falsely 
interpreting the resulting differences in top-of- 
atmosphere radiances as caused by water 
vapour. Based on a set of measurements of 
spectral surface albedo for different targets as 
collected by Bowker et al. (1985) a correction 
algorithm for this error are currently being 
developed. 
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P4.47A 
RETRIEVAL OF ATMOSPHERIC PARAMETERS FROM ENVISAT'S MERE 

I Semi major axis 
Mean orbital altitude 
Eccentricity 
Argument of perigee 
Inclination 
Period 
Local Equator nodal 
crossing time 
Repeat Cycle 

J, Fischer', R. Bennartz, Th. Heinemann, R. Preusker, and L. Schuller 
Freie Universitat Berlin, Berlin, Germany 

7159.5 km 
799.8 km 
0.001 165 
90" 

96.549" 
100.47 min. 

1O:OO hrs. 
35 days 

1. Introduction 
In 1999 the European Space Agency (ESA) will 
launch the Environmental Satellite (ENVISAT). 
This platform will be equipped with several 
instruments to monitor the atmosphere, the 
ocean, and land surfaces. The Medium 
Resolution Imaging Spectrometer (MERIS) will 
provide 15 narrow band channels in the visible 
and near infrared to derive oceanic, land surface, 
and atmospheric properties. 
Within the framework of the ENVISAT ground 
segment FU Berlin is responsible for the 
development of algorithms to generate 
atmospheric products. These products are the 
columnar water vapour path over land, water 
surfaces, and clouds, the cloud optical depth and 
the cloud top pressure. The onboard calibration 
of MERE as well as its comparably high spatial 
resolution of 300 m at nadir offers new 
applications in the retrieval of these atmospheric 
properties. The algorithms developed for the 
interpretation of MERE measurements are 
based on a physically consistent inverse 
modelling approach utilising the radiative transfer 
model MOM0 (matrix-operator model) 
developed within the working group. 
Within the subsequent sections the modelling 
and inversion strategy is briefly discussed and an 
overview of the retrieved parameters is given. A 
more detailed discussion of the individual 
retrieval algorithms is given in separate papers 
within this volume. 

2. M E R E  
ENVISAT is a sun-synchronous, polar orbiting 
satellite with local equator crossing time at 1O:OO 
hrs (Table 1). The MERE onboard ENVISAT is 
an imaging spectrometer consisting of 5 identical 
cameras each receiving a 14" section of the 
instruments field of view. The total field of view is 
68.5", equivalent to a swath width of 11 40 km. 
The instruments spectral specification ranges 
from 400 nm to 1050 nm, the spectral position 

~~ 
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of each of its 15 available channels as well as 
the spectral bandwidth is programmable. The 
specification of MERE listed in Table 2. 

Table 1 : ENVISAT orbit parameteres according 
to ESA (1 996). 

Table 2: MERE instrument specification 
according to ESA (1 996). 
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The concept of programmable channels allows 
for channes in the channel settina within the 

3. Overview of atmospheric products 

3.1, Radiative transfer simulations 
All retrieval algorithms are based on radiative 
transfer simulations carried out with the radiative 
transfer model MOMO. MOMO simulates the 
solar radiative transfer in atmosphere and ocean 
with any given spectral resolution. Multiple 
scattering, gaseous, aerosol, and liquid water 
absorption as well as various surfaces are 
considered (Fischer, 1983; Fell and Fischer, 
1995, Armbruster and Fischer 1996). For the 
development of retrieval algorithms a large 
dataset of top-of-atmosphere radiances for all 
MERE observation geometries has been 
simulated, where all relevant parameters are 
randomly varied within their natural range of 
variability. These parameters are aerosol types, 
vertical distributions, and concentrations, cloud 
geometrical and optical depth as well as cloud 
top height, water vapour amount and vertical 
distribution, surface reflectance and type. 
The simulated dataset is then used for the 
inversion of the parameter under consideration 
applying either classical regression algorithms 
or, if more complex functional dependencies 
have to be approximated, by means of neural 
networks. 
The assessment of the algorithms accuracy and 
validation is being performed in three steps. 
First, the internal consistency of the simulations 
has been evaluated for each simulation product, 
leading to theoretical errors based on the 
simulation input data. Second, a pre-launch 
calibration/validation of the algorithms is 
performed by means of dedicated airborne 
experiments (e. g. Schuller et al., 1997) and also 
utilising data of other space-borne spectrometers 
providing similar channel settings, such as the 
Modular Optical Spectrometer (MOS) onboard 
the Indian Research Satellite (IRS). The third 
validation phase will begin with the launch of 
ENVISAT, where all derived products will 
undergo a detailed error analysis with respect to 
independent measurements. 

ENVlSAi? mission. Table 3 lists ihe channel 
settings as defined in the MERE Scientific 
Advisory Group. Out of the 15 channels 11 will 
be used for ocean color and aerosol remote 
sensing, while four channels are dedicated to 
observations of clouds and water vapour. 
Channels 10 and 11 are located at the edge and 
within the 02-A absorption band around 760 nm, 
channels 14 and 15 in a similar manner at the 
almost absorption free edge and within the water 
vapour absorption of the poz-band centred at 
935 nm. 

Table 3: MERE channel settings. The grey- 
shaded channels are dedicated to cloud 
properties and water vapour retrieval. 

1 412.5 10 Yellow substance 
2 442.5 10 Chlorophyll absorption m a .  
3 490 10 Chlorophyll, other pigments 

The underlying idea of the retrieval of columnar 
water path as well as of cloud top pressure is 
that the ratio between the absorption and the 
absorption-free channel is to first order 
proportional to the gaseous absorption caused 
by the respective absorber. While for water 
vapour the absorption is directly related to the 
absorber amount, cloud top pressure is indirectly 
inferred by measuring the absorption and hence 
the amount of O2 above clouds. Since 0 2  is well 
mixed in the troposphere the pressure at the top 
of the reflecting target (i. e. cloud, surface) can 
be estimated. 

3.2.Total atmowheric water vaDour content 
The retrieval of columnar water vapour path 
bases on the estimate of atmospheric 
transmission in the water vapour absorption 
band at 900 nm. The ratio of MERlS channels 15 
and 14 is a direct measure of this transmission 
and is utilised in regression type algorithms for 
the retrieval. 
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Although the general algorithm structure is 
similar for different types of reflecting surfaces, 
water vapour path will be derived separately for 
water surfaces, land, and above clouds, since 
different physical processes affect the 
measurements for these types of reflectors. 
While for land surfaces with heigh reflectance 
the influence of aerosol scattering is small, this is 
the dominant part of the signal over water 
outside the sun-glitter region. Above clouds, the 
influence of penetration depth is the main source 
of error. The estimated accuracy of the retrieval 
algorithm is about ; .6 kg/m2 over cloud-free land 
surfaces, 2.3 kg/m above clouds, and 2.6 kg/m2 
above water surfaces. For more detailed 
information see Bennartz and Fischer (1998) in 
this volume. 

3.3.Cloud optical depth and cloud albedo 
Cloud optical depth and cloud albedo are derived 
from MERE channel 10 using a polynomial 
regression approach. The accuracy of the 
retrieval algorithm is, for low optical depth, 
influenced by variations in the reflectance of the 
surface. For high optical depth (> 100) the 
sensitivity to changes in optical depth decreases. 
For optical depths below 50, the cloud albedo is 
derived with an accuracy of 2%, and the optical 
depth itself with an accuracy of 5-10, whereas 
this accuracy decreases with the optical depth 
itself (see Schuller et al., 1998, this volume). 

3.4.Cloud top pressure 
Cloud top pressure is retrieved indirectly from 
the absorption of O2 as measured from the 
MERE channels 10 and 11. Since clouds are 
bright targets, the path of the radiance is strongly 
modulated by variations in cloud height. 
However, variations in penetration depth and, if 
the clouds are optically thin, in surface albedo 
also significantly affect the signal. Since these 
physical processes are coupled in a strongly 
non-linear way, neural networks have been 
utilised to retrieve cloud top pressure. The 
accuracy of the retrieval depends on surface 
albedo and sensor noise, for dark surfaces 
(water), the accuracy will be as high as 12 hPa, 
while for highly reflecting surfaces with unknown 
albedo the accuracy will be 30 hPa (see 
Preusker et al., 1998, this volume). 

4. Conclusions 
Columnar water vapour content, cloud top 
pressure, cloud optical thickness and cloud 
albedo will operationally be retrieved from 

MERIS measurements in ESA's ENVISAT 
ground segment. The estimated accuracy of 
these products and the high spatial resolution of 
the MERE measurements will significantly 
increase the current knowledge about cloud 
optical and geometrical properties as well as 
about the spatial variability of water vapour. 

Armbruster, W. and J. Fischer, 1996: 
Improved method of exponential sum fitting of 
transmission to describe the absorption of 
atmospheric gaes. Applied Optics, V. 35, .No. 

Bartsch, B. and J. Fischer, 1997: Passive 
remote sensing of columnar water vapour 
content over land surfaces. MPI-report No.234, 
Hamburg, March 1997. ISBN 0937-1 060. 
Bennartz, R. and J. Fischer, 1998: Retrieval of 
columnar vwater vapour path from ENVISAT's 
MERIS. This volume, paper P4.466. 
ESA, 1996:The Medium Resolution Imaging 
Spectrometer. Report of the MERE Scientific 
Advisory Group, ESA-SP-1184, ESA 
Publications Division, ESTEC, Nordwiijk, The 
Netherlands. 
Fell, F. and J. Fischer, 1995: Validation of the 
FU Berlin radiative transfer model. Final report of 
the EC-Contract MAS2-VT92-0020. Available via 
Institute for Space Sciences, Free University of 
Berlin, Germany. 
Fischer, J., 1983: 'Fernerkundung von 
Schwebstoffen im Ozean', Hamburger 
Geophysika-lische Einzelschriften, Heft 65, 105 
PP- 
Fischer, J. 1988: 'High Resolution Spectroscopy 
for Remote Sensing of Physical Cloud Properties 
and Water Vapour', In: Current Problems in 
Atmospheric Radiation, Ed. Lenoble and Geleyn, 
Deepak Publishing, 151 -1 56. 
Preusker, R., L. Schuller, and J. Fischer, 
1998: Retrieval of cloud top pressure from 
MERIS. This volume, paper P4.506. 
Schuller, L., J. Fischer, W. Armbruster, and B. 
Bartsch, 1997: Calibration of high resolution 
remote sensing measurements in the visible and 
near infrared. Adv. Space. Research, Vol. 19, 

Schuller, L., R. Preusker, and J. Fischer, 
1998: Retrieval of cloud optical thickness and 
cloud albedo from the Medium Resolution 
Imaging Spectrometer (MERIS). This volume, 
paper P4.49A.. 

12,1931-1941. 

NO. 9, 1325-1 334. 

9TH SAT MET/OCEAN 573 



P4.49A 
RETRIEVAL OF CLOUD OPTICAL THICKNESS AND CLOUD ALBEDO FROM THE MEDIUM 

RESOLUTION IMAGING SPECTROMETER (MERIS) 

L. Schuller*, R. Preusker and J, Fischer 
Freie Universitat Berlin, Berlin, Germany 

1. Introduction 
The most important cloud parameter for energy 
budget studies is the cloud albedo. Even small 
changes in the global averaged cloud reflectivity 
affect significantly the earth climate. The cloud 
albedo depends on the cloud optical thickness 
which varies with liquid water content and size 
distribution of the cloud droplets. 
Both cloud optical parameters can be derived 
from satellite measurements of the reflected 
solar radiation in a window channel. 
The Medium Resolution Imaging Spectrometer 
MERE will fly onboard ESA's ENVISAT 
spacecraft (ESA, 1996). One channel among 15 
is specially designed for the retrieval of cloud 
optical parameters and is set to 753.75nm 
centre wavelength with a bandwidth of 7.5nm. 
This paper describes the retrieval algorithm for 
cloud optical thickness and cloud albedo from 
radiance measurements and gives an overview 
of the expected accuracy of the procedures. 

2. Algorithm overview 
An adequate algorithm is established to 
transform the radiance measurements into 
hemispherical quantities by integration over 
viewing angles, because clouds do not reflect 
the sunlight isotropically. The algorithm 
suggested here accounts for the angular 
distribution of reflected solar radiation by 
radiative transfer simulations. The radiative 
transfer model MOMO (Matrix Operator Model) 
is used to solve the foward problem, Le. the 
derivation of satellite sensor signals (radiances) 
by simulating the transfer of solar radiation 
through the atmosphere for given parameters 
(Fischer el a/., 1998). Additionally, MOMO 
calculates the spectral albedo at the 
atmospheric model layer boundaries. Inferring 
the optical properties from measured satellite 
radiances is called the inverse problem. This 
problem will be tackled by a polynomial 
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approach where the cloud albedo and optical 
thickness are related to a polynomial function of 
the radiance to be measured. 

3. Radiative Transfer Simulations 
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Figure 1: Cloud albedo as 'a function of cloud 
optical thickness (MOMO simulations). Three 
different particle size distributions were used for 
the calculations: C1 cloud model with re=6pm, 
C5 cloud model with r,=lOpm and a cloud model 
after Hansen (1971) with re=20pm. 

In Figure 1 the cloud albedo is shown as a 
function of optical thickness. For optically thin 
clouds, a small increase in cloud optical 
thickness leads to a strong enhancement of 
cloud reflectivity, in contrast to optically thick 
clouds, where cloud albedo modification due to 
changes in optical thickness is rather small, but 
might be important with respect to climate 
change. This relation between cloud albedo and 
optical thickness is slightly affected by different 
droplet sizes as shown in Figure 1 (curves with 
three different cloud droplet size distributions 
with re=6pm, r,=lOpm and r,=20pm). 
The narrow-band MERE channel 10, which will 
be used for the estimation of the cloud albedo, is 
not affected by the absorption due to 
atmospheric gases in contrast to broadband 
measurements of existing satellite Instruments. 
They are usually affected by water vapour 
and/or the absorption by the cloud droplets itself. 
Therefore, the spectrally integrated broadband 
albedo is expected to be lower than cloud 
albedo derived from narrow-band 
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Figure 2 Cloud albedo as a function of surface 
albedo (MOM0 simulations). The influence of 
surface reflection is shown for clouds with 
various optical thicknesses, 

measurements in window channels. Since the 
surface reflection affects the upwelling radiation 
even under thick clouds, the surface albedo has 
to be considered for the evaluation scheme. The 
influence of surface albedo an cloud albedo is 
shown in Figure 2, 
Together with effective radius, the optical 
thickness 6, of a cloud is the most important 
parameter to describe cloud shortwave radiative 
properties and is a function of droplet size 
distribution and total number of cloud droplets. 
The lack of information about the effective radius 
limits the accuracy of cloud optical thickness 
retrieval. Additionally, the increase of radiance 
with optical thickness has a tendency for 
saturation at higher values (Figure 2), thus, the 
determination of 6, is very sensitive to 
uncertainties in the rneasurements and in the 
retrieval algorithm, 

4. Inversion 
Within a polynomial approach the impact of the 
cloud properties on the radiance measurements 
is described by a polynomial expression. Here 
the cloud albedo and the cloud optical thickness 
are related to the radiance value in the MERIS 
channel at h=753.75nm, whereby the 
coefficients are determined from radiative 
transfer calculations. 
A second order polynomial fits the functional 
dependence between cloud albedo and radiance 
with an acceptable accuracy: 

a,, = a, +a, . L  +a2 L ~ .  

For the cloud optical thickness, the following 
relation has been used to approximate the 
simulated data: 

6, = exp(ho + h, L + b, . L2 + b, - p )  . 
The relationship between S,, and the measured 
radiances depends on the observation geometry 
and has to be considered in the evaluation 
procedure. 
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Figure 3: simulation results and regression 
function of the relation between measured 
radiance in MERE channel 10 and cloud 
albedo (a) resp. cloud optical thickness (b). 
Solar zenith angle 90=35", viewing zenith angle 
9,=0" and azimuth difference A$=O". A surface 
albedo of 40% was assumed for this example. 
Regression coefficients: r=O.9991, rmse=0.08 
(cloud albedo) and r=0.997, rmse=0.31 
(logarithm of cloud optical thickness). 
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6. Conclusions 

Cloud optical thickness and cloud albedo will 
operationally be retrieved from MERE 
measurements in ESA's ENVISAT ground 
segment. Regression of radiative transfer 
simulations is used as a retrieval method. The 
accuracy depends on the solar zenith angle, the 
cloud optical thickness and the knowledge of the 
surface albedo 
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5. Error Estimates 

Figure 5 shows the absolute error (root mean 
square error) of both algorithms as a function of 
optical thickness. It reflects the fact that 
especially for optically thick clouds, the cloud 
optical thickness retrieval is more difficult as the 
retrieval of cloud albedo. 
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Figure 5: Root mean square error of cloud 
albedo (left) and cloud optical thickness retrieval 
(right) as a function of cloud optical thickness. 
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P4.50B 

RETRIEVAL OF CLOUD TOP PRESSURE FROM MERE 

R. Preusker*, Lothar Schiiller J. Fischer 
Freie Universitat Berlin, Berlin, Germany 

1. Introduction 
Clouds determine the amount of solar radiation 
scattered back into space as well as they block 
the terrestrial radiation from the earth’s surface. 
An increase in globally averaged cloud top 
height of 1 km results in 1.2K increase in surface 
temperature (Ohring and Adler, 1978). 
The most precise method for the detection of 
cloud top pressure from present infrared satellite 
measurements is the C02 slicing fechnique. The 
accuracy of the most advanced techniques to 
derive cloud top heights is approximately within 
500m. An other method for the detection of 
cloud top heights or pressures is based on 
reflected solar radiances within the oxygen A 
absorption band. This method was first 
proposed by Yamamoto and Wark (1961). 
Besides theoretical investigations, airborne 
measurements have proved the usability of this 
method (Wu, 1985; King, 1987; Nakajima and 
King, 1988; Fischer et a/., 1991). 
In the following sections we describe the cloud 
top pressure retrieval algorithm based on 
measurements within the oxygen A absorption 
band. 

2. Radiative transfer simulations for the 

The algorithm is grounded on simulated TOA 
radiances in the MERIS channels using the 
radiative transfer code MOM0 (Fell and Fischer, 
1995). 
The exponential sum fitting technique for 
transmission (ESFT) was used to incorporate 
absorption by gases (Armbruster and Fischer, 
1995). The calculation of the gas absorption is 
based on the HITRAN data set. 
The model atmosphere was subdivided in 78 
homogeneous layers with thicknesses between 
12.5 hPa and 37.5 hPa. 

algorithm development 

’ 
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The reflection at the earth surface was assumed 
to be isotropic. The results of high spectral 
resolution measurements are used (Bowker et 
al. 1985) to consider the spectral behaviour of 
different types of vegetation, soil and snow. In 
particular over vegetation the impact of the 
position of the red edge on the TOA radiances is 
included. 
A number of 1000 radiative transfer simulations 
were made covering a wide range of cloud and 
atmosphere properties as well as surface 
reflectivities. 

Table 1: Range of cloud properties 

3. The retrieval algorithm 
The cloud top pressure is retrieved from 
measurements in MERE channels 10 and 11 
since they measure the absorption due to 
oxygen which is strongly related to air mass 
above the cloud. However variations in the 
extinction coefficient of the cloud and, if the 
clouds are optically thin, the reflectivity of the 
earth surface influence the TOA radiance within 
and outside the oxygen absorption band 
differently. This effects make the retrieval of the 
cloud top pressure difficult. Within this algorithm 
the non linear relationship between the cloud top 
pressure and the measured radiances are 
described by an artificial neural network ann: 

where ctp is the cloud top pressure, LchlO, Lcllll 
are the radiances measured in channels 10 and 
11, Ssun, Sv~ow, 41 are the angles describing the 
viewing and sun geometry and a i s  the surface 
albedo. The data processing within the used 
kind of artificial neural networks is a succession 
of linear and non linear transformations. The 
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transformation matrices were calculated within 
the training of the network. A subset of the 
simulated data was used to train the network 
using the back propagation learning algorithm 
(Rummelhart and McClelland, 1986). Actually 
several neural networks have been trained 
according to different definitions of channel 11 
and according to a situation where two channels 
within the oxygen A absorption band are 
available. 

40.0 

4. Results 
The remaining data has been used to test the 
accuracy of the trained network with respect to 
radiance and wavelength calibration errors, 
signal noise and auxiliary data inaccuracy. An 
example is shown in Figure 1 where the root 
mean square error of the retrieved cloud top 
pressure is plotted as a function of the signal 
noise. 
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Figure 1: Root mean square error of the 
retrieved cloud top pressure as a function of the 
signal noise, when two channels within the 
oxygen absorption band are available . 
For the MERIS instrument a SNR of 400 is 
expected. Then the theoretical accuracy of the 
algorithm will be 12 hPa for dark surfaces 
(water), 20 hPa for highly reflecting surfaces and 
25hPa for surfaces with unknown albedo. 

5. References 

Armbruster, W. and J. Fischer, 1996: 
Improved method of exponential sum fitting of 
transmission to describe the absorption of 

atmospheric gas. Applied Optics, V. 35, .No. 12, 

ESA, 1996: The Medium Resolution Imaging 
Spectrometer. Report of the MERE Scientific 
Advisory Group, ESA-SP-1184, ESA 
Publications Division, ESTEC, Nordwiijk, The 
Netherlands. 
Fell, F. and J. Fischer, 1995: Validation of the 
FU Berlin radiative transfer model. Final report of 
the EC-Contract MAS2-VT92-0020. Available 
via Institute for Space Sciences, Free University 
of Berlin, Germany. 
Fischer, J. 1988: ‘High Resolution Spectro- 
scopy for Remote Sensing of Physical Cloud 
Properties and Water Vapour’, In: Current 
Problems in Atmospheric Radiation, Ed. Lenoble 
and Geleyn, Deepak Publishing, 151 -1 56. 
Fischer, J., and H. GraBl 1991: Detection of 
Cloud-Top Height from Backscattered 
Radiances within the Oxygen A-Band - Part 1: 
Theoretical Study.- J. Appl Met., 30, 1245-1 259 
Fischer, J., W. Cordes, A. Schmitz-Peiffer, W. 
Renger and P. Morl, 1991: Detection of Cloud- 
Top Height from Backscattered Radiances 
within the Oxygen A-Band Part 2: 
Measurements. J. Appl Met., 30, 1260-1 267. 
King, M. D., 1987: Determination of scaled 
optical thickness of clouds from reflected solar 
radiation measurements. J. Atmos Sci., 44, 129- 
1 44 
Nakajima, T., M. D. King, 1988: Cloud optical 
parameters as derived from multispectral cloud 
radiometer. Vale, FIRE Science Experiment 
Team 
O’Brien, D. and R.M. Mitchell, 1992: Error 
estimates for Retrieval of Cloud-Top Pressure 
Using Absorption in the A Band of Oxygen. J. 
Appl. Meteor., 31 , 1 179-1 192. 
Ohring, G. and S. Adler, 1978: Some 
experiments with a zonally averaged climate 
model, J. Atmos. Sci., 35, 186-205 
Rumelhart, D. and J. McClelland, 1986: 
Parallel Distributed Processing, MIT Press, 
Cambridge, Massachusetts 
Yamamoto G., D. Q. Wark, 1961: Discussion of 
the Letter by R. A. Hanel, Determination of 
Cloud Altitude from a Satellite’. J. Geophy. Res, 
66,3596 
Wu, M.-L. C., 1985: Remote Sensing of Cloud- 
Top Pressure Using Reflected Solar Radiation in 
the Oxygen A-Band, J. Appl. Met., 24,549-546 

1931 -1 941. 

578 PARIS, FRANCE, 25-29 MAY1998 



P4.53A 

OPTIMIZATION OF SAGE I11 SPECTRAL CHANNELS 
FOR WATER VAPOR RETRIEVAL 

Er-Woon Chiou 
Science Applications International Corp. (SAIC) 

Hampton, VA 23666 

W.P. Chu and L.W. Thomason 
NASA Langley Research Center 

Hampton, VA 23681-2199 

1. INTRODUCTION 

The Stratospheric Aerosol and Gas Experiment I11 
(SAGE 111) is an important element of NASA's Mis- 
sion to Planet Earth (MTPE) Earth Observing Sys- 
tem (EOS) program. SAGE 111 is the fourth 
member of a highly successful series of instruments 
that have monitored the global distributions of stra- 
tospheric aerosol, ozone, nitrogen dioxide and water 
vapor. SAGE 111 will also retrieve temperature and 
pressure utilizing the multiwavelength measure- 
ments of the oxygen A-band absorption spectra. 
Lunar* occultation allows greater spatial coverage and 
retrieval of night time species nitrogen trioxide and 
chlorine dioxide. SAGE I11 will be on the Russian 
Spacecraft METEOR 3M-1 set for launch in mid 
1999 in a high-inclination orbit. Additional deploy- 
ments have also been scheduled beginning with a 
flight aboard the International Space Station in 
2002. 

the altitude range 10-50 km. Examples will also be 
shown to illustrate the propagation of random errors 
into the retrieved water vapor profile. 

2. CAPABILITIES OF SAGE I11 WATER 
VAPOR MEASUREMENTS 

The ongoing SAGE I1 experiment utilizes the 
measurements of slant path absorption from a single 
broadband channel (10505 CM-' - 10860 crn-') to 
retrieve H20 profiles (Chu et al., 1993). For SAGE 
In, the incorporation of a CCD may  will allow the 
absorption signature of water vapor to be measured 
using a set of 30 contiguous subchannels subseted 
from 55 potential subchannels in the spectral region 
920 to 970 nm. The subchannels are equally spaced 
at intervals of approximately 1 nm with a resolution 
of about 1.4 nm. The locations of the central 
wavelengths of the candidate subchannels are listed 
in Table 1. 

Since Rayleigh scattering, aerosol and ozone also 
contribute to the extinction over this spectral region, 
their contributions must be removed fTom the meas- 
ured slant path optical depth before performing the 
inversion. 

The purpose of this paper is to present the 
results of an investigation into optimal selection 
of water vapor subchannels for SAGE 111 water 
vapor retrieval. An optimum set of 30 contiguous 
subchannels has been identified based on simulated 
retrievals in the 920 nm - 970 nm spectral region. 
Discussions will be focused on the advantages of the 
optimal set in reducing the systematic uncertainty 
in the retrieved water vapor mixing ratios throughout 
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E.W. Chiou 
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e-mail <chiou@arbs7.larc.nasa.gov>. 

An illustrative example of the vertical profiles of 
slant path absorption due to H20 and 03 are shown 
in Figure 1 for subchannels 2 and 23. For subchan- 
ne1 2, the absorption by ozone exceeds the 
corresponding absorption by water vapor throughout 
the altitude range 12 km to 50 km. In contrast, the 
absorption by water vapor appears to be dominant 
for subchannel 23. It is also interesting to notice that 
the water vapor absorptions for subchannel 23 are 
larger than those for subchannel 2 by more than an 
order of magnitude throughout the whole altitude 
range 10 km to 50 km. 
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3. SIMULATED RETRIEVAL 

The EGA (Emissivity Growth Approximation) 
approach (Gordley & Russell, 1980) has been 
employed for the forward model calculation of slant 
path transmission for water vapor. This technique 
provides a computationally efficient way to perform 
radiative transfer calculations needed in the inversion 
without resorting to time consuming line-by-line cal- 
culations. 

The process of our retrieval follows an onion 
peeling approach from top of the atmosphere down- 
wards. Functionally, the retrieval proceeds as fol- 
lows: (1) With the current H20 concentartion profile 
(first guess is used initially) and the profiles of tem- 
perature and pressure, slant path absorptions of water 
vapor are computed using the EGA; (2) A merit 
function value is calculated based on the differences 
between the computed and measured absorptions; (3) 
The water vapor concentrations are adjusted accord- 
ing to an updating scheme; (4) A new merit function 
value is calculated and the convergence criteria is 
checked; (5) Steps (1)-(4) are repeated until the con- 
vergence criteria have been met. 

An example of a simulated retrieval is shown in 
Figure 2. This retrieval was based on simulated 
water vapor slant path absorption measurements with 
realistic noise (signal to noise ratio of 3000). The 
true (input) water vapor profile (solid line) is based 
on a typical mid-latitude profile in summer. The 
"first guess" profile (dotted line) is also shown in 
this figure. With the exception of measurement 
noise, other sources of random errors or any sys- 
tematic errors due to the removal of interfering 
species have not been taken into account in this 
simulation. 

based on the measurements of Anderson et al(1993) 
and Burkholder et al(1994). The uncertainties in 
these data are estimated to be 10% to 15% near 950 
nm (Shettle, 1997). 

Figures 3(a) - 3(c) show the variations in the sys- 
tematic uncertainties in the retrieved water vapor 
mixing ratios (at altitudes 20 km, 30 km, and 50 
km) under the assumption of an absolute uncertainty 
in ozone cross section of 15%. The squares and the 
asterisks represent the results using 20 and 30 con- 
tiguous subchannels respectively. 

The major findings in these figures can be sum- 
marized as follows: 

(1) The increase of 20 subchannels to 30 subchan- 
nels allows the associated systematic errors in H20 
mixing ratios to decrease significantly. 

(2) Regarding the 15% uncertainty in ozone cross 
section as the major source of systematic errors, we 
have found that the optimized set of subchannels 
consists of 30 contiguous subchannels ranging from 
932.85 nm to 959.57 nm (subchannels 13 to 42 in 
Table 1). 

(3) Among all the possible choices of 30 contigu- 
ous subchannels, selection of an optimum set could 
reduce the systematic uncertainty in water vapor 
mixing ratios by 2%, 10% , and 3% at 20km, 3 0 b ,  
and 50km, respectively. 

Figure 4 shows the vertical structure of the parti- 
tioning of random error components including meas- 
urement noise, errors due tu ozone removal, and 
errors due to aerosol removal using the optimal set 
of subchannels discussed above. The results indicate 
that the measurement noise shows major contribu- 
tions to the random errors. The total random errors 
are found to be 0.7%, 1.5%, 3.6%, and 19.2% at 20, 
30, 40, and 50 km, respectively. 

4. OPTIMAL SET OF SUBCHANNELS 
5. ONGOING RESEARCH 

There are several sources of systematic errors that 
could affect the accuracy of SAGE I11 retrieved 
water vapor profiles. These include but are not res- 
tricted to sources such as the water vapor line 
parameter error, ozone correction error, and aerosol 
correction error. Additional simulated retrievals have 
been performed to investigate the systematic errors 
due to uncertainties in ozone removal. A typical mid 
latitude ozone profile is assumed and the spectros- 
copic data employed consists of the set of room tem- 
perature ozone cross section data for visible and near 
infrared spectral region compiled by Shettle (1997) 

A rigorous error analysis for the retrieval will be 
performed using diagnostic approach developed by 
Rodgers (1990). In addition, the effect of applying 
weighting of subchannels in our retrieval algorithm 
will be investigated. We will further examine the 
potential advantages of a global fit approach 
described by Carlotti (1988) which allows for simul- 
taneous retrieval at all altitude levels. 
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Table 1. List of 55 subchannels for SAGE I11 channel 10 (920 to 970 nm) 

sub- 
:hannel 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

Center wavelength of 55 subchannels - 
h sub- h sub- 

(nm) channel (nm) channel 
970.60 12 960.49 23 
969.68 13 959.57 24 
968.76 14 958.65 25 
967.85 15 957.73 26 
966.93 16 956.8 1 27 
966.01 17 955.89 28 
965.09 18 954.97 29 
964.17 19 954.05 30 
963.25 20 953.12 31 
962.33 21 952.20 32 
961.41 22 95 1.28 33 

h 
(nm) 

950.36 
949.44 
948.52 
947.60 
946.68 
945.76 
944.84 
943.91 
942.99 
942.07 
941.15 
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sub- 
channel 

34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 

h 
(nm) 

940.23 
939.3 1 
938.38 
937.46 
936.54 
935.62 
934.70 
933.77 
932.85 
93 1.93 
931.01 

sub- 
channel 

45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 

930.08 
929.16 
928.24 
927.32 
926.39 
925.47 
924.55 
923.62 
922.70 
921.78 
920.85 
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P4.546 COMPUTER SIMULATION OF THE STRATOSPHERIC AEROSOL AND 
GAS EXPERIMENT (SAGE 111) 

1. INTRODUCTION 

Didier F. Rault 
NASA Langley Research Center, Hampton, Virginia 

In May 1999, NASA plans to launch SAGE Ill 
(Stratospheric Aerosol and Gas Experiment) to continue 
the global measurement of aerosol and gaseous trace 
species concentrations in the stratosphere and upper 
troposphere. SAGE Ill is the latest in a series of 
instruments (SAM, SAM II, SAGE, SAGE II) which, over 
the past 20 years, have provided baseline aerosol and 
gas concentration data using the occultation technique 
(Mauldin et al., 1985). SAGE Ill is a complex instrument 
equipped with a 1 nm resolution spectrometer which will 
allow the daytime measurement of aerosol, 0,, NO,, 
YO, temperature/pressure, with the additional 
nighttime measurement of NO, and OCIO. 

The present paper is concerned with the detailed 
computer simulation of the SAGE Ill instrument and 
measurement technique. The simulator is required for 
two reasons: (1) to validate the data inversion process 
and (2) to help analyze and interpret eventual 
“anomalies“ or atmospheric disturbances during actual 
operation. The “software validation” of the inversion 
algorithm is the first step in the SAGE validation 
process, and will help identify and eliminate 
programming, algorithm and systematic errors before 
satellite launch, therefore minimizing the risk of major 
software revisions during the operational lifetime of the 
instrument. 

In the first part of the paper, the SAGE Ill 
instrument is described together with its mode of 
operation. The second part describes the main features 
of the simulator, with special emphasis placed on the 
techniques used to model the atmospheric physics 
(refraction, absorption scattering, extinction) and the 
instrument characteristics. The simulator has been 
tested with SAGE II data as explained in Section 4 and 
shown to be a useful tool with which the inversion 
algorithm can be thoroughly tested and validated. The 
proposed validation methodology is described in 
Section 5. Early results of the validation process as 
applied to SAGE Ill inversion algorithm are reviewed in 
the last section. 

Didier F. Rault, NASA Langley Research Center, Mail 
Stop 475, Hampton, VA 23681; e-mail: 
didier@ arbsgi.larc.nasa.gov 

2. DESCRIPTION OF THE SAGE 111 INSTRUMENT 

The SAGE Ill instrument is to be launched on the 
Russian Meteor spacecraft in a sunsynchronous polar 
orbit. Its characteristics have been described by 
McCormick et al. (1991). SAGE Ill relies on the same 
occultation technique used by its predecessors (SAM 
and SAGE). For each orbital sunrise and sunset, the 
SAGE 111 spectrometer will observe the Sun through the 
Earth atmosphere, thus allowing for a direct measure- 
ment of the slant path transmission from which the 
vertical profiles of atmospheric absorbers can be 
deduced. While its predecessors used photodiodes to 
measure radiation intensities within 8 few selected 
spectral bands, SAGE Ill is using a CCD-based high 
resolution (1 nm) spectrometer which will allow for the 
measurement of the absorbing species fine spectral 
structure from 280 nm up to 1035 nm. In addition, SAGE 
Ill has an infrared photodiode to record radiation 
intensity at 1550 nm. SAGE Ill‘s high resolution 
capability allows for the determination of atmospheric 
temperature and pressure (using absorption in the A 
band of molecular oxygen), the measurement of water 
vapor (using absorption in the POT band), and the use of 
Muiti Linear Regression (MLR) techniques to retrieve 0, 
and NO, concentrations. SAGE Ill will also use lunar 
occultations to make nighttime measurements of 0,, 
NO2, NO, and OClO concentrations, which in effect, will 
add to the global coverage of the instrument. 

moonset or moonrise), SAGE 111 optics will scan the 
solar/lunar image at a rate of 15 arcminutes per second 
and will download 16-bit data at a rate of 64 Hz for solar 
events and 16 Hz for lunar events. Figure 1 shows a 
typical stream of data for a sunrise event and for one of 
the 85 available download channels. In this figure, 
radiation counts are shown as a function of 
1 /64 second time increments. Several features can be 
observed, such as the effect of refraction (Sun 
appearing smaller early in the sunrise), the movement of 
the spacecraft (the width of each “arc” depends on the 
relative motion of the mirror and spacecraft), and the 
atmospheric absorption/ extinction. It is the role of the 
inversion algorithm to infer the atmospheric properties 
using only this stream of scanned data, and it is the role 
of the simulator to reproduce this stream of data 

During an event (that is, during a sunset, sunrise, 
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ab initio. A typical event lasts about two minutes, as 
tangent heights vary between 0 and 200 km, as shown 
in Figure 2, which also shows the relationship between 
mirror angle and tangent height. 

3. DESCRIPTION OF SAGE COMPUTER SIMULATOR 

The SAGE computer simulation attempts to 
faithfully duplicate the operating conditions of the 
instrument, and its main output, namely the stream of 
radiation counts, is similar to the one down-loaded from 
the instrument. The simulator software is composed of a 
series of modules, as shown in Figure 3, with each 
module simulating either the spectrometer 
characteristics (CCD gain, line spread function, noise), 
the radiation source (SutVMoon trajectory, radiation 
intensity, albedo), the spacecraft (orbital elements, 
platform stability) or the atmosphere properties 
(refraction, trace gas absorption, Rayleigh scattering, 
aerosol and cloud extinction). This latter module relies 
on a ray tracing algorithm which determines the light ray 
path from the instrument to the Sun/Moon for each 
wavelength channel. The ray tracing is fully three- 
dimensional and therefore does not assume spherical 
symmetry, which therefore allows for future studies of 
the effect of inhomogeneities within the instrument field 
of view. The atmospheric models (vertical profiles of 
species concentrations and temperature) can either be 
provided by SAGE II data, GRAM-95 code (Justus 
et al., 1995) or alternative data sets. The absorption 
cross sections for the gaseous species were mostly 
obtained from the HITRAN data base (Rothman et at., 
1992), while the Rayleigh scattering cross sections 
were obtained from Renndorf (1957). The simulation of 
radiation absorption in the water vapor and molecular 
oxygen channels is singularly difficult due to the 
extreme complexity of these species’ absorption 
spectra, which are made up of a large set of discrete 
lines, the strengths of which are a function of local 
pressure and temperature. The approach used in the 
simulator was to use HITRAN spectral data to create 
tables of slant path absorptions for a series of 
temperature and pressure as a function of column 
density, and use an EGA-type technique (Gordley and 
Russell, 1980) to evaluate the actual absorption at any 
given point in space along the ray path. The simulator 
main output, i.e., the stream of radiation counts for each 
of the 85 download channels, is obtained after 
convolving the radiation intensity at each wavelength 
with the CCD array line spread function (Gaussian 
spread and wing leakage), and integrating the 
contribution of each CCD pixel to its respective 
download channel. 

4. VALIDATION OF SIMULATOR WITH SAGE II DATA 

The simulator was tested using SAGE II data and 
the SAGE II inversion code following the basic scheme 
shown on Figure 4. Vertical aerosol and gas 
concentration profiles derived from SAGE II data were 
used to model the atmosphere within the simulator. The 
ensuing stream of scanned data was then entered into 
the SAGE II inversion code and the resulting vertical 
concentration profiles were compared with the input 
ones. Close agreement was observed for most species 
(1 0% for O,, 10% for aerosol, and 20% for NO2). A 
detailed study was conducted to identify the source of 
the observed, albeit small, differences. For each 1/64 
second time increment, a series of parameters was 
compared between the inversion code and the 
simulator, among which were the registered tangent 
height, the mirror angle, the time of solar edge crossing, 
the solar spot registration, etc. This analysis revealed 
the presence of a systematic error in the SAGE I I  
inversion algorithm, in which the Earth oblateness was 
not appropriately accounted for. Correction of this error 
led to significant improvement in the transmission 
versus height profiles, and subsequently to all data 
products. 

5. METHODOLOGY FOR VALIDATING INVERSION 
ALGORITHM 

The detailed analysis performed on SAGE II data 
led to the formulation of a methodology to cross-validate 
SAGE Ill inversion code and the simulator. The 
methodology is based on the fact that all the 
intermediate parameters which are computed by the 
inversion code, such as tangent height, mirror angle, 
etc. are evaluated by the simulator in the course of 
generating the stream of radiation counts. Hence, in 
effect, the simulator can be seen as providing the 
solution which the inversion code is searching for, 
whether it is determining tangent heights, edge times or 
removing the effect of secondary absorbers in specific 
channels. The intermediate parameters can be viewed 
as a series of checkpoints and can be used in the 
cross-validation which can then be performed gradually, 
module by module. Subsequently, the effect of 
instrument noise, atmospheric inhomogeneity, clouds, 
sunspots, etc. on each of the intermediate parameters 
can be studied independently. Alternatively to this step- 
by-step procedure, each module of the inversion code 
can be validated independently by accessing it directly 
with simulated data, thus bypassing the upstream 
inversion process. By comparing the outputs of the 
inversion module with the simulator inputs, each module 
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is then validated independently, but still in situ, Le., still 
within the overall framework of the inversion code. As an 
example, each species inversion module can be 
accessed with the transmission data generated by the 
simulator instead of the ones derived by the inversion 
code, thus eliminating upstream processing errors. 

called “software validation” as opposed to the field 
validation procedure which will use balloon sondes, 
airborne measurements and other satellite data, is 
presently being performed on SAGE Ill inversion code, 
as shown below. 

This two-pronged validation process, which can be 

6. SOFTWARE VALIDATION OF SAGE Ill INVERSION 
PROCESS 

The step-by-step approach has been used to test 
the transmission algorithm while the module validation 
has been used to test the inversion modules for 03, 
NO2, H20 and temperature/pressure. Figure 5 shows 
the differences observed on tangent height registration 
when comparing simulator and inversion code. Differ- 
ences of less than 3 3  00 m can be observed throughout 
the event for all channels. The residual error has been 
correlated with inaccuracies on the computation of the 
solar edge times. Since the residual error is relatively 
large compared to the nominal vertical resolution of 500 
m, new methods are being formulated to improve the 
evaluation of the Sun edge crossing times. Figure 6 
shows the difference between the water vapor profile 
used in the simulator and the inverted profile. Errors of 
only a few percent can be observed in the altitude range 
of 10 km to 60 km. Similar results have been obtained 
for 0 3  and temperature/pressure. 

7. CONCLUSION 

The computer simulation of the SAGE Ill instrument 
is an important tool which is presently being used to 
validate the data inversion process and which will be 
used during operation to better understand the 
measured data and interpret abnormal occurrences and 

atmospheric peculiarities. As a validation tool, it allows 
one to thoroughly test the data inversion algorithm, 
which will alleviate the need for major software revisions 
during the operational lifetime of the SAGE Ill 
instrument, and therefore improve the data overall 
quality and continuity, which is required to perform long 
term global climatology. It will also allow for the evalua- 
tion of the measurement errors inherent to the SAGE Ill 
experiment and data retrieval technique. 
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P4.55A SATELLITE REMOTE SENSING OF TEMPERATURE AND PRESSURE 
BY THE STRATOSPHERIC AEROSOL AND GAS EXPERIMENT Ill 

Michael C. Pitts 
Science Applications International Corporation, Hampton, Virginia 

Larry W. Thomason and William P. Chu 
NASA Langley Research Center, Hampton, Virginia 

1. INTRODUCTION 

SAGE I l l  is the fifth generation of solar 
occultation instruments designed by NASA to 
measure vertical profiles of aerosols and 
gaseous species in the atmosphere (McCormick 
eta/., 1991). Unlike its predecessors, SAGE Ill 
makes multi-spectral measurements of the 
oxygen A band that can be used to infer profiles 
of temperature and pressure. The profiles will 
extend from the surface (or cloud top) up to 85 
km and their vertical resolution will be 
approximately one kilometer. 

As part of NASA’s Mission to Planet Earth 
(MTPE), Earth Observing System (EOS) 
program, SAGE I l l  instruments are currently 
scheduled to fly onboard the polar-orbiting 
Meteor-3M satellite (mid-I 999), the International 
Space Station (2002), and a future flight of 
opportunity. SAGE Ill will use the solar 
occultation technique to measure the attenuation 
of the Sun’s rays as they pass through the limb 
of the Earth’s atmosphere during each satellite 
sunrise and sunset. This method is well suited 
for long-term monitoring of the atmosphere since 
the instrument is re-calibrated during each 
sunrise and sunset event. Given this inherent 
insensitivity to long-term instrument degradation 
and the expected lifetime of the instruments 
(6+years), the SAGE Ill suite of instruments 
should provide a continually-calibrated, high 
vertical resolution temperature and pressure 
data set that will be valuable for long-term 
monitoring of the stratosphere and mesosphere. 

is one of four absorption bands of molecular 
oxygen in the visible and near-infrared region of 
the spectrum. The A band possesses numerous 
features that make it particularly useful for 
remote sensing of temperature and pressure. 
Of key importance is the fact that molecular 
absorption by the oxygen A-band is strongly 
dependent on atmospheric temperature and 
pressure. Another important feature is that the 
A band resides in a relatively “clean” portion of 
the atmospheric spectrum, and hence radiative 
transfer in this region is dominated by molecular 
oxygen absorption with only small contributions 
from aerosol extinction, ozone absorption, and 
molecular scattering. Since the line intensities 
near the center of the A band are quite strong, 
high signal-to-noise measurements can be 
obtained. In addition, the temperature 
dependence of the line intensities varies from 
positive to negative over the band. For 
example, at wavelengths far from the band 
center, the line strength decreases with 
increasing temperature, while at wavelengths 
close to the band center, the line strength 
increases with increasing temperature. All of 
these unique features can be utilized for 
accurate temperature and pressure sensing. 

SAGE Ill will make measurements of the 
oxygen A-band absorption spectrum using 14 
channels equally spaced at approximately 1-nm 
intervals from 759 to 771 nm. The spectral 
resolution of each channel is about 1.4 nm. 
Figure 1 illustrates the fine line structure present 
in the oxygen A-band absorption spectrum and 
the spectral resolution attainable with SAGE Ill. 

2. 0 2  A-BAND CHARACTERISTICS 
3. RETRIEVALS 

The oxygen A band, centered near 760 nm, 

* Corresponding author addressMichael C. Pitts, 
NASA Langley Research Center, Mail Stop 475, 
Hampton, VA 23681-2199; 
email:m.c.pitts@larc.nasa.gov 

A global fit approach (Carlotti, 1988), that 
uses a non-linear least squares procedure to 
simultaneously fit measured absorptivities from 
all spectral channels and slant paths, has been 
adopted to perform the SAGE Ill temperature 
and pressure retrievals. The algorithm is an 
iterative procedure that attempts to minimize the 
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Figure 1. Oxygen A-band slant path 
absorption spectrum for a tangent altitude of 
20km. The solid line represents a spectral 
resolution of -0.06nm and the dashed line 
represents the SAGE Ill resolution of -1.4nm. 

differences between the measured and modeled 
A-band absorptivities by adjusting a “working” 
temperature and pressure profile until 
convergence is reached. A more detailed 
discussion of the algorithm can be found in Pitts 
et a/. (1997). 

retrieval is shown in Figure 2. The retrieval was 
performed using simulated SAGE Ill oxygen 
slant path absorption measurements that 
included a realistic component of random noise 
based on the expected signal-to-noise ratio. In 
this example, the modeled temperature profile is 
represented by the dashed line, the first-guess 
profile by the dotted line, and the retrieved 
profile by the solid line. The retrieved 
temperature profile reproduces the modeled 
atmosphere extremely well in the troposphere 
and lower stratosphere, but exhibits some 
oscillations above 50 km. The actual differences 
between the retrieved and modeled 
temperatures and pressures in this example are 
shown in Figure 3. The oscillations above 50 km 
are apparent in both the retrieved temperature 
and pressure profiles. 

Several methods to constrain the retrieval 
have been tested in effort to reduce the 
amplitude of these oscillations. Presently, the 
most satisfactory results have been obtained 
using a constraint that requires the temperature 
and pressure adjustments to be in approximate 
hydrostatic balance. Implementation of this 
hydrostatic constraint reduces the amplitude of 
the oscillations significantly as shown in 
Figure 4. The differences between the retrieved 

An example of a simulated temperature 
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Figure 2. Simulated SAGE 111 temperature 
retrieval, The dotted line is the first-guess 
profile, the dashed line is the modeled profile, 
and the solid line is the retrieved profile. 
profile by the dotted line, and the retrieved 
profile by the solid line 

and modeled pressures were dramatically 
reduced. Clearly, the quality of the retrieved 
products can be improved with an appropriate 
constraint and although the hydrostatic 
constraint appears very promising, the exact 
implementation of the constraint is an ongoing 
research topic. 

Operationally, the first-guess temperature 
and pressure profiles will be derived from 
National Centers for Environmental Prediction 
(NCEP) data obtained within 12 hours of the 
SAGE Ill measurements. The NCEP data will 
be supplemented at high altitudes with 
climatological data. A sensitivity study was 
conducted to quantify how the accuracy of the 
first-guess temperature and pressure profiles 
affected the retrieved products. In this study, an 
isothermal, exponentially-declining atmosphere 
was used as an extreme case of a bad first- 
guess. Results indicate that the algorithm is 
robust and virtually unaffected by inaccurate 
first-guess profiles. 

4. EXPECTED UNCERTAINTIES 

In order determine the accuracy of the SAGE Ill 
temperature and pressure products, an 
understanding of the various experimental 
uncertainties and their effect on the retrieval 
products is required. These uncertainties 
include both random and systematic 
components. 
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Figure 3. Differences between modeled and 
retrieved temperature and pressure profiles. 

4.1 Random 

The dominant component of random 
uncertainty in the retrieved temperature and 
pressure products is associated with the random 
noise in the SAGE Ill measurements 
themselves. However, there are also 
uncertainties in clearing the interfering species 
(aerosol, ozone, and molecular scattering) from 
the measurements which will propagate into 
temperature and pressure uncertainties. The 
simulated retrievals discussed in the previous 
section included only the random measurement 
noise component of uncertainty, so the 
differences shown in Figure 4 are indicative of 
the uncertainties in temperature and pressure 
due to just the random measurement noise. In 
order to quantify the total random component of 
uncertainty, the magnitudes of the uncertainty in 
clearing the interfering species from the SAGE 
Ill measurements must be estimated. 

The uncertainty in clearing the aerosol 
component from the A-band measurements is 
expected to be on the order of 1 % of the aerosol 
slant path optical depths. Similarly, the 
uncertainty in clearing the ozone component 
from the A-band measurements is expected to 
be on the order of 0.5% of the ozone slant path 
optical depths. Operationally, the aerosol and 
ozone slant path optical depths in the oxygen A- 
band channels will be estimated from 
simultaneous measurements at wavelengths 
outside the A-band spectral region. 

The molecular scattering component of 
transmission is only dependent on atmospheric 

0 
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Figure 4. Differences between modeled and 
retrieved temperature and pressure profiles for a 
constrained retrieval. 

density (i.e. temperature and pressure), and 
therefore leaving this component in the A-band 
measurements may not be detrimental to the 
accuracy of the retrievals. Indeed, sensitivity 
studies indicate that not removing the molecular 
scattering component has no negative impact on 
the retrieved products, and in fact, may improve 
the quality of the retrievals above 50 km. 
Current plans are to not clear the molecular 
scattering component from the measurements. 

In Figure 5 are shown the individual 
components of uncertainty in temperature and 
pressure due to measurement noise (solid line) 
and uncertainties in clearing aerosol (dotted line) 
and ozone (dashed line). Clearly, the largest 
uncertainties in temperature and pressure will be 
from measurement noise, especially above 40 
km. Below 40 km, uncertainties in clearing 
aerosol and ozone result in temperature 
uncertainties of less than 1 K and pressure 
uncertainties of less than 0.5 %. 

4.2 Systematic 

In addition to the random uncertainties 
discussed above, there will be systematic 
uncertainties of which the dominant component 
will be due to uncertainties in the oxygen A-band 
spectroscopy. The primary molecular line 
parameters required for the SAGE Ill 
temperature and pressure retrievals are the 
oxygen line intensities and the line widths 
associated with air broadening. There currently 
exists a wide discrepancy in the available 
oxygen line parameter data. For example, the 
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1996 HITRAN database adopted the Ritter and 
Wilkerson (1 986) measurements of the oxygen 
A band line intensities which, although very 
precise, differ significantly from other studies. In 
general, existing oxygen line parameter 
databases have a range of about 15% in line 
intensities and 30% in line widths. 

Sensitivity studies were performed to 
estimate the effect of possible biases in the 
oxygen spectroscopy on the SAGE I l l  retrieved 
temperature and pressures. These studies 
indicate that a 15% bias in the line intensities will 
result in about a 1-2 K error in the retrieved 
temperatures and a 10-15% error in the 
retrieved pressures. A 15% bias in line widths 
will result in about a 1-2 K error in temperature 
and a 7% error in pressure, but these effects are 
primarily below 20 km. 

Due to the relative sensitivity of the SAGE 111 
temperature and pressure retrievals to 
uncertainties in the oxygen line parameter data, 
NASA has funded a research effort to produce a 
new, validated database of oxygen line 
parameters for use in the SAGE Ill algorithm. 
This new database should be available before 
launch of the first SAGE I l l  instrument. 

1. 
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Figure 5. Expected random uncertainty in 
retrieved temperature and pressure profiles due 
to aerosol (dotted line), ozone (dashed line), and 
measurement noise (solid line). 

5. SUMMARY 

The new SAGE I l l  instruments have the 
capability to retrieve high quality profiles of 
temperature and pressure over a broad range of 
the atmosphere from the troposphere well into 
the mesosphere. Simulated retrievals have 
been used to demonstrate the feasibility of the 
approach. Sensitivity studies to estimate the 
accuracy of the retrieved temperature and 
pressure products indicate the random 
component of temperature uncertainty is less 
than 1-2 K below 50 km and less than 6 K 
between 50 - 85 km. The random component of 
pressure uncertainty is less than 2%. The 
accuracy of the operational products will of 
course also depend on the systematic 
uncertainties in the spectroscopy. 
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I. INTRODUCTION 

The infra-red atmospheric sounding interferometer 
IASl is the instrument scheduled for launch in 2002 on 
board the future European meteorological satellite 
EPWMETOP. One of the IASl mission objectives is the 
derivation of total column amounts (CA) of some 
tropospheric trace gases especially nitrous oxide (N20), 
methane (CH.4, and carbone monoxide (CO) with 10% 
accuracy. Until now there is very limited experience in 
applying passive nadir remote sounding of tropospheric 
minor constituents. In this paper the forthcoming IASl 
measurements are analyzed in order to estimate their 
information content with respect to CA of N20, CH4, as 
well as to assess the precision of retrieved products. 
The approach of mentioned studies is based on the 
inverse problem formulation and solution. The entropy 
reduction in Shannon sense and total variance of 
retrievals as quantitative measures of information 
content have been used to select a limited subset of 
most informative channels. The paper presents the 
results of retrieval error analysis. The sensitivity of 
retrieval errors to ancillary data uncertainties such as 
atmospheric temperature and water vapour profiles 
errors is considered. The information content estimates 
and anticipated retrieval accuracy results are 
demonstrated for different atmosphere models. 

2. THEORY 

2.1 Inverse problem formulation and retrieval algorithms 

The retrieval of quantitative characteristics describing 
the state of the atmosphere (temperature and gas 
composition) uses the "inversion" of the IASI 
measurements. The relevant inverse problem is stated 
as a non-linear equation 

where I is the (nyxl) measurement vector, x is the 
(n,xl) vector of unknown parameters (or state vector), F 
is the forward model operator, g is the (n,xl) vector of 
interfering parameters ( i.e. those which afiect the 
measured radiance but are not being retrieved), E is the 
(n,xl )-dimensional vector of the instrument noise. The 
measurement errors E are assumed to be random, and 

I=F(x,g)tE, (1 ) 
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have zero mean and known covariance matrix S,. The 
state vector x includes the N20, CHI atmospheric CAS 
(in terms of mixing ratio). Vector g represents a set of 
functionals of temperature T(p) and humidity H(p) 
profiles as principal interfering parameters; p - means 
pressure. To carry out the measurement information 
content analysis and the retrieval of state vector x, 
equation (1) is linearized regarding the specified values 
of X=XO, g=go. The result is the following linear model: 

(2) 
where y = I - lo, Sx = x - xo, 6g = g - goand A, AT, AH 
are the (n, x nx) matrices including jacobians (radiance 
derivatives). As a rule the vector g is imperfectly known 
and (1) or (2) should be treated as retrieval problem 
with respect to (x, g) aggregate. In favorable case the 
two moments (mean (9) and covariance matrix S, ) are 
known and vector x is derived from the following 
reduced inversion problem 

where (e) = 0, S. = Sc+ArSrAT' + AHSHAH', sign 
means transposing. 

The maximum information content with respect to the 
unknown vector Sx is extracted from (2) or (3) using the 
methods of optimal statistical estimation. If the mean 
(ax) and the covariance matrix SO for Sx are known, 
then minimum variance solution (m.v.s.) of (2) or the 
best linear estimators may be applied. The covarifince 
matrix of m.v.s. equals Sx=(So"tM)-', where M=A S,,A is 
Fisher information matrix. Since the original problem (1) 
is non-linear and A depends on x the m.v.s. can be 
found with Gauss-Newton linearization procedure or 
with Marquardt algorithm, see Uspensky (1 975), 
Rodgers (1 976). 

2.2 Information content analysis and selection of a 
subset of channels 

y = ASX + ArSgT + Adgu + E, 

y = A6x+e, e = ArSgr+ AHSgH + E, . (3) 

An efficient remote sensing of trace gases CA 
requires to optimize the scheme of measurements on 
the basis of their information content or to select the 
optimal subset of channels. The optimality of the subset 
is defined as a possibility of its use to provide the 
estimate of unknown vector 6x with required accuracy. 

Similar to the approach applied in Uspensky (1 975), 
Pokrovsky (1 984), Rodgers (1 996) the information 
content analysis and the selection of the optimal 
channel subset are based on the analysis of two 
following criteria: 
I .  Shannon's information content: ~ 

H(yl&) = 0.5~log,{det(S0)/det(Sx)}= 0.5.C10g2(l+&), 
R 
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where 1, are eigenvalues of matrix W4o.M. 
I I .  Linear criterion of optimality: 
d = {tr(S,) - tr(Sx)]/ tr(S,) 
The algorithm of optimal channel set selection is similar 
to algorithm described in Rodgers (1 996). 

The objective of the theoretical analysis is to 
determine the expected errors in the retrieved N20, CH4 
column amounts from IASl data in R5 band (1210-1650 
cm-'). What follows is a brief description of such 
analysis results. 

3. APPLICATION TO THE IASl DATA 

3.1 Instrument characteristics and a priory information. 

attainment of prescribed accuracy (1 0%) or small 
increment values of SH, Sd after adding next channel to 
chosen optimal subset. The calculations show that in 
the majority of cases the number of properly chosen 
optimal channels doesn't exceed 8-1 0. The spectral 
distribution of most informative channels (in sense of 
criterion II) for one concrete case is illustrated by fig.1. 
The fig. 1 demonstrates the "physical" justification of 
obtained results -the selected channels are those 
containing intense spectral lines of target species but 
which are not much perturbed by interference of other 
constituents. 

0 -  CH4 
x -  N 2 0  

For the practical implementation of proposed theory 
as well as for processing and using IASl data the 
instrument characteristics and databases of various 
atmospheric variables are needed. The IASl instrument 
is based on a double-beam Michelson type 
interferometer and intended to measure the spectrum of 
infrared radiation in the range from 3.62 pm (2760 cm-') 
up to 15.5 pm (645 cm"). The spectral resolution is 
within the range from 0.35 cm-' (unapodized) to 0.5 cm* ' (after apodization). The nominal spectral sampling is 
constant over the full spectral range and is equal to 
0.25 cm-', see for more details Diebel (1996). 

As a result of CNES error budget analysis the four 
types of measurement error covariance matrix S, were 
considered: S,(l), S,(2) are diagonal matrices with 
prescribed 'high" and "low" values of E dispersions; 
S,(3), S,(4) are nondiagonal matrices for correlated 
errors with high and low E dispersions. The dataset 
NESDIS-1200 was used for producing various 
atmosphere models with corresponding 0, ST, (H), SH. 
Along with this the following ancillary information on 
T(p), H(p) was utilized: ST (r) equals the retrieval error 
covariance matrix (T(p) are retrieved from IASl R1 band 
650-770 em-' ); ST (f) equals the typical covariance 
matrix for numerical forecasting errors; SH (min) is 
diagonal matrix with 15% standard deviations. Since no 
global database is available for trace gases 
concentrations the limited set of N20, CH4 profiles 
compiled by D.Cunnold on the base of CLAES and 
AGAGE data was utilized. 

developing computationally efficient radiance transfer 
algorithm and corresponding fast code, see Trotsenko 
(1998), Uspensky (1998). 

The problem under consideration required 

3.2 Measurement schemes and error analysis for CA 
retrievals 

The retrieval accuracy depends largely on the proper 
selection of most informative channels. The approach 
from section 2.2 has been applied and the calculations 
have been conducted both to select the optimal subset 
of channels using criteria 1, II, and to study the 
sensitivity to various instrument noise and atmosphere 
models as well as to ancillary data uncertainties. The 
condition for termination the selection procedure is the 

1 

1 E-19 

1 E-20 

v ,  cm-' 
Fi 

g. 1 Spectral distribution of most informative IASl 
channels (R5 band, criterion I I )  for atmosphere model 
SAW (subarctic winter). Most intensive absorption lines 
of CH4 and NzO are marked by symbols. 

Further calculations have been conducted to access 
the impact of various error sources on CA retrieval 
accuracy. Results of calculations designed to separate 
the effects of instrument noise and uncertainties in the 
knowledge of interfering parameters are summarized at 
fig.2,3. The following input data were used in the 
calculations for fig. 2: 
Experiment #1: S,= Se(l), ST, SH are for atmosphere 
model SAW; 
Experiment #2: S,= S,(3), ST, SH are for atmosphere 
model SAW; 
Experiment #3: S,= S,(3), ST= ST(f) ,SH=SH(min); 
Experiment #4: S,= S,(3), ST is for SAW, SH= 0; 
Experiment #5: S,= S,(3), SF 0, SH is for SAW; 
Experiment #6: S,= S,(2), ST= ST(f), SH=SH(min); 
Experiment #7: S,= S,(3), SF 0, SH= 0; 
Experiment #8: S,= S,(4), SF 0, SH= 0. 
Results of the same numerical experiments where 
atmosphere model MLS (midlattitude summer) is used 
instead of SAW are at fig. 3. 
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Fig. 2 Standard deviations for CH4 and NzO column 
amount retrieval (8 IASl channels). Atmosphere model 
SAW. 
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Fig. 3 Standard deviations for CH4 and NzO column 
amount retrieval (8 IASl channels). Atmosphere model 
MLS. 

4. CONCLUDING REMARKS 

We have shown some of the potential of the IASl 
mission for tropospheric trace gases retrieval. The IASl 
measurements in properly chosen channel subset 
Provide the information for tropospheric CAS of NzO, 
CHI to a precision better than 10% if ancillary data with 
moderate level of uncertainty are utilized. The methods 
Proposed here allow the rapid assessment of retrieval 
error sensitivity to ancillary data uncertainties and to 
realistic error budgets for IASl instrument. 

to extract more than one piece of information on the 
vertical distribution of the target species. The work on 
Nz0, CHI profile information content and sounding 
retrieval capabilities is in progress. 

The preliminary estimates demonstrate the possibility 
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P4.57A IASl DATA INFORMATION CONTENT: 
INSTRUMENT CHARACTERIZATION AND THE IMPACT OF A PRIORI INFORMATION. 
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Centre National de Recherches M&borologiques, Meteo-France, France. 

1. INTRODUCTION 

To approach the ultimate vertical sounding 
resolution and accuracy achievable with passive 
instruments, a new generation of high spectral 
resolution observing systems are proposed, like the 
Infrared Atmospheric Sounding Interferometer (IASI; 
Diebel at al., 1996). Such new measurements will have 
a significant impact on future remote sensing science 
missions and on the improvements of atmospheric 
process understanding and prediction. To quantify the 
potential of these new observing systems, one needs 
developments of tools and schemes to quantitatively 
analyse their performances in a scientifically consistent 
and objective manner. 

Modem techniques of objective analysis of satellite 
observations attempt to deduce the ‘best’ estimate of 
the state of the atmosphere, given a set of 
measurements together with any appropriate prior 
information that may be available about the system. 
This paper will use a linearized version of the radiative 
transfer equation so that the inverse problem is 
straightforward, and focuses on the questions 
associated to the estimation problem: Understanding 
and describing the information content of the radiance 
measurements, the relationships between the true 
atmospheric state and the one retrieved using inverse 
methods, and the error analysis of the retrieved state. 

2. METHODOLOGY 

The discretited linearized radiative transfer equation 
relates the measurement vector y to the vector x 
representing the atmospheric state such that: 

(1) y - yo= H (x-x’) + E w g = H f + E 

where yo and xo define some arbitrary linearization 
point, and E is the data noise. H is the m x n matrix of 
the so-called weighting functions. The principle of any 
linear inversion method is to obtain an estimate of f as a 
linear combination of the measurements 9: 

f = K g  

* Corresponding author adress Pascal Prunet, Centre 
National de Recherches Meteorologiques, MBtBo- 
France, 31 057 Toulouse Cedex, France; e-rnail: 
prunet @ cnrm.meteo.fr 

where matrix K can be viewed as a general linear 
inverse of H. By taking account of (2) 

(3) = K H f + K E. 

One attempts to construct K such as i is a 
physically plausible solution as close as possible to f 
(that is, KH approaches the n x n identity matrix In), in 
such a manner that it prevents noise from 
contaminating the parameter estimates (i.e., K 
approaches the null matrix Onrn). There is subsequently 
a trade-off relationship between the sharpness of the 
solution and its accuracy. The matrix G = Ktl 
characterizes how f (the departure of the true profile 
from the linearization point) is smoothed by the retrieval 
process. The retrieval at any level j is an average of the 
whole true profile weighted by the i” row of G, and the 
lines of G are named the averaging kernels. The 
resolution of the retrieval problem is generally 
characterized by some measure. of the averaging 
kernels. 

The Mollifier regularization (MR) method, from which 
the Backus Gilbert approach (Backus and Gilbert, 1970) 
can be seen as a particular variant (Hansen, 1996), !s 
used here to find an explicit computation of the K matrix 
(and the associated matrix G) which finds a 
compromise between the resolution and the noise on 
the solution, (e.g., Backus and Gilbert, 1970; Conrathp 
1972; Rodgers, 1976). The resolution is based on the 
measurement of the spread of the averaging kernels 
One use here a definition of the spread proposed by 
Johnson and Gilbert (1 972) 

n n  

(4) 
k=l i r k  

where U is the Heaviside function, 9’‘ is the (j,l) element 
of G, and z’ is the height of level j. The Johnson-Gilbed 
measure shares the essential properties of the original 
Backus-Gilbert spread: when the averaging kernel is of 
gaussian, lorentzian, box, or triangular form, SI gives the 
full width at half maximum of the averaging kernel at 
level j, and assesses penalties for miscentering and 
sidelobes. The MR method minimizes si + y d 2, where 
8 is the noise standard deviation of the solution at level 
j. Details of the algebra are not given here. y allows one 
to trade off resolution against noise, so that one may 
find a solution with good resolution but poor noise, Or 
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vice versa. One can then plot trade-off diagrams, i.e., 
plots of resolution versus noise as a function of y. 

Other independent informations on the atmospheric 
state can be added to the data, under the form of prior 
statistical knowledge on the solution. These prior 
statistics can be included in MR formulation by using 
them as an extra set of measurements at high 
resolution (Rodgers, 1976), whose value is equal to the 
statistical mean of the prior knowledge, and whose error 
is given by the associated error covariance matrix. 
Since prior statistics are given at each discretized level 
of our problem, the weighting functions we attach to 
them will be represented by the In matrix (saying that 
we have a prior estimate of each element of the profile). 

3, APPLICATIONS TO THE STUDY OF HIRS-TOVS 
AND IASl DATA INFORMATION CONTENT 

In the context of an information content analysis of a 
given remote sounding instrument, MR approach should 
be applied to obtain different answers. It provides a 
framework for the estimation of the information content 
of the data alone; it should be combined with prior 
information to estimate their impact on the information 
content. Applications of MR method are illustrated 
below in the context of the information content analysis 
of the high spectral resolution IASl infrared remote 
sensor for EPSIMetop. The information content of the 
HIRS-TOVS instrument aboard the NOAA satellites is 
also examined for comparison with IASl performances. 

For each instrument, the measurement vector y 
consists of the brightness temperature in each of the 
corresponding spectral interval. The state vector x 
contains surface temperature and temperature and 
water vapor specific humidity. For this case study the 
atmosphere is assumed to be cloudless, the surface to 
be black, other atmospheric constituents to be constant. 
The well-studied Floyd meteorological situation of 10 
September 1993, 12 UTC, was chosen (see, e.g., 
Rabier el al., 1996, for its description) 

3.1 Instrument characterization 

In this section, the goal is to quantify the vertical 
resolution and accuracy on the state vector x provided 
by lASl or HIRS-TOVS data used without any other 
information on the atmosphere. For this characterization 
of the instruments, we first solve the Johnson-Gilbert 
minimization problem for a wide range of values of the 
trade-off parameter y, and compute the spread versus 
noise trade-off diagrams at each vertical level. This 
analysis shows that the estimation of the temperature 
(Figure 1) and humidity (Figure 2) is considerably 
improved when IASl measurements are used instead of 
the HIRS-TOVS data. The analysis of resolution versus 
noise behavior suggests that the performances of the 
IASl measurements are close to 1 K accuracy for 2 km 

resolution for temperature in the troposphere, and 
between 10 and 20 940 of relative error for 1 km 
resolution for the humidity in the low and mean 
troposphere. The same analysis shows broader results 
for HIRS-TOVS, for which the useful temperature 
information is limited to the troposphere with a 
maximum resolution of 2 km associated to noises 
between 1 and 5 K, and useful humidity information is 
limited to the low and mean troposphere with 50 Yo 
relative error associated with a resolution between 4 
and 6 km. 

3.2 Adding a ~r ior i  information 

We use below the MR approach with inclusion of 
prior statistics to investigate the information content of 
the IASl data in the context of two particular problems: 
the ‘climatological case’ with the minimal available 
climatological prior information; and the ‘forecast case’ 
concerning the use of IASl radiances for their 
assimilation in a given numerical weather prediction 
(NWP) system. The error covariance matrix associated 
to the ‘minimum’ knowledge of the terrestrial 
atmosphere used as prior information in the context of 
the climatological problem was computed empirically 
(Aires, pers. comm.) from the TlGR2 database (Chedin 
et al., 1985; Achard, 1991; Escobar, 1993) for 
temperature, and from the TIGR3 database (Chevalier 
et al., 1997) for humidity. The error covariance matrix 
for the forecast case is determined by averaging the 
non separable background error covariance matrices 
used by the ECMWF NWP system (Rabier and Mc 
Nally, 1993). In both cases, no correlation between 
temperature and humidity is assumed. 

The impact of adding a priori information on the 
performances of IASl data infomation content is 
summarized on Figure 3, in the case where 1 K noise in 
temperature and 10 % relative noise in humidity are 
specified. Figure 3 shows for each level of the 
discretized temperature and humidity profiles the 
associated vertical resolution, for some of the different 
configurations examined above. In term of temperature, 
the l W l k m  performances can not be reached using 
only the IASl data, which lead to a vertical resolution 
between 2 and 3 km in the troposphere for the 1 K 
noise level. However, the addition of the ‘minimal’ 
climatological information allows to strongly improve the 
results, and leads to a vertical resolution equal to or 
better than 1 km in the whole troposphere, and between 
1 and 2 km in the tropopause. Since this a priori 
information is always available, such performances are 
accessible with the IASl instrument. For humidity, 
results with IASl data only are very promising, with a 
vertical resolution between 1 and 2 km in the 
troposphere associated to the 10 % noise level, and the 
addition of the low quality climatological prior 
information have no impact on such good 
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performances, However, the combination of these data 
with high quality humidity information providing by a 
NWP model allows a significant inprovement of the 
resolution for the same noise level. particularly in the 
low troposphere. 
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P4.60B 4D VARIATIONAL ASSIMILATION OF OZONE AND DOPPLER WIND LIDAR DATA 

J .  Pailleux, A. Baverez, C. Cardinali and J.-N. Thkpaut' 
Mdtko-France, Centre National de Recherches M6tdorologiyues, Toulouse, France 

1. INTRODUCTION 

A 4D variational data assimilation (4D-Var) sys- 
tem has been developed at  ECMWF (Rabier et al., 
1996) in collaboration with Mkt6o-France (this is 
the so-called IFS/ARPEGE project). It allows a 
consistent use of the dynamics of the model and 
the observations available over a given time interval 
(Thdpaut et al., 1996). This system is already op- 
erational at ECMWF and tested in research mode 
at Mdtko-France with an operational goal towards 

We have decided to use this system to evaluate 
the impact of assimilating two types of observation 
which are not currently used (or available) in actual 
operational systems : namely ozone content data 
from TOVS (and possibly in the future ozone pro- 
files from IASI) and doppler wind lidar data. The 
impact study is performed in the context of Observ- 
ing System Simulated Experiments. 

1999-2000. 

2. 4D-VAR ASSIMILATION OF OZONE DATA 

Total ozone columns are observed twice daily 
through the TOVS/HIRS-2 instrument on board of 
NOAA-12 and NOAA-14. However, these obser- 
vations are not presently used in operational Nu- 
merical Weather Prediction (NWP) models, in spite 
of their potential interest. Considering the rela- 
tively long chemical lifetime of ozone, it is often 
considered as a passive tracer. Hence, it is expected 
that ozone observations (if consistently assimilated) 
could bring substantial information on wind fields, 
especially in the upper troposphere and in the lower 
stratosphere. 

In this study, the 4D-Var technique is applied to 
assimilate ozone. Because of the high demand of 
this technique in terms of computer resources, ex- 
periments are run at low resolution (T21 or T42) 
with a n  unstreched grid. The vertical resolution is 
the same as the operational one at MCtCo-France : 
27 levels, with the top near 10 hPa. 4D VAR is 
run without the "incremental" option. Ozone is as- 
sumed to be a passive tracer. The control variables 
of the minimization consist of winds, temperature 
and of surface pressure ; ozone is not included. This 

Corresponding a u t h o r  address: J.-N. Thhpaut, Mitio-  
France, CNRM/GMAP, 42 Avenue G .  Coriolis, 31057 
Toulouse, France 

means that ozone concentration is not analysed, al- 
though it is a diagnostic variable of the model : 
through the 4D VAR algorithm, ozone observations 
can alter control variables, especially winds, but not 
the initial ozone field. We make the implicit as- 
sumption that this initial 3D ozone field is perfect. 

We have chosen to carry out an experiment on 
February 1997, 19th. The 4D VAR assimilation ( 6  
or 12 hours long) is performed over a period start- 
ing at OOUTC. Ozone observations are needed from 
the 19th, OOUTC until the 19th, 12UTC. Adding a 
gaussian noise of the order of the estimated observa- 
tional error of loin full consistency with the model. 
Using this data set, we have been able to check the 
cost function minimization procedure and the fact 
that the wind increments produced at 100 hPa were 
consistent with the dynamics of the meteorological 
situation. 

So far, the initial 3D ozone field, consistent with 
the actual total ozone observations at OOUTC has 
been determined by means of a crude technique, 
relying on a climatology of ozone vertical profiles. 
This climatology depends only on the month and 
the latitude. One will consider a better first guess 
in the near future. Another weakness of the ex- 
periment framework comes from the relative poor 
vertical resolution of our model. An increase of 
the number of the vertical levels in the stratosphere 
should help for a better description of the Ozone 
distribution in the vertical. Last but not least, a 
real assimilation of ozone data will only be possible 
when the ozone field itself is considered as a con- 
trol variable of our system. This possibility should 
be implemented in the IFS/ARPEGE model by the 
middle of this year. 

3. 4D-VAR ASSIMILATION OF DOPPLER 
WIND LIDAR DATA. 

Up to now, current global space-based systems 
provide 3D information on temperature (mainly 
through TOVS data) or single-level wind (SATOB 
winds from Meteosat, surface scatterometer winds 
from ERS1/2). A 3D description of the wind field is 
still missing, and it is of utrnost importance to eval- 
uate the potential of this product as a prerequisite 
to a possible set-up of such a new global space-based 
system. 
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Atmospheric Dynamics Mission Free Flayer 
(ADM-FF) is a polar orbiting satellite supposed to 
fly a t  an height, of 480 km and carrying a Doppler 
Wind Lidar (DWL) instrument providing vertical 
profiles of wind on the Line of Sight (LOS) of t,he 
laser beam. The  beam orientation is alt,ernating 
from minus to plus 45 degrees with respect to  the 
satellite propagation direction. It is assumed that 
57 shots along a line of 50 km are integrated for the 
retrieval of one LOS profile. Shot accumulation in- 
creases the accuracy of the LOS wind by decreasing 
the measurement error and it allows to penetrate 
deeper into the atmosphere in cloudy conditions. 
The  shot accumulation is then expected to  be im- 
portant for the visibility of vertical wind shear. The 
horizontal resolution of ADM-FF is about 200 km 
with a swath-width of about 400 km and the vertical 
resolution is about 800 ni. 

The  ADM-FF scenario has been simulated from 5 
february 1993 at 00 UTC for one month period to- 
gether with all the conventional observations (Stof- 
felen and Marseille, 1998). The Simulated obser- 
vations are obtained from the nature run (the 1- 
month forecast) by adding some errors according to 
the typical error characteristics of each data  type. 

In order to assess the impact of using LOS wind 
da ta  in Numerical Weather Prediction (NWP),  a 
4D-Var assimilation system has been used again. 
The  variational analysis scheme is able to use the 
observed LOS wind directly and the model variables 
are applied to construct, by means of so called 'ob- 
servation operator', the equivalent of the observed 
qu anti t, y . 

Three assimilation experiments have been set up: 

- DWLl using only LOS wind observations. 

0 - CONTROL using height from SYNOP, 
DRIBU and TEMP, (u,v) wind components 
from AIREP, SATOB ,TEMP and PILOT 
and temperature (and/or geopotential) from 
AIREP and TEMP. 

- DWL2 using the same set of observations as 
CONTROL plus the LOS wind data.  

The  assimilations consist, of one (up t80 6) cycle of 
12-hour window starting on 5 February 1993 a t  12 
UTC. The experiments resolution is T42L27 either 
€or the trajectory computation or the cost-function 
minimization. The first guess field used is 4-day 
forecasts (ARPEGE model) a t  resolution T42 start- 
ing from the ECMWF re-analysis fields, on 1 Febru- 
ary 1993 at  12 UTC. The initial point of the mini- 
mizatioii is the first, guess field. 

Since we are in the context of OSSEs, a way of as- 
sessing the impact, of LOS winds in t,he assimilation 
is t,o check that the fit of the analysed t,rajectory 
to conventional observations is improved even when 
LOS wind d a h  have been used solely in the assim- 
ilation. 
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P4.64B NESDIS OPERATIONAL SOUNDING PRODUCT SYSTEMS FOR 
NOAA AND DMSP POLAR ORBITING SATELLITES 

Anthony L. Reale, Michael W. Chalfant and Ellen B. Brown 
NOAAMESDIS 

Washington D.C. 

1. INTRODUCTION 

The National Oceanic and Atmospheric Administration, 
National Environmental Satellite Data and Information 
Service (NOAANESDIS) provides operational satellite 
sounding products from two NOAA and Defense 
Meteorological Satellite Program (DMSP) polar orbiting 
satellites, respectively. N O M  satellites provide 
atmospheric radiometric measurements from the TlROS 
Operational Vertical Sounder (TOVS). TOVS consists of 
20-channel High-resolution Infra-red Radiation Sounder 
(HIRS), the 4-channel Microwave Sounding Unit (MSU) 
and 3channel SWospheric Sounding Unit (SSU). DMSP 
satellites provide measurements fiom the 7-channel Special 
Sensor Microwavenemperature (SSMn) and 5-channel 
Moisture (SSMIT2) atmospheric sounders. Together, 
these sounders provide an average of 8 sets of 
observations per day for most locations on the earth. 

The ascending node, equator crossover times for the 
NOAA polar orbiters are approximately 2:OO PM for N-14 
and 7:30 PM for N-I 1. Indications that the HIRS onboard 
N-12 was failing led to its replacement by N-11 during 
August, 1997. The crossover times for the DMSP 
sateOii are approximately 5:30 PM for F-13, and 8:30 PM 
for F-14. The F-13 satellite does not contain an SSMIT2 
sounder, and the S S W 1  onboard F-14 failed (July, 1997) 
shortly after launch. 

2. SCfENTlFlC ALGORlTff MS 

2.1 NOAA 

The Revised-TOVS (RTOVS) sounding system (Reale, 
1995a) replaced the TOVS system (Reale, 1995b) for 
NOAA-I4 in October, and for NOM-11 in November, 
1997. RTOVS represents the transition system for 
processing TOVS data in preparation for the next 
generatjon Advanced-TOVS sounder planned for the 
NOM-K,L,M series satellites. NOM-K launch is currently 
scheduled for May, 1998. Although similar to TOVS, a 
number of system and science upgrades were installed in 
RTOVS. These are 8Ummarized below. 

The operational product systems for RTOVS contain two 
principle sub-systems for: 
a. online orbit processing, and 
b. offline support. 

*Corresponding author eddress: Anthony L. Reale, 
uRA2, NOAANESDIS, Washington O.C., 20233; e-mail: 
treale@nesdis.noaa.gov 

2.1.1 Online 

The orbital Drocessing system includes the following: 
0 preprocessing, 
0 radiance temperature adjustments, 
0 contamination (ie, cloud) detection, 
0 first guess and retrieval, 
0 product distribution and archive. 

Preprocessing mainly concerns the instrument calibration. 

Radiance temperatures are adjusted to the nadir view 
(NOM sounders are cross-track scanners) using a new 
approach for limb adjustment &Vark, 1 OQ3). 

In general, adjusted radiance temperatures from RTOVS 
are similar to TOVS. Two differences are noteworthy: 
0 HlRS window channel 8 k no longer adjusted for 

water vapor attenuation, and 
0 MSU channel 2 is no longer adjusted to an 

emissivity of 1. 

Contamination detection concerns the identification of 
clouds in the HlRS field-of-view (fov) and precipitation in 
the microwave fov. The use of Advanced Very High 
Resolution Radiometer (AVHRR) data for cloud detection 
enhances this capabili relative to TOVS. Overall, the 
occurrence of false clears are reduced for RTOVS 
compared to TOVS, and cloud corrected soundings (ie, 
nstars) are not (currently) produced. 

Procedures to compute the first guess rely on a libraty 
search approach similar to TOVS. Modifications in 
RTOVS mainly involved the use of radiance temperature 
eigenvectors when computing the guess. A unique first 
guess is computed for each sounding. 

The retrieval approach is a minimum- variance, I 

simultaneous technique given by (1): 

T - T, = S A '  (ASA'  + NF' (R-R,) (1) 

where the subscript f indicates the matrix transpose, -1 
the inverse, and 

T: final soundings products vector, (132 x I), 
To: first guess products vector, (132 x l), 
S: first guegs covariance matrix, (1 32 x 132), 
A: sounder channel weighting matrix, (27 x 132), 
N: noise covariance matrix, (27 x 27), 
R: observed radiance temperature vector, (27 x I), and 
R,: first guess radiance temperature vector, (27 x 1). 
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The (internal) products vector (T) includes 100 levels of 
atmospheric temperature, 31 levels of moisture, and 
surface temperature. The dimension 27 denotes the 
complete array of TOVS channels (not all are used). 

The A, S, and N matrices are the components of the 
retrieval operator. Separate operators for up to 46 
categories, stratified by terrain, latitude and sounding type 
(ie, dear versus cloudy) are computed and updated weekly 
(Section 2.1.2). 

The retrieval step for RTOVS occurs as a single solution 
from .I to 1000 mb (plus surface). This differs from TOVS 
which merged separate solutions below and above 50 
and 10 mb, respectively. This has resulted in more 
vertically consistent soundings, particularly above 10 mb. 

The end result of orbital processing are the operational 
atmospheric sounding products which include: 
0 initial radiometeric observations 
0 adjusted radiometric observations, 
0 derived temperature and moisture soundings, 
0 cloud products, total ozone and radiation budget 

Approximately 50,000 soundings per satellite (20% more 
than TOVS) are distributed daily for RTOVS and archived 
(e-mail: ebrown~~esdis.noee.gov). Links include: 
0 National Weather Service (NOM), 
0 United Kingdom Meteorological Oftice, 
0 Global Telecommunications System,, and 
0 Shared Processing Network. 

2.1.2 Offline 

The Offline systems provide both tuning and evaluation 
functions which are critical to maintain the scientific integrity 
of the orbital sounding products. 

Offline systems routinely compile and update ; 
0 radiance temperature datasets, 
0 collocated radiosonde and satellite product 

0 cloud detection coefficients, 
0 first guess libraries, and 
0 

datasets, 

first guess and retrieval coefficients. 

The radiance and collocaction datasets are updated daily. 

The radiance temperature datasets are used to update 
cloud detection coefficients on a weekly basis, and limb 
correction coefficients as needed. 

The collocation datasets are used to update the first guess 
libraries daily, and the first guess and retrieval coefficients 
weekly. 

Modhications of the oftline system include: 
0 
0 
0 
0 
0 

new limb adjustment method (Wark, 1993), 
use of AVHRR for cloud detection, 
better sampling (particularly for collocations), 
use of lirst guess eigenvectors, and 
use of first guess in retrieval 'S' matrix. 

The new limb adjustment method is solely measurement 
dependent (ie, unique per sounder). 

AVHRR channels were incorporated as additional statistical 
tests for cloud detection. 

The compilation of collocation data sets was improved to 
maintain better global and temporal distributions of 
meteorologically representawe observations. 

The computation of first guess eigenvectors replaced the 
radiance covariance matrix for use in the search. 

The cornputatton of Smatrices replaced the precomputed 
matrices used in TOVS, and uses "first guess minus 
radiosonde' differences to compute covariances. 

The collocation datasets are used to compile weekly 
evaluation statistics, similar to Fig. 1. Both are archived 
(ebrown@nesdis.noaa.gov). 

2.2 DMSP 

Operational products for DMSP are provided from the 
S S M I  and SSMIT2 sounders onboard the F13 and F14. 

Overthe past few years, much effort has been focused on 
minimizing differences between the system and scientific 
approaches deployed in the N O M  and DMSP sounding 
product systems (Reale, 1995b). The reault has been 
improved consistency between N O M  and DMSP 
operational sounding products, and more efficient 
operational maintenance. Remaining differences are 
summarized below. 

2.2.1 SSM/TI 

Similar to RTOVS, the product systems for SSM/Tl 
contain online and offline subsystems. 

Online, the orbital processing system includes: 
0 preprocessing, 
0 contamination ( precipitation) detection 
0 radiance temperature adjustments 
0 first guess and retrieval, 
0 products distribution and archive. 

Clouds do not affect microwave emissions. Precipitation is 
screened based on cloud liquid water (chrv) (Fleming, 
1991). 

timb adjusted radiance temperature are further adjusted 
for radiative transfer model bias (Fleming, 1991). 

The first guess and retrieval steps are similar to RTOVS, 
differences include: 
0 use of M a s  adjusted radiance temperatures 

(except channel 5) for first g u m  and retrieval, 
0 the first guess approach uses radiance 

covariance (similar to TOVS), and 
0 the mbieval operator (over 7 channels) is uniquely 

determined (A matrix) for each sounding. 
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Approximately 20,000 S S W I  soundings are distributed 
daily over the Shared Processing Network and archived. 
(ebrown@nesdis.noaa.gov). 

Offline, the tuning and evaluation functions include the 
daily and weekly compilation and updating of: 
0 radiosonde and satellite collocation data sets, 
0 first guess libraries, and 
0 radiance bias coefficients, 
0 first guess and retrieval coefficients. 

Radiance bias coefficients (Fleming, 1991) are updated 
weekly using the first guess libraries, and the OPTRAN 
radiative transfer modd (McMillin, 1995); adjustments 
assume a surface emissivity of 1. 

The bias adjusted radiances stored on the first guess library 
are also updated weekly, providing a more consistent first 
guess from week to week. 

A radiance covariance matrix based on the (radiance 
temperatures stored on the) first guess libraries is updated 
weekly for use in the first guess computation. 

The S matrix of the retrieval operator is calculated weekly 
(from the first guess libraries), based on the radiosondes. 

The collocation datasets are used to compile weekly 
evaluation statistics similar to Fig. 1. Both are archived. 
(ebro Wn~esdis,nO88.gOV). 

Offline, the tuning and evaluation functions are similar to 
SSM/T? , differences are summarized below. 

The surface emissivity for radiance bias adjustment is : 
0 .65 over sea, and 
0 .95 over land. 

The cIw is included as a predictor (over sea) for radiance 
bias adjustment 

Retrieval coefficients are based on statistical regression 
using the collocations (first guess library). Coefficients are 
global, segregated by sea and nonsea (including ice), and 
updated weekly. 

The collocation datasets are used to compile weekly 
evaluation statistics similar to Fig. 2. 

3. EVALUATION RESULTS 

Evaluation strategies deployed at NESDIS in support of 
operational sounding products include 
0 vertical accuracy statistics based on collocated 

radiosonde and satellite ensembles, 
0 field comparison between sounding products and 

numerical weather prediction (nwp) forecasts, and 
0 indiiual comparison to collocated radiosondes: 

Vertical accuracy Statistics comparing NOAA and DMSP 
soundings to radiosondes are shown in Figs. 1 and 2. 

2.2.2 SSMiT2 

Product systems for the S S M 2  high resolution moisture 
soundings have been operational at NESDlS since 1906. 
Similar to RTOVS and SSMiTl, two sub-systems for 
online and offline processing are operated. 

Fig. 1 compares RTOVS and TOVS for all soundings in 
the latitude belt 90N to 30N, over the first two weeks in 
February, 1998. Bias and standard deviation statistics of 
satellite minus radiosonde temperatures are shown for 
each level (1000 mb to 30 mb), with pressure on the left 
axis; the sample size is approximately 400. 

Online, the orbital processing system includes 
0 preprocessing, 
0 chv computation and screening, 
0 radiance temperature adjustments, 
o . library search for first guess moisture, 
0 append SSM/T1 sounding (if available), 
0 a statistical regression moisture retrieval, 
0 product distribution and archive. 

Cloud liquid water is computed (Fleming, 1991), and used 
to idem contamination, and as an additional predictor for 
radiance bias adjustment. 

The first guess approach is simlar to SSM/TI except that 
bias adjusted T2 data are not used over land (and ice). 

The retrieval step is a global, statistical regression. Bias 
adjusted radiance temperatures (limb adjusted over land) 
are used to retrieve atmospheric profiles of water vapor 
mixing ratio. Temperature information is not required. 

Approxjmately 250,000 SSMTT;! soundings are disMbuted 
daily over the Shared Processing Network and archived 
(ebrown@nesdis.noea.gov). 

Fig. 2 illustrates SSM/T2 minus radiosonde moisture 
(mixing ratio in glkg) differences from the 30N to 30s 
latihrde belt, sea only, over the first two weeks in February, 
lQ98. Bias and standard deviations are shown as % 
differences (muttiplyx-axis by 100). Pressure (mb), along 
with the mean mixing ratio is shown along y-axis; the 
sample size is 900. 

The ensemble 8taWcs shown are useful in assessing 
overall product performance. For example: 
0 RTOVS products are comparable to TOVS, and 
0 SSMTT2 moisture appears unbiased with errors 

on the order of 1.5 g/kg below 700 mb. 

However, ensemble statistics assume the radiosonde is 
truth, and don’t provide much meteorological analysis, for 
example, in the vicinity of gradients and fronts. Such 
analps is routinely doneat NESDIS (Reale, 1Q95c), and 
resub indicate that derived sounding products are: 
0 
0 
0 

0 

consistent for NOAA versus DMSP, 
representative of global (and regional) weather, 
horizontally and vertically consistent with sounder 
radiometric data, and 
useful information in the context of nwp. 
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Figure 1: RTOVS (solid) versus TOVS (dashed) 
temperature accuracy statistics (see text for details) 

4.0 FUTURE PLANS 

NESDIS plans to implement the ATOVS sounding system 
Nark, 1995) later in 1998, pending the successful launch 
of NOM-K . Prototype systems to process ATOVS are 
currently functioning at NESDIS (Casey, 1995). 

Sounding products from ATOVS (Wark, 1995) are 
expected to be improved relative to RTOVS, particularly for 
(cloudy) soundings near the surface and tropopause, 
moisture, and cloud products. 

The volume of data expected from ATOVS, at full 
resolution, represents a 5-fold increase compared to 
RTOVS, plus an additional 1.6 million AMSU-B high 
resolution moisture soundings per day. Since this will 
overwhelm most ( i  not all) users, sub-sampling strategies 
and distribution link upgrades (ie, GTS) are imminent. 
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ABSTRACT 
Improvements of cloud microphysics parameteriza- 

tions in general circulation models need accurate esti- 
mates of, actual hydrometeor distributions. These can 
only be obtained from satellite measurements since 
global and continuous coverage is required. The Tropi- 
cal Rainfall Measuring Mission (TRMM) is the first mis- 
sion dedicated to this task that includes the first 
spaceborne Precipitation Radar (PR). 

In this paper the combined use of instruments on- 
board TRMM is proposed by the synergy of data from 
the PR, the TRMM Microwave Imager (TMI) and the Vi- 
sible/lnfrarecl Scanner (VIRS) for surface rainfall retrie- 
val. PR data provides the most accurate near-surface 
rainfall estimates, profiles of backscatter as well as 
cloud type classification over a narrow swath of 220 
km. This information is used to calibrate low-resolution 
(ca. 1100 km2) TMI and high resolution (ca. 40 km2) 
VlRS supported rainfall retrievals for application over 
the wide swath covering 720 km. 

1. INTRODUCTION 
So far, rainfall retrievals were mainly based on eit- 

her passive microwave observations from polar orbi- 
ting satellites or inversion of infrared cloud top 
temperatures from geostationary satellites. While the 
first provided the physically most consistent approach 
their products suffered from severe sampling errors in- 
troduced by a comparably poor temporal observation 
frequency. This allowed the rather statistically organi- 
zed infrared methods to outperform all other methods 
when monthly climatological products were envisaged. 
The strenghs and weaknesses of each principle lead to 
combination strategies employing both geostationary 
and polar orbiting satellites, mainly by calibrating infra- 

* Corresponding author address: Lars-C. Schanz, 
German Aerospace Center (DLR), 51 170 Cologne, 
Germany; e-mail: lars.schanz@dlr.de 

red products by passive microwave estimates conti- 
nuously updated at times of coincidence (e.g. Adler et 
al., 1991); Sheu et al., 1996). TRMM however, allows 
a direct combination of all those sensors suitable for 
single and combined rainfall retrieval with the outstan- 
ding opportunity of data from the first rainfall radar in 
space. Remaining shortcomings are the narrow swath 
coverage of the PR which requires sophisticated me- 
thods for retrieving a continous set of parameters over 
the wide swath by transfer of calibration functions ob- 
tained from the narrow swath where data from all in- 
struments is available. 

2. ALGORITHM STRUCTURE 
The principal structure of the algorithm proposed is 

outlined in figure 1. The algorithm is separated into two 
different applications, Le., the components to the right 

Oceanonly I Land + Ocean 

Geornelrlcal Corrwllon 

(=? 

of the dashed line are only applicable over land sur- 
faces while both parts are to be included over oceans. 
In order to maintain a high resolution rainrate field on 
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the wide swath two products are generated from com- 
bination of TMI and VIRS. The low resolution rainrates 
are estimated on a deconvolved grid (26 km x 42 km) 
from 11 and 19 GHz TMI measurements (Bauer and 
Bennartz, 1998). These channels respond rather li- 
nearly to the rainwater column thus are expected to 
provide a reliable average surface rainrate. The TMI 85 
GHz and VlRS measurements are used to produce an 
obviously less physically consistent surface rainrate on 
a high resolution grid (5 km x 5 km) after a geometrical 
correction of viewing-geometry projection effects (Bau- 
er et. a1 1998). Both retrievals are generated over the 
narrow swath and become validated and calibrated by 
the standard PR surface rainfall estimate which is ad- 
justed to the above grids. Key parameters for the sup- 
port of all retrievals are the liquid and ice water paths. 

The obtained calibration functions are assumed to 
remain constant when applied to the wide swath, i.e., 
the two TMI-VIRS products are then applied over the 
wide-swath. Another quality check is introduced by 
comparing the TMI 85 GHz - VlRS and the TMI 11-19 
GHz products after another resolution adjustment. For 
retrievals over land the low-resolution TMI product has 
to be excluded since the radiometric response to rain- 
cloud quantities is rather questionable, however, these 
channels provide useful information about surface pro- 
perties to determine the lower radiation boundary con- 
dition. Since the 85 GHz signature is strongly 
decoupled from the lower cloud layers some additional 
information about the cloud structure is needed to clas- 
sify the actual situation. For example, Anagnostou and 
Kummerow (1 997) proposed the comparison of each 
85 GHz pixel with its surrounding neighbours providing 
the variability of the cloud structure. In our algorithm an 
IR cloud classifier is used together with statistical out- 
put from the 85 GHz channel cloud classification pro- 
cedure. Thus VlRS introduces primarily cloud type and 
Cloud coverage information. 

3. DATA 
Fig. 2 presents an example of VlRS channel image- 

ry and signatures along the cross-section indicated by 
the white line in Fig. 2c over a South Pacific cyclone 
Observed on January 9th, 1998. In Figs. 2a und 2b the 
radiances and standard deviations (within 1 1 x l  1 pixel 
matrices) of the infrared VlRS channels 4 (solid line) 
and 5 (dotted line) are shown. Fig.3 shows TMI bright- 
ness temperatures, polarization differences and spatial 
standard deviations of 85 GHz brightness tempera- 
tures and associated polarization differences for 5 x 5 
Pixel matrices. A vertical cross section of the radar 
backscatter is displayed in Figure 3d. Note the bright 
band caused by melting hydrometeors in the radar 
data at approx. 4 km altitude. Obviously, a strong rela- 
tionship between the PR and TMI data is found. The re- 
gions of higher reflectivity in the PR data correspond 

very well with an increase in 11 and 19 GHz brightness 
temperatures (Tb) and a decrease in the brightness 
temperature differences (ATb). Due to its coarse spatial 
resolution 11 GHz data show a slightly weaker respon- 
se to the rain liquid water especially in the brightness 
temperature differences compared to the other fre- 
quencies. 

This demonstrates the need to raise the signal dy- 
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Flg.2: VlRS channel 4 (solid) and 5 (dotted) radi- 
ances (a) and their standard deviation within 
11x1 1 Matrices (b) along the cross-section indi- 
cated by the white line in Figure 2c. 

namic and the spatial resolution by using a deconvolu- 
tion technique. 

In contrast the 85GHZ channel shows a different 
behaviour. The large optical depth of the raining clouds 
causes a decreasing Tb signal compared to the surface 
emissivity due to scattering by ice particles near the 
cloud top. Over very thick clouds the signal is comple- 
tely decoupled from the surface leading to vanishing 
brightness temperature differences as can be seen 
between 184 and 197 degrees longitude in figure 3b). 
Additionally, useful information can be achieved by 
considering the standard deviation oTd within a 5x5 
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matrices around each 85 GHz pixel. While the stan- 
dard deviation of ATb (dotted) shows no significant de- 
tail, the standard deviation of the 85 GHz vertically 
polarized brightness temperature represent well the 
horizontal structure of the cloud field . 

1x0 I W  200 210 
Longitude (degrees) 

I , .p* - ( d W  
20 25 30 35 40 45 5 0  

Fig.3: Vertically polarized brightness tempera- 
tures at 85 GHz (solid), 37 GHz (dashed), 19 GHz 
(dotted), and 11 GHz (dash-dotted) (a) as well as 
polarization differences (b) and standard devia- 
tions within 5x5 matrices of brightness tempera- 
tures at 85 GHz (v) (solid) and polarization 
differences at 85 GHz (dotted). Corresponding PR 
reflectivities are shown in (d). 

The use of VlRS data alone requires computatio- 
nally demanding cloud classification techniques for the 
distincton of several cloud types and surface rain area. 
But the additional use of 85 GHz data provides suppor- 
ting information. In the chosen example the clouds on 
the right side of the storm show nearly the same beha- 
viour in absolute values as those on the left side. The 
85 GHz T,s allow a definite distinction between those 
regions and help to distinct cirrus clouds and cold tops 
of raining clouds in the VlRS data. On the other hand, 
the VlRS measurements allow a better discrimination 
of cloud fields and their characterization. The variability 
in the differences of VlRS channels 4 and 5 makes it 

worthwhile to test several split window techniques. 

4. OUTLOOK 
For the envisaged approach, a large number and 

variety of observed situations is essential. Since the 
inclusion of VlRS data requires statistical means as do 
recently discussed radiometric stratiform-convective 
classification schemes great effort has to be spent on 
developing the required indicators and their adjustment 
to raincloud microphysics. 
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1. INTRODUCTION 

Ocean data assimilation is used at ECMWF to 
provide initial conditions for the ocean component of a 
coupled model used to produce seasonal forecasts. 
The primary aim of the coupled model is, inter alia, the 
production of good SST forecasts of the ENS0 
phenomenon and related atmospheric climate analyses. 
The present ocean data assimilation scheme uses only 
in situ observations of temperature. This paper begins 
to investigate the potential benefit of assimilating 
satellite sea level data into the ocean model. 

Firstly, the sea level produced by the current 
optimum interpolation system, which uses only in situ 
subsurface temperature observations, is compared with 
altimeter measurements. This enables an assessment 
of where the altimeter data may be of most benefit. 

Secondly, the altimeter assimilation scheme of 
Cooper and Haines (1996) is investigated using the 
ocean model. In this first study only modelled sea level 
data are assimilated in twin idealised experiments, 
where the integration from one model is taken to be 
reality. This enables the performance of the assimilation 
scheme to be assessed as both the sea level and sub- 
surface sea state are known. Only the assimilation of 
altimeter data by itself has been considered in this 
study. Although the model used is global and the sea 
level assimilation is applied globally, attention in this 
paper is limited to the tropical Pacific since that is the 
region with largest impact on seasonal forecasts. 

The ocean model used is HOPE (Hamburg Ocean 
Primitive Equation model), described by Wolff et a/. 
(1997). The model is forced at the surface with 
specified fluxes of heat, momentum and freshwater. 
Additional relaxation terms for temperature and salt are 
used to constrain these fields, mainly at the surface, as 
described later. 

2. MODEL DATA COMPARISON 

2.1 Model intearations 

Sea level anomalies from two ocean model 
integrations were compared with the Historical 

Corresponding author address: J. Alves, European Centre 
for Medium-Range Weather Forecasts, Shinfield Park, 
Reading, Berkshire, RG2 9AX, England; email: 
nea@ecrnwf.int 
** Meteorology Department, University of Edinburgh 

Homogeneous (HH) data obtained by combining ERS2 
altimetry with TopexlPoseidon (T/P) measurements. 
This data set is produced by CLS Space Ocean 
Division as part of the Environment and Climate EC 
projects AGORA (ENV4-CT9560113) and DUACS 
(ENV4-CT96-0357). The griding method used is 
described by Le Traon et a/. (1997). In the first 
integration (control), the HOPE ocean model was forced 
by ECMWF Re-Analysis (ERA) wind stresses, heat 
fluxes and precipitation minus evaporation. In the 
second experiment (assimilation), in addition to the 
above forcing the existing optimal interpolation scheme 
was used to assimilate sub-surface temperature 
observations from the TOGA-TAO array and XBTs into 
the ocean model. Assimilation was carried out every 10 
days and the increments were added gradually in 
between each assimilation to avoid exciting gravity 
waves. These model runs stretch over the period from 
1990 to 1996. The mean sea level for 1993 to 1995 is 
computed as well as the mean annual cycle of the 
three years. Both means are subtracted from the model 
results in separate steps. After interpolation of the 
TOPEWPOSEIDON data to the model grid, inter annual 
sea level anomalies and the seasonal cycle from the 
model can be compared with the HH-data. 

2.2 Comparison between model and data 

Differences in sea level (anomaly from 1993 to 1995 
annual mean) between the model with and without 
data assimilation and the HH-data have been compared 
for each month. Figure l a  shows, as an example, the 
sea level anomaly difference between T/P data and the 
control run. Figure l b  shows the difference between 
T/P and the assimilation experiment. The figures 
represent a January mean for the years 1993 to 1995, 
but with the annual mean state for this period removed. 

Both integrations (Fig. la,b) produced a lower sea 
level in the westem Pacific and higher elevation east of 
the dateline than the altimeter data, implying that the 
model's zonal gradient in the sea level anomaly in the 
equatorial Pacific is too weak in January. 

A reduction of the differences is expected after 
assimilation of TAOlXBT data, especially in the region 
of the TAO array. Evidence for that can be found e.g. 
between the dateline and 150"E at lVS, where sea 
level differences are reduced from up to 6 cm to less 
than 2.5 cm. Differences are highest in the area of 
Indonesian through flow, reaching over 10 cm in the 
most western areas of the Pacific and the Banda Strait 

9TH SAT MET/OCEAN 607 



and even more than 20 cm in the Gulf of Carpentaria. 
In these areas however, observations are thought to be 
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FIG. 1. Error in the model sea level (a) TopexlPoseidon minus 
control (b) TopexlPoseidon minus assimilation. The annual 
mean for 1993-1995 has been removed. Contours are every 
2.5 cm and the zero contour is missing. 

less reliable due to the large number of islands and, as 
in the Gulf of Carpentaria, tidal noise. This is also the 
region where the model is known to have large errors, 
particularly in the salinity field, associated with too 
much through flow from the Pacific to the Indian 
oceans. In the western equatorial Pacific using data 
assimilation has resulted in a small reduction in the 
areas with regions reaching over 5 cm being reduced to 
less than 5 cm. In general the sub-surface data 
assimilation of TAOMBT data has lead to a small 
decrease in the sea level errors. However significant 
errors still remain both in the TAO region and outside. 
The fact that significant errors still remain in the TAO 
region could be attributed to several causes: (a) the 
sub-surface data assimilation has not constrained the 
model evolution sufficiently close to the TAO data, (b) 
there are significant errors in the salinity field and (c) 
there may be errors in the altimeter data. 

Errors in the control and assimilation runs were also 
investigated for the other months. In each case, 
although in the assimilation run the errors were 
reduced, there still remained significant errors in the 

(b) 140E 180E 140W lOOW 1 

model state compared with the altimeter data. For 
example, in July the error in the western Pacific in the 
control run was up to 10 cm at 15'5 and west of the 
dateline. This error was slightly reduced by the 
assimilation of TAOMBT data (still up to 9 cm). In the 
eastem Pacific the errors were within +/- 2.5 cm in 
general. Stronger deviations of more than 5 cm were 
present at 1O"N and centred at about 150"W. In the 
eastern Indian ocean differences were relatively high 
(up to 15 cm in the control and up to 10 cm in the 
assimilation run), whereas they were low in the area of 
the Indonesian through flow (less than +/- 2.5 cm). 

2.3 Time evolution 

A first step in evaluating the impact of 
TopedPoseidon sea level observations, in particular 
with El Nino predictions, is the identification of 
equatorial Kelvin and off-equatorial Rossby waves in 
the data set. Hovmoller diagrams of the sea level at the 
equator and 5" north and south of the equator were 
created to identify these waves. Overall, the agreement 
between interannual variations of simulated sea level 
and altimeter observations is much higher than for the 
climatological mean, This could point to an error in the 
mean state of the model. 

The potential of the altimeter data to improve the 
model's state arises mainly from two features. Firstly 
data are provided outside the TAO region in the Pacific 
and in the Indian and Atlantic oceans, where other 
observations are sparse. Secondly the altimeter data 
reflects the combined effects from salinity and 
temperature integrated over the water column. This 
means that where there are in situ observations of 
temperature, altimeter data may help with correcting 
errors in the salinity field. 

3. ALTIMETER ASSIMILATION EXPERIMENTS 

3.1 Introduction 

In this section the HOPE ocean model is used to 
investigate the potential impact of altimeter data. Sea 
level data from one model integration is assimilated into 
another integration in a twin experiment environment. 

Three different ways in which altimeter assimilation 
may be useful have been investigated. These were: the 
ability of altimeter data to correct for errors in the initial 
state, the abillty of attimeter data to correct for emors in 
the model evolution due to errors in the surface forcing 
and wether assimilation of mean sea level would reduce 
drift in the model mean state. These are discussed in 
turn in the sections to follow. 

The method used tor assimilating sea surface height 
is based on that of Cooper and Haines (1996). In this 
scheme when the sea level is too high the model water 
columns are displaced upwards and some light surface 
waters are lost and replaced by some denser bottom 
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waters. Similarly when the model sea level is too low 
the model water columns are lowered. The amount of 
vertical displacement is set uniquely by keeping the 
bottom pressure constant. 

(a) It is local and derived purely dynamically, i.e. is 
model independent and is easy to apply. 
(b) It preserves the water column T/S relationship. 
(c) It presetves the volume of each water mass and 
hence their stratification on potential density surfaces, 
except at the top and bottom. It cannot initiate 
convection. 
(d) By not changing the bottom pressure it avoids 
changing bottom torques and hence reduces 
interactions with strong topography. 

The useful properties of this method are: 

3.2. Correction of initial state errors 

L O  

First the ability of sea level data to correct for 

(b) 
FIG. 2. Errors in the 20 C isotherm depth (a) before sea level 
assimilation and (b) after sea level assimilation. Contours are 
every 10 m and the zero contour is not shown. 

errors in an initial state was studied in a twin 
experiment environment. To do this a model integration 
(control) was performed which was then repeated but 
using a different initial state, first without data 
assimilation and then assimilating the surface height 
from the integration with the correct initial conditions. 

Figure 2 shows the impact of the first assimilation 
throughout the whole tropical Pacific. Errors in sea level 
arise largely from errors in the thermal structure of the 
upper 300 m and hence heat content errors are 
strongly related to sea level errors. Therefore, the 
assimilation had a large impact in reducing the errors in 
the heat content. 

Heat and salt content are vertical integral measures, 
each contributing to the vertically integrated density. 
Horizontal gradients of the surface height depend on 
the horizontal gradients of vertically integrated density 
(more precisely bottom pressure gradients). One would 
thus expect that sea level assimilation would have a 
significant impact on the heat and salt content. It may 
be more difficult to correct for errors in other quantities, 
such as, the depth of the 20" C isotherm, which only 
apply at specific depths. Never the less, errors in the 
depth of the 20°C isotherm (figs. 2a and 2b) have, 
almost everywhere, been significantly reduced by the 
assimilation. Before assimilation there is a large error in 
the gradient across the equatorial Pacific. The 20°C 
isotherm depth is some 20 m too deep near the date 
line and up to 25 m too shallow in the east Pacific. Wlh 
data assimilation this gradient error is more or less 
removed, the remaining local errors being generally less 
than 10 m in magnitude. Off the equator the errors are 
also significantly reduced. 

Most of the correction of errors in the model 
evolution were achieved by the first one or two 
assimilations. Subsequent assimilations had little 
impact. Errors still remained after two years and these 
were similar in the integrations with and without data 
assimilation, although slightly smaller in magnitude in 
experiments with data assimilation. These were 
believed to be the errors which could not be removed 
either by the assimilation or by using the correct 
surface forcing in the first few months. They simply 
propagated westwards as Rossby waves off the 
equator, eventually reflecting off the western boundary 
and propagating along the equator as Kelvin waves. 
The time scale for reducing these errors may be 
several years, associated with the time scale for 
Rossby waves to propagate across the tropical Pacific. 

3.3 Correction of surface forcina errors 

A second set of experiments was aimed at 
investigating the ability of sea level assimilation to 
correct for errors in the surface forcing. An integration 
with erroneous surface forcing was produced by using 
surface fluxes from a different source; those from the 
ECMWF operational archives rather than those from the 
ERA archives. The ability of the sea level assimilation 
to correct for the errors in the forcing was then 
investigated by assimilating the sea level from the ERA 
forced integration into an integration forced by the 
operational surface forcing. 

The model evolution on and off the equator was 
investigated by looking at sections of sea level error 
and 20°C isotherm error across the equator. The results 
are consistent at different longitudes and are 
summarised for the 20°C isotherm depth in figs. 3a and 
3b, which show these errors, without and with 
assimilation, for a timehatitude section along the date 
line. Without data assimilation the errors in both sea 
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level and 20°C isotherm depth are largest off the 
equator (fig. 3b). For example, sea level errors reach 
around 10 cm at 15”s where the 20°C isotherm error is 
over 20 m too deep. With sea level assimilation and for 
regions more than 5 or so degrees off the equator, the 
errors in both sea level and 20°C isotherm depth are 
almost completely removed; in general sea level errors 
are less than 1 cm and 20°C isotherm errors are less 
than 5 m. It is only along the equatorial strip that 
significant errors still remain which on occasions are 
made worse by data assimilation. This is likely to be 
because this is the region where errors propogate to 
the east as fast Kelvin waves. The method of adding 
the increments gradually over 10 days does not 
completely remove the Kelvin wave because it has 
propagated before the increments are fully added. 

I m”m rwm-cv? 1 
(b) 
FIG. 3. Time evolution of the 20 C isothetm errors due to 
using the wrong surface forcing without (a) and with(b) sea 
level data assimilation. Contours are every 5 m and there is 
no zero contour. 
3.4 Correction of model drift 

Many altimeter assimilation schemes in use only 
assimilate sea level anomalies about some mean state. 
Because it has not been possible to measure the 
earth’s geoid accurately enough, the altimeter 
measurements only provide a measure of the sea level 
departure from some time mean state. However, in the 
near future it may be possible to obtain accurate 
enough measurements of the geoid. Alternatively some 
climatological mean state could be used to provide an 
absolute sea level for altimeter data. In this section the 
benefit of assimilating the mean sea level state is 
examined, in particular the ability of mean sea level 

assimilation to control the mean state in a model with 
drift. This was addressed using model integrations with 
climatological forcing to avoid interannual variability. 

For about two years or so the sea level assimilation 
significantly reduced the errors in the model evolution, 
i.e. it controlled the model drift. However, in the last two 
years of the four year integrations the model state 
began to drift, although this was in a different manner 
to the drift without assimilation. In the tropics the heat 
content began to increase as did the depth of the 20°C 
isotherm. By the end of the fourth year the errors were 
of a similar magnitude to those experiments without 
data assimilation and they were still growing. Because 
the HOPE model is a z-coordinate model and is 
incompressible the absolute value of the mean sea 
level is not an explicit model variable. This means that 
sea level assimilation can only effectively correct 
gradients in the sea level height but not its absolute 
value. As a consequence the mean density is not 
controlled; for example, the ocean model can heat up 
globally which leads to a decrease in global mean 
density but this has no impact on the mean sea level. 

4. CONCLUSIONS 

This first study has demonstrated that altimeter data 
alone have the potential to reduce errors in the model 
evolution when they are assimilated into the model. In 
particular, it showed a great potential in reducing errors 
in the model evolution due to errors in the surface 
forcing. One limitation may be that altimeter data alone 
may not be able to control the mean state; this remains 
to be investigated further. 

Much work remains to be done to further assess the 
benefit of the data within a full assimilation suite. For 
example, it was assumed here that altimeter data were 
available everywhere. Furthermore the benefit of 
altimeter data when there are in situ data also present 
is another area requiring considerable attention. Even 
so many areas of the ocean remain without in situ 
observations for long periods of time. Altimeter data 
may also be useful in providing some information on 
salinity when there are in situ temperature data. 
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Abstract 

The reformation time of the temperature gra- 
dient within the thermal skin layer of the sea sur- 
face (top few hundred microns to  a few millime- 
ters) after a disruptive event such as wave break- 
ing is calculated. A theoretical model of the heat 
transfer mechanisms in the skin layer is devel- 
oped which takes into account molecular conduc- 
tion, emission of IR radiation within the water, 
the evaporation of water, sensible heat flux and 
net IR emission at the water-atmosphere inter- 
face. The time for the skin to develop fully after 
the cessation of a disruptive event such as wave 
breaking, is found to be dependent upon the skin 
thickness. Using equations developed by Fedomv 
and Ginsburg [1992] for the skin thickness, the 
skin reformation time is calculated for different 
net heat fluxes, wind speeds and water tempera- 
tures. 

It was found that the reformation time may 
be as large as 40 seconds for small values of net 
heat flux, low wind speed and low water temper- 
ature , and in the order of 1 second for higher 
wind speeds and higher water temperature . In 
order to determine if the skin will reform fully, 
it is necessary to  determine if the mean time be- 
tween disruptive events is greater or less than the 
reformation time. I t  is concluded that the wide 
range of the coefficient of proportionality A' in 
the equation AT = + reported in the litera- 
ture may be partly attributable to measurements 
being taken when tlie skin layer was not fully de- 
veloped. 

X'H u 

1 Introduction. 

The Sea Surface Temperature (SST) is usually 
a few tenths of a degree cooler than that of the 

water a few centimeters below (referred t o  as the 
bulk temperature) mostly due to  the effect of 
evaporation and infra-red (IR) radiation leaving 
the water. The existence of a cool surface has 
been observed by many authors. The tempera- 
ture difference between the surface and the bulk 
region is reported to  be of the order of -0.1 to  
-1.2"C [Ewing and McAlister, 1960; Saunders, 
1967; Robinson, 1984; Schluessel et al., 1990; 
Coppins et al., 19911. Consequently in the vicin- 
ity of the surface there will be a layer in which the 
temperature changes rapidly with depth. This 
layer which is frequently called the skin of the 
ocean has a typical thickness of about 0.5-3 mrn 
[McAlister and McLeish, 1969; Grassl, 1976; Kat- 
saros, 1977; Khundzhua et al., 1977; Fedomv and 
Ginsburg, 19921. Because of the very rapid ab- 
sorption of infra-red radiation by water, satellite 
or air-borne radiometers used for the collection 
of sea surface temperature data  only "see" radi- 
ation coming from within a few tens of microns 
of the water surface. The satellite data  there- 
fore does not accurately represent the bulk water 
temperature which is of interest in most applica- 
tions. Within a few millimeters of tlie surface 
heat transfer can take place by means of turbu- 
lent diffusion, molecular diffusion (conduction), 
radiation and convection [ Fedorvv and Ginsburg, 
19921. 

Figure (1) shows an idealized temperature 
profile for the region close to the water surface 
together with the dominant heat transfer mecha- 
nisms in each region. Radiative heat transfer, as 
stated previously is only important within about 
5 0 p z  of the surface [McAlister and McLeish, 
19691. This layer is represented by the thick- 
ness 6, in figure (1). Also the effective depth of 
the region in which condiction is the dominant 
heat transfer mechanism is 6, and the thickness 
of viscous layer is 6,. 
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An intermediate layer whose thickness is rep- 
resented by 6 is a layer below which it is as- 
sumed that the molecular conductivity due to 
the increase in the eddy viscosity with depth is 
small. A similar model is also used by [Robinson, 
1984;. Coppin et al., 1991; Fedorov and Ginsburg, 
19921. Molecular heat conduction is important 
within a layer of thickness 6,, and this thickness 
is determined by the viscous shear stress trans- 
mitted by the wind to the water, and also by the 
molecular kinematic viscosity u [Saunders, 1967; 
Coppin et al., 1991; Fedorov and Ginsburg, 19921. 
As the eddy viscosity increases (with depth), the 
temperature gradient tends to zero. The transi- 
tion from the shear layer to the turbulent skin 
layer beneath is poorly understood. Convective 
heat transfer occurs within the layer either by 
buoyancy effects due to the presence of cool and 
saline water on top of warm and less saline wa- 
ter (free convection ) or by wind stress (forced 
convection). 

The temperature profile within the skin is 
occasionally destroyed by wave breaking, after 
which the cool layer will reform. The time for 
the skin layer to re-establish itself has previously 
been estimated to be in the order of 10 to 12 sec- 
onds [McAlister, 1960; Clams et al., 19701, how- 
ever more theoretical and experimental work is 
necessary to calculate the reformation time over 
a wide range of meteorological and oceanographic 
conditions. Because wave breaking destroys the 
skin, if the reformation time is in excess of the 
mean period between wave breaking, the skin will 
rarely fully develop. The reformation time is thus 
an important parameter in the study of the skin 
layer, the theoretical analysis of which is the ob- 
jective of this paper. 

In order to calculate the skin reformation 
time, it is first necessary to develop a model of the 
heat transfer mechanism within the skin. Heat 
loss near the surface due to evaporation, infra- 
red radiation and sensible heat transfer will be 
considered. However the effect of downward di- 
rected short-wave radiation will be dealt with by 
the author in subsequent work. The result are 
thus valid for nighttime conditions. 

2 Heat Transfer by Conduc- 
t ion 

In this section the heat transfer within the wa- 
ter by molecular conduction alone is considered. 
Heat is assumed to be lost at the surface of the 

water by evaporation, sensible heat transfer and 
IR radiation, and supplied at  the bottom of the 
skin layer by the bulk water mass. Heat transfer 
is governed by the diffusion equation; 

d T ( z ,  t )  d 2 T ( z ,  t )  -- at  - kd &2 

T ( z ,  t )  is the depth and time dependant tempera- 
ture and k d  = pw,~; , ,u  is the thermal diffusivity of 
water where k,, pw and cP,, are thermal conduc- 
tivity, density and specific heat of water at con- 
stant pressure respectively. It is also assumed 
that the horizontal variations of temperature are 
small compared to vertical variations. 

The process of the formation of the skin fol- 
lowing a disruptive event may be found by solving 
the equation (1) subject to the following initial 
and boundary conditions 

T(z ,O)  = ' I b  (3) 

T(6, t )  = T b ,  (4) 

where the z-axis is taken to be positive downward 
with origin at the surface of the water throughout 
this paper. Equation (2) represents the conser- 
vation of energy across the surface where the left 
hand side represents the heat flux in the water 
due to conduction and Ht is the total heat flux 
into the atmosphere due to evaporation, sensi- 
ble heat flow and IR radiation. Equation (3) 
represents the initial condition of a well mixed 
water column with the temperature equal to the 
bulk water temperature . It is assumed that this 
is the situation immediately after cessation of a 
disruptive event such as wave breaking. Equa- 
tion (4) states that no temperature changes occur 
below the skin layer and implies a sharp change 
in the diffusivity from low (molecular) diffusiv- 
ity in the skin layer to high (eddy) diffusivity 
values immediately below the skin. In the ab- 
sence of the detailed diffusivity profile, a more 
complicated model of the profile than implied in 
equation (4) would add considerably to the com- 
plexity of the analysis. Equation (4) is also im- 
plied by [McAlister and McLeish , 1969; Robin- 
son, 1984 ; Coppin et al., 1991 and Fedorov and 
Ginsburg, 19921. High eddy diffusivities are the 
norm in the ocean except in the boundary layer. 
After wave breaking occurs, viscous damping in 
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the boundary layer rapidly reduces the diffusiv- 
ity while high eddy diffusivities continues below 
this layer. 

Equations (1) has been solved by Carslaw, 
(1959) by using Laplace transformation tech- 
niques to  be 

e (< , t )  = 1 - E  + (5) 

Where the following substitutions have been 
made 

(6) 
(2m - 1)T 

2 
N =  

(7) 
t r = -  
tr 

46= t ,  = - 
n2kd 

where 5 = d is the normalized depth and varies 
between 0 at the surface and 1 in the bulk region. 
It should be noted that the time dependency in 
equation (??) occurs in the exponential term and 
that the flux out of the water, Ht does not di- 
rectly affect the time of reformation of the skin 
though it is important in determining the magni- 
tude of the surface-bulk temperature difference, 
T ( 0 , t )  - Tb. Ht however plays a role in the de- 
termination of 6 [Fedorov and Ginsburg, (1992)l 
which occurs in the exponential term and thus 
lit does indirectly affect the reforniation time. 

In equation (7) and (8), T is the dimensionless 
time and t ,  is a function of 6 which is in turn a 
function of wind speed and total heat flux and 
will be discussed in the section (4). It should be 
noticed that t ,  is the relaxation time for the first 
and dominant term (m = 1) in the summation 
found in ( 5 ) .  It does not in a strict sense rep- 
resent the relaxation time of T but is a close ap- 
proximation because the second and subsequent 
terms of the summation are much less than the 
first due to the squared term in the exponential. 
Figure(1) shows a graph of the e(<, t )  v.s normal- 
ized depth < for different values of normalized 
time r. It should be noticed that these graphs 

are completely independent of H ,  and 6 and are 
applicable to all conditions provided the assump- 
tion implied in the boundary conditions are valid. 
It can be seen from figure (1) that the temper- 
ature profile approaches within 90% of its final 
(linear) form when T = 2 (i.e. t = 2t,) as would 
be required if t ,  is a representation of relaxation 
time. This for T = 3 would be about 97% of the 
final profile. 

Equation (8) is a useful formulae for the de- 
termination of the skin reformation time t ,  pro- 
vided the skin thickness is known. t ,  is also tem- 
perature dependent as the thermal diffusivity in- 
creases by 11% from 5' to 35OC. Calculation oft, 
using the skin thickness formulae of Fedomv and 
Ginsburg, (1992) are presented in section (4). 

The value of 0 at the surface and in the steady 
state i.e. 

corresponds to  the equality of the Nusselt num- 
ber to unity (Nu=l), i.e. 

where this is the basis of the assumption of many 
researchers [Saunders (1967b); Robinson (1984); 
Coppin et al., (1991); Fedomv and Ginsburg, 
(1992)l 

3 Effect of IR radiation on 
skin reformation time 

The IR radiation was assumed in the previous 
section to  emanate at the very surface of the wa- 
ter and was included in the term Ht.  However 
some IR radiation originates from depths within 
the skin up to  approximately lOOpm [Robinson, 
(1984)], a significant fraction of the skin thick- 
ness, and thus may affect the reformation time. 
McAlister and McLeish, (1969) have derived the 
steady state temperature profile that took into 
account the fact that IR radiation does not em- 
anate from the surface. The error in the steady 
state temperature a t  the surface if the radiation 
was assumed to  emanate from the surface was 
found to be very small, in the order of 0.0015°C. 

The time dependent solution for the tempera- 
ture profile developed in this work takes into ac- 
count the effect of IR emission below the surface 
by modeling the skin layer as a region bounded 
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below by a constant temperature plate of tem- 
perature Tb, and above by a plate of temperature 
Tsky where Tsky is the effective sky temperature 

It can be shown that the spectral energy flux 
q(X,  z )  may be represented as 

q(X,z )  = 2P(X,Tslcy)E3(a,z) (12) 

I 
[SeigeZ and Howell, (1970)]. 

The radiative energy flux at any depth q(z )  
may be calculated from (12) by integrating over 
wavelength. However it is necessary to first as- 
sume a temperature profile T ( t * )  in order to eval- 
uate the 3rd and 4th term in equation (12). Pre- 
sumably McAZister and McLeish (1969) assumed 
a constant temperature T(z*) = Tb within the 
skin where the integration of the 3rd and 4th 
term will result in 

In practice McAlister and McLeish (1969) ap- 
plied a kernel of 0.5e-$a~z [Lick, 19651 for inte- 
gral equation E3(aAz) in calculation of temper- 
ature profile which this brings about 5% (in the 
highest value of net IR radiation) and 10% (for 
overcast high sky temperature ) over-estimation 
for q at the surface. In order to extend the work 
of McAlzster and McLeish (19691 to include time 
dependency, it is necessary to write the differen- 
tial equation governing water heating as 

This equation can be solved subject to the 
same initial and boundary conditions as we im- 
posed in (2) and (3) in the previous section by 
replacing Ht with H which is the total heat loss 
at the surface by means of evaporation, sensi- 
ble heat flux and any other means except IR 
emission. Applying the Laplace transform and 
Green's function to equation (14), the author has 
solved the equation analytically. After evalua- 
tion of the effect of IR radiation within the water, 
it is found that for all practical cases the effect 

is very small and it can be concluded with in- 
significant error that the effect of radiation being 
emitted below the surface, has negligible effect 
on the relaxation time of the temperature profile 
in the skin layer. 

4 Skin reformation time 
skinref Equation (8) can be used to calculate the 
skin reformation time provided the skin thickness 
can be determined. The thermal skin layer thick- 
ness has been given by Fedorov and Ginsburg, 
(1992) [based on the work of Saunders (1967)] as 

for u10 < 5.5 m/sec and 

6 =  X'V", (16) 
UIO re1 4 

for ulo > 5.5 m/sec where IC, a ,  p,  c, v are repre- 
senting the conductivity, thermal expansion cO- 

efficient, density , specific heat at  constant pres- 
sure and kinematic viscosity of water at temper- 
ature Ta respectively and p, is moist air density. 
Also g is the gravity acceleration, and CD is drag 
coefficient. Equation (15) gives the thickness 
of the thermal skin layer at low wind conditions 
where free convection is likely to destroy the skin 
layer intermittently Equation (16) which is vdid 
for high wind speed, does not directly depend 
upon the total heat flux H t ,  but is strongly de- 
pendent upon wind speed. The sudden change 
in the mechanism determining the skin depth at 
UIO = 5.5mJsec seems somewhat unrealistic and 
it is more likely that a gradual transition takes 
place. 

These skin thicknesses in equations (15)and 
(16) are strongly dependent on the temperature 
via the water thermal properties. For instance 
the expansion coefficient a, varies by an order 
of magnitude from 5" to 30°C and the kinematic 
viscosity v by a factor of 2. It is convenient to ex- 
press all the water temperature dependent terms 
in equations (15) and (16) into one expression bY 
introducing the following parameters 

such that equations (15) and (16) become 

2.83C1(Tw) 
61 = 

(gH,. ) * (18) 
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and 

Using the thermal properties of sea water 
from tables, a curve of best fit can be determined 
for both Cl and C, as 

103Cl(T,) = 8.74 - .398T, + .0118T: - .OOOlT; 
(20) 

105Cg(Tw) = 5.39 - 0.137Tw i- 0.0014T: 
(21) 

The maximum error in Ct and Cg in these re- 
gression equations are 0.5% and 1% at 20" and 
30°C respectively. Inserting equations (20) and 
(21) into the equations (18) and (19) gives 

(8.74 - 0.398Tw + O.Oll8T; - 0.0001T:) 6 = 2.83 
(22) 

1 0 3 ( g ~ ,  y.25 

for, u10 < 5.5m/sec and 

10-5(5.39 - O.137Tw + 0.0014T:) 6 = A' 
& z U l O  (23) 

for, ulo > 5.5m/sec. The skin thickness 6, as 
calculated in equation (22), is plotted against wa- 
ter temperature for various values of total heat 
flux Ht in figure (2) for wind speed less than 
5.5rnlsec. 

For low values of Hi, 100Watts/m2 or less, 
the skin thickness may exceed 3 millimeters at 
temperature 10°C or less. Increasing the tem- 
perature from 10 to  30°C reduces the skin thick- 
ness by about 30%. Skin thickness for wind speed 
greater than 5.5m/sec, calculated from (23) for 
A' = 6.5 are plotted in figure (3) where the drag 
coefficient CD is wind speed dependent and is cal- 
culated from the results of Large and Pond (1982) 
and Garrat, (1992). As can be seen in figure (3) 
the skin thickness is generally less than that of 
the low wind speed case but there is a similar 
reduction in 6 with increasing temperature . 

Substituting equation (15) and (16) into equa- 
tion (8), it is possible to express the skin refor- 
mation time in terms of water and air properties 
as follows 

Using equations (24) and (25), skin reforma- 
tion time r = 2 (required time for development 
of skin up to  90% of it's final form), is plotted 
against for different Ht or UIO (for A' = 6.5) in 
figures (4) and (4) respectively. The temper- 
ature dependence of the skin' reformation time 
is very evident for example for Ht = 100W/m2, 
r = 2 varies from 50 seconds at 10°C to  about 
20 seconds at 30°C. This variation increases as 
Ht decreases. 

At higher wind speed, the temperature de- 
pendence also has the effect of decreasing r for 
increasing temperature, this can be seen in figure 
(4) where for a wind speed of lOm/sec, the ref- 
ormation time (T = 2) varies from 3 seconds at 
T, = 10°C to less than 1 seconds at 30°C. 

At low wind speed, where the free convection 
is one of the major causes of the surface renewal, 
the time interval between two consecutive surface 
breaking events could be a measure of the tem- 
perature profile in the water. This time is calcu- 
lated by Foster (1970) as 

and is measured by Ginsburg and Fedorov (1979) 
to be 

t, in equation (26) is equivalent to  the 4.37 and 
t, in equation (27) is equivalent t o  r = 4. This 
shows that the skin in the low wind conditions 
can fully develop before the sinking due to the 
convection destroys it. This time can vary with 
the water temperature as is shown in figure (4) 
and can be as high as several minutes [for small 
values of Ht and low values of temperature i. e 
(higher latitudes)] and as low as a few seconds 
[for high values of Ht and temperature i. e (tropic 
region)]. 

For higher wind speeds where the reforma- 
tion time can be determined by equation (25), 
the time interval between two consecutive surface 
destructive events strongly depends on the wind 
speed. However a wide range of values for A' can 
be found in the literature [Hasse, (1971); Grassl, 
(1976); Paulson and Parker, (1972); Simpson 
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and Paulson, (1980); Wesley, (1979); Padson 
and Simpson, (1981); Saunders, (1967b); Schlues- 
sel et. ai, (1991)] with values as low as 1.1 
[Schluessel et. al, 19911 and as high as 15 [Paul- 
son and Parker, 19721. A’ is likely to be depen- 
dent on other parameters and different schemes 
have been suggested in the literature. Wu (1985) 
based on the work of Grassl (1976), Simpson and 
Paulson (1980) and Paulson and Simpson (1981) 
worked out a relationship between A’ and wind 
speed at 10m reference height as follows 

at U ~ O  < 7m/sec 

(28) A’ = 7 at 7 < UIO < 12m/sec. 

5 
A’ = 2 + ?U1* 

Apparently this derivation of A’ has been 
based on the assumption of forced convection cre- 
ated by wind stress even at low wind speed and 
the existence of free convection due to the buoy- 
ancy effects has been ignored. Based on the val- 
ues of A’ derived from (28), using equation (25) 
the reformation time for r = 2 has been calcu- 
lated and is presented in figure (4) curve (a). 
Curve (b) in figure (4) is the reformation time 
for r = 2 based on the values of A’ computed 
by Schluessel et  al. (1990) and curve (c) is for 
A’ = 6.5 and for U ~ O  > 5.5m/sec as in equation 
(25). 

5 Discussion and conclusion 

The skin reformation time can vary by almost 
an order of magnitude depending on prevail- 
ing oceanographic and meteorological conditions. 
For low wind speed, low heat fluxes, low water 
temperature , skin reformation time may exceed 
40 seconds but for high water temperature and 
high wind speed, this may be reduced to in the 
order of a second. In order to determine if the 
skin will be well formed under particular condi- 
tions, the reformation time must be compared 
with the mean time between destructive events 
such as wave breaking. 

The wide variations in the value of the pa- 
rameter A’ reported in the literature places sig- 
nificant error bars on the determination of the 
skin reformation time. 

Some field measurements of A’ have depended 
upon measurement of the skin-bulk temperature 
differences [ Grassl, (1976); Schluessel et. al, 
(1991)] and assume the skin is fully developed. 
However it is possible that in many conditions, 
the skin layer is not fully developed and thus 

the values of A’ inferred from measurements are 
an underestimate. There is thus a possibility 
that some of the very large variation of previ- 
ously reported values of A’ have been caused by 
data taken under condition where the skin has 
not been reformed to its final equilibrium state. 
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Figure 1: A schematic diagram of the tempera- 
ture close to  the water surface along with the domi- 
nant heat transferring process in each regions. 
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Figure 2: Dimensionless temperature difference 
parameter 8 at different depth. 

Figure 3: Variation of skin thickness with water 
temperature for ulo < 5.5m/sec and total heat loss 
H, = 50,100,200,400, 500W/m2 
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Figure 4: Variation of skin thickness with 
water temperature for wind speed u10 = 
5.5,7,10,14,20m/sec. 
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Figure 5: Variation of skin development time 
with water temperature for u10 < 5.5m/sec and total 
heat loss H, = 50,100,200,400, 500W/m2 
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Figure 6: Variation of skin development time with 
water temperature for wind speed u10 = 
5.5,7,10,14,20m/sec. 
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Figure 7: Skin reformation time for T = 2 and A' 
from different authors (a) Wu, 1985, (b)Schluessel d 
al., 1990 and ( c )  for A' = 6.5 

61 8 PARIS, FRANCE, 25-29 MAY1998 



P5.7A INVESTIGATING THE THERMAL SKIN OF THE OCEAN BY SATELLITE 

Brett Candy” 
Meteorological Office, Bracknell, U.K. 

1. INTRODUCTION 

The global coverage of sea surface temperature (SST) 
observations from satellite make them a potentially 
valuable dataset for insertion into the long-term record 
of SST. Historical SST records consist of observations 
made from ships, and also in more recent times by 
buoys. Spaceborne radiometers retrieve the 
temperature of the skin of the ocean, thus it is 
necessary to convert t o  a bulk SST (at a depth of 
about 1 m) to  permit bias-free combination with 
existing in-situ measurements. Typically the skin SST 
is cooler than the bulk value by up to 1K. 

A method is being developed at the United Kingdom 
Meteorological Office (UKMO) to  convert observations 
of  skin SST made by ATSR-1 81 -2 to  a bulk SST 
product. To do this physical models are used which 
attempt to represent the temperature difference across 
the top layers of the ocean. As part of this project we 
present a comparison of observations of the bulk-skin 
temperature difference with predictions from a 
selection of models. Using the best model the global 
variation in the skin-bulk difference is then 
investigated. 

2. THERMAL SKIN MODELS 

Several researchers have proposed models which 
describe the temperature difference across the thermal 
skin where heat is transferred by molecular 
conduction. 
They are applicable for different windspeed regimes 

and include: 

e 

0 

e 

Saunders (1 967) - moderate to high 
windspeed 
Katsaros (1 977) - low windspeed 
Soloviev-Schlussel (1 994) - low to  high 
windspeed 

In order t o  use such models to convert satellite 
observations t o  bulk SST estimates of both the 
windspeed and net heat flux out of the ocean are 
required. Analysis fields of surface fluxes and 

* Corresponding author address: 
Brett Candy, NWP Division, Meteorological Office, 
London Road, Bracknell RGI 2 2SZ, UK. 
email: bcandy@meto.gov.uk 

windspeed generated by the UKMO’s global 
atmospheric model are used as the source for this 
data. 

3. TESTING THERMAL SKIN MODELS 

In order to  do test how well the models perform, a 
source of in-situ observations is required. In this study 
buoy reports have been chosen since they are 
widespread and measure SST using thermistors in 
direct contact wi th the ocean. Both fixed buoy and 
drifting buoy types measure below the thermal skin 
layer and so their observations of SST represent the 
bulk value. 

Buoy observations of SST were collocated with 
retrievals of skin SST from ATSR-2 to produce a 
dataset of observed bulk-skin SST difference. Initial 
results from a global set of match-ups show that on 
average the mean bulk-skin SST difference is positive, 
highlighting the cool skin of the ocean. Comparisons 
with predictions of the temperature difference across 
the thermal skin from various models suggest that the 
model proposed by Saunders gives the best 
agreement. This is for surface windspeeds greater 
than 3ms”. Globally, predictions from the Saunders 
model show a wide variation in magnitude due to  the 
variation in heat flux and windspeed at the surface. 
For example, the mean bulk-skin prediction in the 
region of the Gulf stream was found t o  be l K ,  whilst 
in the oceans around Antarcica it was found to be 
0.2K. 

Currently we are expanding the dataset of skin-bulk 
observations and intend to  investigate how well the 
thermal skin models perform at low windspeed. An 
assumption made when using the models is that the 
ocean is well mixed between the bottom of the 
thermal skin layer and our depth of interest (ie l m ) .  
Under high insolation conditions, coupled with low to 
moderate windspeed conditons a near surface diurnal 
thermocline will build up and this assumption breaks 
down. We also intend t o  present at the conference 
some initial studies in modelling the diurnal 
thermocline. 
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1. INTRODUCTION 

With the launch of the new generation of GOES 
satellites, we have gained the capability of conducting 
detailed studies of the diurnal cycle of sea surface 
temperature (SST) from space. Many studies of diurnal 
warming have been conducted using in situ data (e.g., 
Stramma et al., 1986), but these studies were 
necessarily limited to small regions. Polar orbiting 
satellites can sample the SST only a couple of times 
per day and thus cannot resolve the complete diurnal 
cycle. We now can observe the complete diurnal cycle 
over basin scales enabling us to further study its typical 
amplitudes and variability. A more complete 
understanding of the average diurnal SST cycle will 
allow improved estimates of average heat fluxes and 
improve our ability to study other physical processes 
such as convection. 

In this work, we examine the amplitude and 
variability of the diurnal cycle of SST in the eastern 
Pacific ocean as it is observed from the GOES-9 
satellite. We first describe the development of a new 
algorithm for computing the SST from the GOES 
brightness temperatures. We then apply the algorithm 
to the computation of SST maps and determine the 
amplitude of the diurnal SST cycle. The diurnal 
amplitude maps are used to study the regional and 
seasonal variability of the diurnal warming and the 
environmental parameters influencing its amplitude. 

2. DATA 

The SST measurements used in this study were 
derived from data from the GOES-9 satellite. The new 
generation of GOES satellites starting with GOES-8 
have infrared channels centered at roughly 10.7 and 
12.0 pm giving the satellites a split-window capability 
like that for the AVHRR and ATSR. The NOAA 
Forecast Systems Laboratory provided us with a portion 
of the full-disk scan taken every 3 hours. Our data 
subset extends from approximately 45 N to 25 S and 90 
to 180 W and is available from June 1997 to the 
present. The data were provided in the GVAR format 
and then calibrated and navigated at the NOANCIRES 
Climate Diagnostics Center. The resolution of the 
GOES infrared data is 4 km but our data were 
subsampled to 8 km resolution. The algorithm used to 
compute SST is described in detail in the following 
section. 

*Corresponding author address: Gary A. Wick, 
CIRES/CDC, Campus Box 449, Univ. of Colorado, 
Boulder, CO 80309-0431 ; e-mail: gaw Qcdc.noaa.gov. 

Maps of wind speed for the corresponding region 
and period were created using SSMA data from the 
DMSP F-13 spacecraft. The wind speed was computed 
from the SSM/I brightness temperatures using the 
algorithm developed by Goodberlet et al. (1990). The 
algorithm provides wind speeds accurate to about 2 m/s 
at wind speeds between 3 and 25 m/s. The wind speed 
data were averaged onto weekly 1" x 1" grids for 
comparison with the maps of diurnal warming to be 
described later. 

3. GOES SST ALGORITHM 

We derived a new algorithm for computing SST 
from the split-window infrared channels on the GOES-9 
satellite. The primary function of the algorithm is to 
correct for atmospheric absorption effects. Previous 
GOES SST algorithms were derived by Legeckis and 
Zhu (1 997) for GOES-8 and May and Osterman (1 997) 
for GOES-8 and GOES-9. Our algorithm is based on 
these and earlier AVHRR algorithms but was optimized 
for the region and period of our study. 

3.1 Alaorithm Derivation 

The algorithm was derived using matchups with 
coincident drifting and moored buoy data from June 
through August 1997 provided by the Naval 
Oceanographic Office. Matchups were constructed 
between GOES brightness temperatures and buoy 
temperature measurements taken within 1.5 hr and 25 
km of each other. A total of just over 59,000 cloud-free 
matches were found during the three month period. 
The complete set of matches was split into independent 
training and testing sets consisting of every other 
match. The cloud clearing procedure was composed of 
several single channel and channel difference threshold 
tests and visible and infrared spatial uniformity tests. 

The best results were obtained when the GOES 
data were regressed to the SST observations using an 
algorithm of the form: 

SST = aT11 + b(T11-TIP) + c(sec(0)-1) +d, (1) 

where TI1 and TIP are the GOES brightness 
temperatures in kelvin at 10.7 and 12.0 pm respectively, 
e is the satellite zenith angle, and a, b, c, and d are the 
regression coefficients. This same algorithm form also 
provided the best results of those tested by May and 
Osterman (1997). The coefficients for the best fit to all 

Table 1. GOES-9 SST Algorithm Coefficients 

a b C d 
-273.31 1.0024 1.9879 1.4043 
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the training data (both night and day) are shown in derived with bulk temperatures, will still accurately 
Table 1. Statistics for application of the resulting retrieve changes in the skin temperature between the 
algorithm to both the training and testing sets are different measurement times. 
shown in Table 2. 

The results show that SST can be retrieved from 
the GOES-9 satellite with an rms accuracy of about 1 K. 
Although this is poorer than that possible from the 
AVHRR and ATSR, with additional averaging the GOES 
data can be used to reveal information on the diurnal 
cycle that the polar orbiting satellites cannot. Scan-to- 
scan variations in the brightness temperature were 
occasionally observed even though the subsampled 
data came from only one of the two infrared detectors 
on the satellite. To account for these variations, the 
brightness temperatures were averaged over a 3x3 
array prior to the computation of the SST. The 
algorithm coefficients and statistics shown here were 
computed using the averaged brightness temperatures. 

3.2 Implications of the bulk-skin temperature difference 

Since our algorithm was derived through regression 
to buoy observations of SST, it inherently attempts to 
estimate the bulk SST at depths of roughly 1 m. This 
approach was chosen for consistency with the Reynolds 
SST analysis (Reynolds and Smith, 1994) and the 
availability of in situ validation measurements. 
However, since the optical depth of water at infrared 
wavelengths is only around 10 vm, the amplitude of the 
diurnal SST cycle detected by GOES is actually a 
measure of the SST variations at the skin of the ocean. 

The technique of regressing satellite observations 
to subsurface temperature measurements essentially 
accounts for a mean value of the bulk-skin temperature 
difference (AT). While this approach may work well for 
data collected at similar times when the variability of AT 
is small, the large changes in AT possible in the 
presence of diurnal heating mean that the temperature 
estimates can no longer be representative of the bulk 
temperature at several different measurement times. 

This fact was apparent when the matchup statistics 
were computed separately at each measurement time. 
The bias in the computed SST values varied by as 
much as 0.5 K between the different daytime 
measurement times. These variations were at least in 
part caused by changes in the mean temperature 
profile. This demonstrates that the bulk-skin 
temperature difference should be explicitly considered if 
one desires to retrieve the absolute bulk temperature 
continuously through the day such as using GOES data. 

The bias changes do not effect this analysis 
because we are interested in the amplitude of the 
diurnal temperature cycle at the ocean surface rather 
than absolute SST values. The algorithm, though 

Table 2. Statistics for the GOES-9 SST Algorithm 

Training Testing 
Bias (K) rms (K) Bias (K) rms (K) 

0.00 1.02 -0.01 1 .oo 

4. OBSERVATIONS OF DIURNAL WARMING 

Using the new GOES-9 SST algorithm, maps of 
SST were created using all the available GOES data. 
The original 8 km resolution data were averaged onto 1 O 

x 1 O grids to reduce the amount of data to be processed 
and increase the percentage of cloud-free grid cells. To 
estimate the amplitude of the diurnal SST cycle, 
daytime and nighttime composites of the SST maps 
were computed for each day of data and then 
differenced. The daytime composites were formed by 
determining the peak daytime SST value at each grid 
cell while the nighttime composites were generated by 
averaging all the available nighttime SST 
measurements. The nighttime average was used 
instead of a minimum SST value to reduce the impact 
of any clouds which may have passed through the cloud 
screening procedures. 

Sample maps of the average measured amplitude 
of the diurnal SST cycle for the first and fourth weeks of 
July 1997 are shown in the top two panels of Figure 1. 
The shading indicates the diurnal amplitude as shown 
in the color bar. Areas of white show land masses and 
regions where cloud cover during some portion of the 
day prevented retrieval of the diurnal amplitude. Diurnal 
amplitudes between 0.5 K and -0.5 K (nighttime 
warmer) are shaded commonly for clarity since 
variability in the retrieved GOES SST's occasionally 
gave nighttime temperatures warmer than those in the 
daytime. The primary purpose of the maps is to show 
regions with diurnal warming greater than 0.5 K. The 
nighttime temperature was more than 0.5 K greater than 
the daytime temperature in a couple of isolated regions 
but these were frequently on the edge of cloudy regions 
and likely indicate problems with undetected clouds. 
Immediately below the diurnal amplitude maps are 
corresponding maps of the average wind speed 
computed from SSM/I data. 

The maps of diurnal SST amplitude show that the 
average diurnal warming is less than 0.5 K over the 
majority of the eastern Pacific but that there are 
substantial and extended regions with greater warming. 
The regions affected by the large warming show 
significant variability even over the period of one month. 
The existence of extensive regions with large warming 
suggests that the warming should be accounted for in 
such quantities as monthly averaged heat fluxes. The 
significant variability in the warming implies that its 
amplitude should be carefully predicted from the 
relevant governing factors. 

The variability in the diurnal amplitude appears to 
be due at least in part to the variability in the wind 
speed. In the first week of July$, the regions with 
greatest warming are along a band near 35 N and off 
the coast of Baja. These regions clearly correspond to 
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Figure 1. 
composites from the first week of July 1997; Right side: weekly composites from the fourth week of July 1997. 

Maps of the observed diurnal SST amplitude and corresponding wind speed. Left side: weekly 

areas where the average wind speed was less than 6 
m/s. By the fourth week of July, the average wind 
speed along 15 S east of roughly 150 W decreased 
from near 10 m/s to less than 6 mls and the wind speed 
increased just south of 35 N. Corresponding changes 
are visible in the map of diurnal SST amplitude as a 
band of warming in excess of 0.5 K has appeared near 
15 S and, though much of the region is now affected by 
clouds, there is no longer the strong band of warming 
near 35 N. Additional extended regions of significant 
diurnal warming in the fourth week are visible extending 
southwest off the coast near San Diego and south from 
the Gulf of California. Both of these regions also have 
wind speeds less than 6 m/s. There are other isolated 
regions with warming of more than 0.5 K occurring at 

greater wind speeds but the most extensive regions of 
warming correspond to the lowest wind speeds. 

Maps of the diurnal SST amplitude covering nearly 
a year will be presented at the conference. The 
relationship between the warming and wind speed will 
be examined in more detail. Additional factors 
influencing diurnal warming of the sea surface include 
the presence of stable fresh layers at the surface and 
variations in the water’s absorptive properties. 
Distributions of rainfall will be examined for additional 
correlation with regions of warming. 

Preliminary comparisons were performed between 
the average amplitude of the diurnal cycle measured at 
depth by moored buoys in the vicinity of Hawaii and that 
observed at the skin with the GOES data. The results 
showed that the amplitude of the satellite-measured 

---. 
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diurnal cycle was frequently more than twice that 
recorded by the buoys. This demonstrates that the 
amount of diurnal warming at the ocean skin can be 
substantially greater than that commonly measured 
below the surface. Previous measurements and 
modeling studies have shown this previously (e.g. Wick, 
1995; Fairall et al., 1996) but until now it has not been 
possible to observe the total warming at the ocean skin 
over large spatial scales. The difference in the diurnal 
amplitudes has important ramifications for diurnal 
variations of surface fluxes which are traditionally 
calculated based only on subsurface temperature 
measurements. More detailed comparisons between 
the skin and subsurface diurnal amplitude will be shown 
at the conference. 

Investigations into the shape of the diurnal SST 
cycle measured by GOES (as opposed to only the 
amplitude) and comparisons with mooring observations 
were postponed due to questions regarding the 
calibration of the GOES brightness temperatures. 
Comparison of daily SST images from 1200 and 1500 2 
in July 1997 shows that the SST increases by an 
average of over 0.3 K throughout the 1500 Z images 
(-0500 local time) even in the large region where the 
sun has not yet risen. Further investigation showed that 
the brightness temperature at 10.7 pm rose by an 
average of 0.16 K in the nighttime portion of the 1500 Z 
images while the 12.0 pm brightness temperature rose 
by an average of 0.07 K. Propagating these changes 
through (1) leads to an average increase in SST of 0.3 
K as was observed. 

These changes lead to a distortion of the shape of 
the average diurnal SST cycle observed in the GOES 
data in which the largest increase occurs between 0200 
and 0500 hours local time. Several possible sources 
for this unexpected increase are being investigated but 
the most likely may be a problem with the calibrated 
GOES brightness temperatures at 1500 Z. As a result, 
some care should be taken in interpreting the absolute 
amplitude of the diurnal cycle reported earlier but the 
regional variations should be accurate. We note 
though, that the 1500 Z image was not included in 
either the daytime or nighttime composite SST images 
used to calculate the amplitude of the diurnal SST cycle 
in this work. 

5. SUMMARY 

With the launch of the new generation of GOES 
satellites it is possible to measure the SST to an 
accuracy of roughly 1 K from a geostationary platform. 
Series of these images enable us to measure the 

amplitude of diurnal warming of the ocean skin on 
larger spatial scales than was previously possible. The 
resulting maps of the diurnal SST amplitude show 
substantial regions in the eastern Pacific with weekly- 
averaged warming of more than 0.5 K and large 
variability in the amount of warming over periods of 
weeks. The variability is at least in part due to the 
variability of the wind speed. Some calibration issues 
are still being investigated, but the data provides an 
important new tool for studying the diurnal cycle of SST 
and other related parameters. 

6. ACKNOWLEDGEMENTS 

The GOES data used in the study was supplied to 
us by the NOAA Forecast Systems Laboratory, the 
buoy data used in the algorithm derivation was supplied 
by the Naval Oceanographic Office, and the SSWI data 
was provided by the NOAA NCDC. We gratefully 
acknowledge these sources for providing us with the 
data. 

7. REFERENCES 

Fairall, C. W., E. F. Bradley, J. S. Godfrey, G. A. Wick, 
J. B. Edson, and G. S. Young, 1996: Cool-skin and 
warm layer effects on sea surface temperature, J. 
Geophys. Res., 101, 1295-1 308. 

Goodberlet, M. A., C. T. Swift, and J. C. Wilkerson, 
1990: Ocean surface wind speed measurements of 
the special sensor microwavelimager (SSWI), 
IEEE Trans. Geoscience Rem. Sens., 28,823-828. 

Legeckis, R., and T. Zhu, 1997: Sea Surface 
Temperature from the GOES-8 Geostationary 
Satellite, Bull. Amer. Meteor. SOC., 78, 1971-1 983. 

Satellite- 
derived sea surface temperatures: Evaluation of 
GOES-8 and GOES-9 multispectral imager retrieval 
accuracy, Naval Research Laboratory, 38 pages. 

Improved 
global sea surface temperature analyses using 
optimum interpolation, J. Climate, 7 ,  929-948. 

Stramma, L., P. Cornillon, R. A. Weller, J. F. Price, and 
M. G. Briscoe, 1986: Large diurnal sea surface 
temperature variability: Satellite and in situ 
measurements, J. fhys. Oceanogr., 16,827-837. 

Wick, G. A., 1995: Evaluation of the variability and 
predictability of the bulk-skin sea surface 
temperature difference with application to satellite- 
measured sea surface temperature, Ph.D. Thesis, 
Univ. of Colorado, 139 pages. 

May, D. A., and W. 0. Osterman, 1997: 

Reynolds, R. W., and T. M. Smith, 1994: 

~~ 

9TH SAT MET/OCEAN 623 
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1. INTRODUCTION 1-h forecast times with the GOES-derived skin tem- 
perature to identify any consistent pattern of differ- 

The Mesoscale Analysis and Prediction System(MAPS) ences. Initially, we are using only sinale data loca- 
is a real-time hourly assimilation system operated by 
NOAA's Forecast Systems Laboratory (FSL; Ben- 
jamin et al., 1998). The same system is run by Na- 
tional Centers for Environmental Prediction (NCEP) 
as the Rapid Update Cycle (RUC). 

The MAPS/RUC predictive component contains ex- 
plicit prediction (via an energy budget) of the mean 
temperature in a layer that includes the lowest 250cm 
of the atmosphere and the top 2.5 cm of soil, as well 
as prediction of temperature and moisture at five 
additional levels deeper in the soil (Smirnova et al., 
1997). (This mean temperature of the layer span- 
ning the surface will be referred to henceforth as 
the MAPS ground temperature.) These soil quan- 
tities are continuously cycled as part of the contin- 
uously running, real-time MAPS/RUC assimilation 
system at FSL and at NCEP. Explicit calculation 
of soil temperature and moisture, rather than use 
of location-dependent climatological prescriptions of 
these or related quantities, has been shown to pro- 
vide better estimates of surface fluxes of heat and 
moisture, and thus improves forecasts of precipita- 
tion when soil conditions are substantially wetter or 
drier than usual. However, because real-time obser- 
vations of quantities explicitly predicted by the soil 
component of the MAPS assimilation system are not 
currently available, there is risk of climate drift in 
a continuously cycling system sur:h as MAPS. The 
GOES skin temperature ir therefore viewed as a can- 
didate assimilation variable thw potentially could 
improve the accuracy of t,hz: soil 'uc):,ipcnent of MAPS, 
and therefore further imprave the, ::slcAation of sur- 
face fluxes. 

As a first step toward assimilating GOES-derived 
skin temperature into MAPS/RUC, we compared 
the MAPS ground temperature at the initial and 

Author address: Dongsoo Kim, NOAA/ERL/FSL, 
325 Broadway, R/E/FSl,  Boulder, CO, 80303-3328, 
e-mail: dkim@fsl.noaa.gov 

- -  
tions for boththe GOES measurements and MAPS 
analyses and forecasts, as explained in Section 2. In 
each case, these are the closest available locations to 
the U.S. Department of Energy's Atmospheric Ra- 
diation Measurement (ARM)/Cloud and Radiation 
Testbed (CART) site, where many direct measure- 
ments of related variables are made. 

2. DATA AND PROCEDURE 

The skin temperature from GOES-8 is available from 
the Cooperative Institute for 'Meteorological Satel- 
lite Studies (CIMSS), University of Wisconsin, as an 
element of their hourly cloud product (Menzel et al., 
1997). When sounder data from the 3 x 3 footprint 
centered closest to the ARM/CART site (36.61O N, 
97.49O W) is declared clear, then cloud-top tempera- 
ture is replaced by skin temperature. For this study 
we considered only clear cases between 22 October 
and 15 December 1997. The measurement time of 
sounder at this location is one minute before the 
hour. Since the GOES skin temperature is from the 
cloud product using sounder data, no imager win- 
dow channel radiances are being used. 

This skin temperature from GOES is compared with 
the initial and 1-h forecast MAPS ground temper- 
ature at the grid point nearest to  the ARM/CART 
site (36.41' N, 97.67' W). We present here only the 
results of the comparison of the 1-h MAPS forecasts 
with the GOES observations. The number of col- 
located samples is 149, of which 52 are in daytime 
(1300-2300 UTC) and 97 are from nighttime (0000- 
1200 UTC). 

3. DISCUSSIONS 

Figure 1 shows the GOES-MAPS comparison. The 
overall agreement is perhaps surprising, especially 
when one considers that the MAPS model is not 
forecasting precisely the skin temperature as seen 
by GOES (see above). The root-mean-square of the 
differences plotted in Fig. 1 is only 1.96 OK. Figure 
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2 likewise indicates no clear systematic trend in the 
GOES-MAPS differences through the 7-week dura- 
tion of the data-collection period when both day and 
night are considered, Nor are there clearly evident 
periods of a few days, corresponding to different syn- 
optic weather regimes, where systematic differences 
are present. However, we do see a slight warmer 
estimate by GOES during daytime. This is consis- 
tent with what we would expect because the MAPS 
ground temperature represents a mean of both air 
and ground temperature as explained above, and 
would therefore be expected to be slightly lower than 
the GOES skin temperature during daytime. The 
GOES-MAPS differences are slightly larger in day- 
time as well, leading to a lower correlation coeffi- 
cient for the daytime observations. The nighttime 
observations show that the MAPS 1-h forecasts are 
most often warmer than the GOES observations, a 
trend also expected from consideration of what tem- 
peratures are actually being sensed by GOES and 
forecast by MAPS. It should be noted as well that 
for the MAPS domain as a whole, the forecast 2-m 
atmospheric temperatures from MAPS are known 
to have a slight positive bias at night compared to 
observed shelter temperatures. 

GOES Tskin vs MAPS fcst 

Total 149 cases 

Cor coef P 0.96 
0 0  

i '/ 
8 8  ru 

260 265 270 275 280 285 290 295 300 

Tskin of Fcst 

pig. 1. The scatterplot of skin temperature derived 
from GOES-8 sounder data versus 1 hour forecast 
from MAPS. The circles indicates daytime (1300 
through 2300 UTC), and * is for nighttime (0000 
through 1200 UTC). 

GOES Tskin - MAPS40 fcst 

I I 

295 305 315 325 335 345 

Days of 1997 

Fig. 2. The skin temperature difference of GOES 
manus MAPS 1 hour forecast. Symbols are the same 
as Fig. 1 .  

Overall, we are encouraged by these results, which 
compare very favorably to similar comparisons b e  
tween GOES and other models (Personal commu- 
nications with G. Ohring). We plan to  collect and 
analyze a longer period, and extend the comparison 
to other variables (i.e., analyzed skin temperature, 
air temperature). 
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1. INTRODUCTION 

There is a need for knowledge of the spatial dis- 
tribution and dynamics of suspended particulate 
matter (SPM) for ecosystem modelling (light attenua- 
tion) in coastal waters (Lancelot et a/., 1997) and for 
coastal zone management applications such as the 
optimisation of dredging operations. The focus of the 
present study is to work towards a characterisation of 
SPM concentration for Belgian coastal waters as 
function of e.g. tide, wind, water depth and particle 
sizehype using satellite remote sensing, in situ meas- 
urements and numerical modelling. 

The AVHRR sensors aboard the NOAA series of 
satellite cover only a single and rather broadband 
visible wavelength channel (580-680 nm) and one 
near infra-red channel (720-1 000nm) in addition to 
three infra-red channels. However, thanks to the un- 
paralleled temporal coverage of these sensors and a 
user friendly data policy AVHRR is emerging as a key 
sensor for the mapping of SPM concentration 
(Walker, 1996; Estournel et a/., 1997) and related 
quantities (Stumpf and Pennock, 1991; Gould and 
Arnone, 1997) in highly turbid coastal waters, where 
backscattering from SPM is sufficiently strong that 
reflectance in the red part of the spectrum is only 
weakly sensitive to variations in other water constitu- 
ents (chlorophyll pigments and yellow substance). 

2. AVHRR IMAGERY 

AVHRR imagery is processed from level 1B data 
(percent albedo and solar zenith angle) obtained from 
Dundee University to give top-of-atmosphere reflec- 
tance at channels 1 and 2 using the pre-launch cali- 
bration constants given by Kidwell (1 995). Atmos- 
pheric correction of this imagery is then performed 
using the algorithm of Roozekrans and Prangsma 
(1988), assuming an Angstrom exponent of zero for 
the wavelength-dependancy of aerosol scattering. 
Finally, the atmospherically-corrected channel 1 re- 
flectance is converted to sub-surface irradiance re- 
flectance assuming a Lambertian angular distribution 
of radiance and standard values for sea surface 
Fresnel reflectance and seawater refractive index. 

An example of a cloud-free AVHRR image for the 
Belgian coastal waters (Southern North Sea) is shown 
in Fig. 1. In this figure, taken during a period of low (< 
5 m/s) wind, a region of high turbidity can be seen 
extending about 1 Okm offshore from Oostende, and 
at the mouth of the Scheldt estuary. This area corre- 
sponds to a region of shallow water (5-10m depth) 
with fine (mud) sediments which are resuspended by 
the strong (1 m/s) tidal currents. A cross-shore reduc- 
tion in SPM can be clearlv identified. which can be 

attributed to increasing bottom depth, decreasing 
bottom stress and, possibly, increasing critical bottom 
stress for erosion. SPM concentrations measured in 
situ on the same day fall within the range (1-10 gm-3) 
that could be expected from the reflectance-SPM re- 
lation in Fig. 3, though temporal variability of SPM 

e 

2 3 4 

Figure 1. Sub-surface irradiance reflectance for AVHRR 
channel 1 from NOAA-14 taken on 11/7/1997 at 13:24 GMT. 

3. IN SITU MEASUREMENTS 

In situ measurements of SPM (and other water 
quality parameters) are made regularly within the 
framework of MUMM’s coastal zone monitoring pro- 
gramme. A fixed network of stations is visited once 
per cruise by the Research Vessel Belgica with four 
to eight cruises a year, and water samples are taken 
(at 3m below the sea surface), filtered and weighted 

SPM concentratio 

J e o  

2 0  2.5 3 0  3.5 4 0  

Figure 2. Mean values from in situ measurements of near- 
surface SPM concentration for the period 1977-1995. Meas- 
urement stations are shown as white dots. 

In the average SPM distribution shown in Fig. 2, 
maxima are clearlv seen alona the coast and at the 
mouth of the Scheidt Estuary (i ihoul and Hecq, 1984; 
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Eurosense, 1994), with a cross-shore reduction of a 
factor 5-10 at 20km offshore. It is noted though that at 
each point in this data series a wide range of SPM 
concentrations was recorded with maximum and 
minimum values differing from the mean by a factor of 
up to IO, presumably corresponding to strong wind 
and tidal resuspension conditions: time series of SPM 
in this region (Rijkswaterstaat, 1992; Afdeling Water- 
wegen Kust, Private Communication) show the domi- 
nance of quarter-diurnal variability with near-surface 
SPM decreasing to very small values at slack tide. 
Any notion of “average” SPM distribution must, thus, 
be regarded with caution. 

4. OCEAN COLOR MODEL 

Simple linear regression analysis between 
AVHRR reflectance data and in situ SPM measure- 
ments has shown high correlation, e.g. offshore of the 
Gironde estuary (Froidefond et a/., 1996), and in 
Dutch coastal waters (Marees and Wernand, 1991). 
However, the use of an analytical ocean color model 
to relate reflectance to SPM via inherent optical prop- 
erties facilitates extension to a general multi-sensor 
approach (e.g. to include AVHRR, SeaWiFS, MOS, 
etc.) and permits an estimation of the error in simple 
SPM-reflectance formulae introduced by variability in 
other water constituents, such as chlorophyll and 
yellow substance. In this study the analytical model 
of Vasilkov (1997) has been applied to model AVHRR 
channel 1 reflectance for a range of SPM, chlorophyll 
and yellow substance concentrations. 

The sub-surface irradiance reflectance, RI, is 
modelled using the model of Gordon et a/. (1 988) : 

where 1, ~0.0949 and 12 =0.0794, C h r ,  a factor relat- 
ing upwelling radiance to upwelling irradiance, and a 
and b b  are the total absorption and total backscatter 
coefficients. These inherent optical properties (IOPs) 
are in turn related to the water constituents - SPM 
concentration, S, chlorophyll-a concentration, C, and 
yellow substance absorption at 400nm, Y - via: 

a = anw +a& (2) 

anw = aw + [e - r ( r -4mnm)]~  + [~(L)c-P(’)]c (3) 

b,=&+b& (4) 
where (aw,bw) are the pure water IOPs, and the chlo- 
rophyll specific absorption parameters, (a,p) are given 
by Bricaud et a/. (1995). A discussion of the various 
approximations and a full list of references of this 
model can be found in Vasilkov (1997). The yellow 
substance spectral slope was set to k0.016nm” 
from analysis of the data collected in Dutch waters by 
Althuis et al. (1996). Estimation of the specific ab- 
sorption and backscatter coefficients for total SPM 
are a major problem since theoretically such parame- 
ters are likely to depend on particle size distribution 
and composition and little information is available 
from in situ measurements. In the present study these 

coefficients are set to values derived from a single 
sample measured in the !aboratory by Wouts et a/. 
(1997), a s=0.003m2g”, b ~=0.013m~g”, though it is 
noted that these values, particularly in the case of the 
absorption coefficient, differ greatly from AVHRR- 
derived estimates from Delaware Bay (Stumpf and 
Pennock, 1989). To obtain the AVHRR channel 1 
reflectance the modelled Rl(A) is weighted by the 
sensor reponse function. 

To simulate the range of conditions encountered 
in the Southern North Sea a random number genera- 
tor was used to provide model input (S,C, v) assuming 
lognormal distributions for these parameters with 
probability density function, 

where the mean, p, and standard deviation, a, of 
(In x)  were set to (ps,aS)=(l.82,1.08) for SPM in g/m3, 
(pc,oc)=(1.63,0.87) for chlorophyll in mg/m3 and 
(pnov)=(-1.28,0.423) for yellow substance absorption 
in m” were chosen from analysis of the PMNS data 
set (Althuis et a/., 1996). The results of the model for 
200 input sets are shown in Fig. 3. 

0 20 40 60 
io101 .u.p.na.a P O ~ I ~ C ~ I O I .  (g/m)) 

Figure 3. Results of the ocean color model using randomly- 
generated (S,C,Y) ingut. The solid line represents mean 
values of G 5 . 1  mg/m and Y~0.28  mvl. High (610 mg/rn3), 
medium (10>02 mg/m3) and low (&2 mg/m3) chlorophyll 
points are denoted by squares, triangles and diamonds. 

If the quadratic term in (1) is neglected, the solid 
line in Fig. 3. can be approximated by (Stumpf and 
Pennock, 1989) : 

This reduces to a linear relationship for low SPM con- 
centrations, where bo<<& with: 

(7) 

The scatter of points about the solid (mean C and 
f l  line gives an impression of the sensitivity of the 
AVHRR reflectance to variations in chlorophyll con- 
centration (the effect of yellow substance is negligible 
at such wavelengths) and of the consequent chloro- 
phyll-related error in AVHRR-derived SPM maps. Be- 
cause of this relatively small sensitivity of AVHRR 
reflectance to variations in C and Y this model could 
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be calibrated using simultaneous measurements of 
reflectance and water constituents either, for. low 
SPM, by simple calculation of the product Qhb da‘w 
in (7), assuming mean values for C and Y, and 
weighting a’w according to the sensor response func- 
tion or by least-squares fitting of the full model. 

5. SPM TRANSPORT MODEL 

While the AVHRR imagery gives an excellent 
impression of horizontal variability of near-surface 
SPM, information is lacking regarding vertical struc- 
ture and temporal variability. A model of SPM trans- 
port is used to complement AVHRR imagery by an- 
swering such basic questions as “under what condi- 
tions can the near-surface SPM be extrapolated to 
give a vertical profile of SPM ?” and “how can imagery 
be extrapolated in time ?”. 

The numerical model used here for the calcula- 
tion of SPM transport is based on a Lagrangian 
model (Van den Eynde, 1997), using the Second 
Moment Method (de Kok, 1994). The bottom stress is 
calculated as function of the prevailing currents and 
waves. In the framework of this study, the model is 
reduced to a one-dimensional model for the vertical 
distribution of the SPM concentration, S(z,f). Neglect- 
ing advection, the diffusion and settling of SPM can 
be written as (Jones et a/., 1996): 

with zthe vertical coordinate increasing from 0 at the 
bottom to h at the sea surface, ws the settling velocity 
and 1 the vertical diffusion coefficient, which is taken 
as (Van Rijn, 1993): 

(9) 
h/4 for z > h 1 2  

L(z,f)= Km {z(i--z/h) for z c h l 2  

where 7 in m2s-2 is the bottom stress normalised by 
water density. Using a simple linear function for the 
entrainment rate €(t) without a critical bottom stress 
for erosion or deposition the bottom and surface 
boundary conditions read: 

A-+W, az 

-ASI = ~ ( t )  = a71 (11) 
az 2-0 

During the first tests a bottom stress generated 
by a unidirectional Ma-tidal current is used: 
7(f) = 1.95 * m 2 C 2  * Sin20M2f , and the model is run 
until a quarter-diurnal periodic solution is obtained. 
The temporal and vertical variability of SPM is investi- 
gated for various ws and K. Using the notation Sm, for 
the mean concentration over time and s,,, for its 
depth-average, the dimensionless vertical gradient, 
[Sm(0)-Sm(h)J’sm , is presented in Fig. 4 as a function 
of z,,, and wsfor k20m. 

Two distinct regions of Fig. 4 can be identified. 
For strong settling (w?>>4hw), the SPM gradient is 

approximately proportional to w,h”, whereas for weak 
settling ( W ? C C ~ ~ W M Z ) ,  the SPM gradient is almost 
independent of ws, and roughly proportional to h”. 
According to this simple model the near-surface SPM 
measured by satellite sensors will be representative 
of the whole column only in the case of strong vertical 
diffusion (e.g. b0.03 m2s-’) and low to moderate fall 
velocities (e.g, ws>103 ms-’). Clearly the present 
model involves many assumptions and approxima- 
tions and further investigation is required before reli- 
able conclusions can be drawn. In particular, model 
studies are likely to be highly sensitive to the 
parameterisation of turbulent diffusion via h. 

10-6 
0.001 0.010 0.100 

TIME- AND DEPTH-UUN VERTICAL DIFFUSION COEfFlClCNT (rnZ/s) 

Fig. 4. Dimensionless SPM gradient 
plotted for a range of 5, and ws (h=20m). 

[Sm(O)-Sm(h)]/ S m  

Further simulations (not shown) suggest that 
temporal variability over tidal time scales is compara- 
ble to the tidal-mean concentration for most h and ws 
considered, especially for the high ws typical of the in 
situ measurements of Van Leussen (1994). 

6. CONCLUSIONS AND PERSPECTIVES 

This paper describes the use of AVHRR for the 
determination of suspended particulate matter distri- 
bution and dynamics in the Belgian coastal waters. 
An analytical model of ocean color is used to provide 
a basis for optimal calibration of the relationship be- 
tween AVHRR-derived reflectance and SPM concen- 
tration and to estimate the error introduced by inde- 
pendently-varying chlorophyll concentration. The 
question of extrapolation of AVHRR-derived SPM in 
time and space is addressed by numerical simula- 
tions using a simple SPM transport model. 

Common features, such as a turbidity maximum 
offshore of Oostende and at the mouth of the Scheldt 
Estuary, can be found in both AVHRR reflectance 
imagery and in situ measurements of SPM providing 
strong evidence that SPM can be detected from 
AVHRR in this region. An ocean color model sug- 
gests that the relation between SPM and AVHRR 
channel one reflectance is approximately linear for 
S<10 g/m3 with typical chlorophyll variations giving 
reflectance variations of about 15%. Considerable 
temporal variability is found in in situ SPM measure- 

~ 
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ments both at tidal time scales and in response to 
wind events. Numerical simulations with an SPM 
transport model confirm the high temporal variability, 
especially for sediments with high fall velocity. 

Though it is clear that an “average” SPM distribu- 
tion for this region has little meaning there is hope 
that near-surface SPM may be reasonably character- 
ised as a function of tide, wind, particle size/type, and 
water depth. However, the search for such a charac- 
terisation requires integration (Vos el a/., 1997) of 
satellite imagery (from multiple sensors), in situ 
measurements, the ocean color model and the SPM 
transport model and improvements of all components: 

Considerable error may arise in the atmospheric 
correction procedure. Such errors can be significantly 
reduced by sunphotometer measurements of aerosol 
optical thicknes. Modelling of the channel two reflec- 
tance may also lead to improvements (Althuis and 
Shimwell, 1995). 

Clearly calibration and validation of the full ocean 
color model using simultaneous reflectance meas- 
urements and in situ water constituent measurements 
is required, especially for the specific absorption and 
backscatter coefficients for SPM. In situ or laboratory 
measurements of lops may also be useful in check- 
ing the mathematical form of this model. 

Because of the strong temporal variability at tidal 
time scales, acquisition of in situ measurements will 
be difficult to achieve using ship-based techniques. 
The planned strategy is to deploy moored turbidity 
sensors to provide continuous time series. 
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THE ATMOSPHERIC DYNAMICS MISSION - A TOOL FOR SATELLITE WIND OBSERVATIONS 

P. Ingmann' and J. Fuchs 
European Space Research and Technology Centre, Noordwijk, The Netherlands 

1. INTRODUCTION 

For the post-2000 time-frame two general classes of 
Earth Observation missions have been identified to 
address user requirements (see ESA, 1995), namely: 

Earth Watch Missions - these are pre- 
operational missions. 

Earth Explorer Missions - these are 
research/demonstration missions. 

Nine Earth Explorer missions had been identified as 
potential candidates for Phase A study. After a 
selection process four mission were recommended for 
further study including, among others, the 
Atmospheric Dynamics Mission (ADM) (ESA, 1996). 
More details about the overall mission can be found in 
lngmann (1997). Here we concentrate more on the 
implementation of the mission. 

2. Scientific Background 

Observations of meteorological parameters have 
been carried out from space for several decades. 
However, direct measurements of the global, 
three-dimensional wind field are still lacking. 
Shortcomings in the current global observing system, 
including coverage and frequency of observations, 
are impeding progress in both operational weather 
forecasting and climate-related studies. In addition, 
there is now a tendency to reduce the number of 
conventional observation sites (e.g. radiosonde 
stations) making the situation even worse. 

At present, the information on the wind field over the 
oceans, the tropics and the Southern Hemisphere is 
derived applying indirect methods. It is severely 
limited by having to rely mainly on space-borne 
observations of the mass field, and quasi-geostrophic 
adjustment processes. Only a Doppler Wind Lidar 
(DWL) has the potential to provide the requisite data 
by means of direct observations in clear air (Le. 
above or in the absence of thick cloud) globally. 

' Corresponding author address: Paul Ingmann, 
Earth Sciences Division, European Space Research 
and Technology Centre, Postbus 299, NL-2200 AG 
Noordwijk, The  Nether lands;  e-mai l :  
pingmann@estec.esa.nl 

In addition, a DWL will also provide ancillary 
information as e.g. cloud top heights or their vertical 
distribution, Le. observations similar to those of a 
conventional backscatter lidar. 

3. The Mission Objectives of the 
Atmospheric Dynamics Mission 

The primary, long-term objective of the Atmospheric 
Dynamics Mission is to provide observations of 
profiles of the radial wind component. The usefulness 
of such observations has been shown in assessment 
studies (e.g. Lorenc and Graham, 1992; Courtier et 
al., 1992). Further studies addressed the generation 
of simulation tools to study the impact of DWL 
observations on NWP and climate modelling. One 
result was the creation of a data base for use in 
Observation System Simulation Experiments 
(OSSEs; Stoffelen et al., 1994). 

The mission would also provide data needed to 
address some of the key concerns of the World 
Climate Research Programme (WCRP) i.e. 
quantification of climate variability, validation and 
improvement of climate models and process studies 
relevant to climate change. The newly acquired data 
would help to realise some of the objectives of the 
Global Climate Observing System (GCOS). 

The minimum useful ADM would be a mission needed 
to demonstrate the observational technique in view of 
a follow-on mission fulfilling the target mission 
objectives. 

4. The Observational Requirements of the 
Atmospheric Dynamics Mission 

4.1 Target Observational Requirements 

The target observational requirements of the ADM 
correspond to a mission fully exploiting the 
observation technique. These would e.g. require 
global coverage, near-real-time data delivery and 
frequent revisits. These requirements have been 
described in more depth in lngmann (1997). 

4.2 Minimum Useful Observational Requirements 

The minimum useful requirements for a DWL 
represent those needed to demonstrate the utility of 
the technique in view of a follow-on mission fulfilling 
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the requirements of the operational meteorological 
user community. They represent the minimum useful 
DWL requirements from which a demonstration of the 
technique is expected. 

~~ 

Accuracy < 2 mls < 2-3 mls no requirement 

Confidence level > 95 Yo 

1 Timeliness TBD 

One of the possibilities is to embark a DWL on the 
International Space Station (ISS). While this limits the 
degrees of freedom for such a mission it would offer 
the unique opportunity to perform in-orbit servicing 
which could be an asset in view of the expected 
complexity of the instrument. The minimum mission 
objectives defined for the demonstrator mission are 
assumed to be compatible with the limitations and 
constraints of the ISS. The ISS imposes strict 
constraints, especially concerning the available 
volume and the dissipation of power. Most probably, 
near real-time availability of data cannot be ensured 
during the entire lifetime but only for limited periods 
(demonstration campaigns). An additional mission 
related limitation is the coverage which cannot be 
global as the platform will be in an inclined orbit with 
turning points at 51.6 degrees latitude. No fixed local 
sampling time will be achieved. However, this bears 
the potential of studying diurnal processes at least in 
the tropics. A preliminary impact study addressing a 
DWL on the ISS has been carried out recently 
(Stoffelen and Marseille, 1998) showing that such a 
demonstration mission would still have a significant 
impact on NWP and climate research. The minimum 
requirements for a demonstration mission on the ISS 
are summarised in Table 1. 

Vertical domain 

Vertical Integration length 

Horizontal domain 

5. S T A T U S  O F  T E C H N I C A L  
IMPLEMENTATION 

0-2 km 2-1 6 km 16 - 20 km 

< 0.5 km < 1.0 km < 2.0 km 

52 S - 52 N 

The core space element of the Earth Explorer 

Horizontal integration length 

Temporal sampling 

LOS profiles per 6 hours 

Profile separation 

Atmospheric Dynamics Mission is the DWL. It 
provides profiles of atmospheric wind in cloud-free air 
or above cloud. In areas of broken clouds a 
penetration below the cloud tops can be achieved. 
Depending on the type of observational requirements 
this would correspond to a wide range of 
implementation scenarios. While the target set of 
requirements would (most probably) require a 
constellation of free flyers, the minimum set has been 
- while still being scientifically attractive - tailored to 
the limitations of the ISS. 

< 50 km 

nta 

z 300 

> 200 km 

Instrument concepts have been studied at pre-phase 
A level, leading to two designs based on COP laser 
technology (in the 10 pm wavelength range). These 
designs have originally been made for a free flying 
satellite, trying to optimise coverage by using a 
scanning mechanism to achieve different lines of 
sight. However, a critical performance analysis has 
shown that the requirements stated originally were 
difficult to be achieved with current technology. 
Drawing on the results of complementary scientific 
studies (cf section 3) it was decided to give higher 
priority to quality (accuracy) of measurements 
compared to coverage, in order to get a better 
demonstration of the mission objectives. Preference 
was given to a design with (less) fixed lines-of-sight 
(LOS), thus reducing complexity at instrument and at 
system (satellite) level. The refinement of the mission 
requirements - and especially its critical analysis 
concerning minimal useful requirements - has allowed 
to consider simplified instrument concepts with only 
one line of sight. Advances in laser and detector 
technology have allowed to reconsider technical 
implementation choices concerning the wavelength 
(from the ultraviolet up to 10 pm) and the detection 

I PBL 1 Troposphere 1 Stratosphere I 

TABLE 1 : Minimum observational requirements for a DWL on the ISS (PBL = planetary boundary layer, 
LOS = line of sight) 
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FIGURE 1: The Doppler wind lidar on the International Space Station - it shows conceptually transmitted 
pulse and returned signal from aerosol, cloud and the Earth's surface. 

technology (coherent vs. direct detection) with a 
fresh eye. This was mandatory in view of the 
recommendation to study the accommodation of the 
DWL on the ISS. This recommendation was made in 
the light of the technological risks associated with the 
instrument. Figure 1 shows a conceptual sketch of 
the DWL on the ISS. The relevant trade-offs will be 
preformed in a phase A study, planned to start in early 
summer 1998. 

6. CONCLUSIONS 

The Atmospheric Dynamics Earth Explorer Mission is 
one of the four missions recommended for further 
study which are considered in the context of future 
Earth Observation missions. The mission will focus on 
profiles of line-of-sight winds. A Doppler wind lidar 
mission has the potential of providing for the first time 
independent observations of atmospheric wind 
profiles in cloud-free air or above thick cloud. The 
observations are considered to be of high value for 
operational meteorology and climate research. In 
addition, also the wider atmospheric research 
community would benefit through observations 
needed for the validation of process 
parameterisations in e.g. General Circulation Models 
(GCMs). In addition, the availability of independent, 
high accuracy observations of could top heights and 
aerosol layers would be of importance for e.g. 
numerical weather prediction. 
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P5.148 1997 ENSO FROM ADEOS/NSCAT DATA 

Tetsuo Nakazawa 
Meteorological Research Institute, Tsukuba, lbaraki 305 JAPAN 

1. INTRODUCTION 

By using the sea surface wind data obtained by 
the NASA scatterometer (NSCAT), which was on 
board the Advanced Earth Observing Satellite 
(ADEOS), the atmospheric signals of the current 
ENSO are examined. 

ADEOS/NSCAT collected surface ocean wind 
data from September 16, 1996 to June 30, 1997, 
which covers the onset period of the 1997 ENSO. 

Here, we think of ENSO as an instability in the 
coupled atmosphere-ocean system. Necessary pre- 
conditions for instability include: piling-up of warm 
water in the western Pacific in response to strong 
easterly trades; and persistent westerly winds over 
the western Pacific. A likely source for westerly wind 
forcing on the ocean is the Madden-Julian Oscilla- 
tion (MJO). We examine the importance of the MJO 
in the onset of ENSO because: 

1) The MJO time scale (30-60 days per global 
circuit) is sufficiently long to permit ocean-atmosphere 
coupling in a westerly wind regime: and 

2) The MJO is seasonal; active in summer hemi- 
spheres and crossing the equator in spring (going 
N) or fall (going S). Coupling relevant to ENSO should 
occur on the equator, suggesting that MJO affects 
ENSO onset in spring or fall. 

3) The MJO initiates in the Indian Ocean and 
propagates to the western Pacific. Atmosphere- 
ocean coupling important for ENSO occurs in the 
wester/centraI Pacific, suggesting the potential for 
short-term predictability. 

In this paper we describe the MJO during spring 
of 1997, and explore the effect on the onset of the 
current E NSO. 

2. NSCATDATA 

We used the NSCAT level 3 dataset derived via 

the NSCAT-1 algorithm. The advantages of ADEOS/ 
NSCAT data are wide spatial coverage ( 90% global 
in 2 days); and accuracy (2m/s in wind speed of 3- 
20 m/s, 20 deg in wind direction ). 

3. MJO WITH CONVECTION AND WESTERLIES 

MJO variability affects the tropics every 1 or 2 
months. However, we denote a particular MJO event 
in March is associated with the Onset MJO, because 
it is associated with triggering the coupling between 
the ocean and the atmosphere that resulted in the 
onset of ENSO. 

Figure 1 shows the time-longitude section of the 
surface zonal winds from NSCAT data (left) and the 
outgoing longwave radiation (right), averaged be- 
tween 10 "N and 10 O S ,  covering from the Indian 
Ocean ( 40 "E ) to the western coast of South America 
( 80 OW ). Solid (dashed) contour denotes westerlies 
(easterlies) for 'NSCAT, and heavy shading denotes 
the active convective region in the OLR data. There 
are several large westerly wind area over the Indian 
Ocean and the western Pacific in early November 
and December in 1996 , February - March, and April 
and May in 1997. These westerlies are associated 
with the MJO. In the left hand figure notice that the 
eastern edge of the westerlies progresses eastward 
intermittently with successive westerly events. For 
example the eastern edge is located at about 150 "E 
in the Nov. event, near the dateline in the March 
event, and at 160 "W in June 1997. In the OLR data, 
there are several MJO signals, propagating from the 
Indian Ocean to the westerdcentral Pacific. After the 
March event, the convective activity weakens over 
the maritime continent (1 10 - 130 "E. ) and strength- 
ens over the eastern Pacific, suggesting that the 
March event may finally have established coupling 
and triggered the ENSO. 

Figure 2 shows the NSCAT wind field (left) and 
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OLR field (right) in 6-10 
March. In February there 
are pronounced westerlies 
over the equatorial Indian 
Ocean ( not shown ). The 
westerlies moved into the 
western Pacific in March. 
They can be seen north 
and east of New Guinea , 
which connected to the 
trades in the northern hemi- 
sphere. There are also 
westerlies between New 
Guinea and Australia, as- 
sociated with the souther- 
lies west of Australia. The 
westerlies persist for more 
than two weeks, starting in 
early March. We speculate 
that the westerlies within 
the onset MJO play an im- 
portant role for the cou- 

Fig.1: Time-longitude section averaged between 10 ON and 10 O S  of NSCAT surface pling, 
zonal wind (left) and OLR (right) from 16 Sep. 1996 to 30 June 1997. For NSCAT wind, 
contour interval is 2 m/s and solid (dashed) line denotes westerlies (easterlies). For the 
OLR, heavy shading denotes the region less than 180 W/m2. 

4. CONCLUSION 

We analyzed the NSCAT surface wind data dur- 
ing the onset phase of the 1997 ENSO. We found 
that the onset of 1997 ENSO is closely related to the 
atmospheric MJO, which accompanies enhanced 
convective activity and low-level tropospheric west- 
erlies over the western Pacific in March 1997. 

NSCAT Wind MAR. 06-10 1997 OLR MAR. 06-10 1997 

2011 

laW 

101 

Fig.2: NSCAT ocean surface wind fields (left) and OLR (right) averaged between 6-10 March, 1997. For NSCAT wind, 
arrow (arrow length) denotes the direction (speed). For the OLR, heavy shading denotes the region less than 140 W/m2 
with an interval of 20 W/rn2. 
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P5.16B SSMII ESTIMATION OF OCEAN SURFACE WIND SPEEDS IN LIITORAL ZONES 

T. Bellerby' 
Geography Department, University of Hull, UK 

M. Taberner, A. Wilmshurst 
Centre for Remote Sensing, University of Bristol, UK 

1. INTRODUCTION 

Pixels whose footprints intersect a coastline contain a 
mixture of information from both land and sea 
surfaces. This 'contamination' effect prevents their 
values from being directly input into a geophysical 
retrieval algorithm which assumes either a uniform 
land or a uniform ocean surface. One important type 
of algorithm which suffers from this restriction is the 
estimation of ocean surface wind speeds using 
passive microwave satellite data. Since passive 
microwave sensors are associated with particularly 
large pixel footprints, a wide (-100 km) coastal zone 
must be excluded from wind speed products derived 
from data produced by these instruments (Oziebo and 
Etcheto., 1991 ; Schluessel and Luthardt, 1991). 

This paper describes the application of a brightness 
temperature separation technique (Bellerby et. al., in 
press) to the estimation of surface wind speeds in 
coastal waters using the Special Sensor Microwave/ 
Imager (SSM/I). The method employed uses digitised 
coastline information to derive separate land and sea 
brightness temperatures for mixed coastal pixels. 
Ocean only brightness temperatures for the 37V, 37H 
and 22V channels (37 GHz vertically and horizontally 
polarised and 22 GHz vertically polarised) may then 
be used to generate sea surface wind speed 
estimates using an established physically-based 
technique originally developed by Wentz (1 983, 
1992). 

2. METHODOLOGY 

2.1 Briahtness TemDerature SeDaration 

SSM/I brightness temperature measurements (TB) 
may be treated as areal integrals of the surface 
brightness temperatures (Tb) within a given pixel 
footprint (Hollinger et. al., 1987): 

- 
Here G is the normalised instrument response 
(allowing for the scanning movement of the sensor 

'Corresponding author address: Tim Bellerby, 
Geography Department, University of Hull, 
Hull HU6 7RX, UK 
T. J. Bellerby@geo. hull.ac. uk 

during a measurement), $0 is the direction of the 

boresight and x($, p) is the projection of $ onto the 
surface of the Earth from satellite position p. The 
surface brightness temperatures (Tb) are assumed to 
additionally include the effects of any intervening 
atmosphere. 

A section of coastline may be simply modelled using 
two uniform brightness temperatures to represent 
land and sea areas respectively: 

(2) Tb(X) = Tbnd L(x) + Tsea (I-L(x)) 

Where L(x) =1 if x is  a point on land 
=O if x is  a point in the ocean 

T/an,j 
Tsea 

Here land and sea brightness temperatures are 
assumed to include the effects of the atmosphere 
intervening between a given point on the surface and 
the sensor. 

=the brightness temperature of the land 
=the brightness temperature of the ocean 

Substituting (2) into (1) creates a model relating the 
satellite measurement to the two uniform components 
of the simplified surface emission pattern: 

In order to derive land and sea brightness 
temperatures from mixed coastal pixels, the above 
model must be inverted. However, in its basic form, 
the inverse model would relate two independent 
unknown variables (Tiand and Tsea) to a single known 
quantity (Te). If Tland and Tsea are assumed to be 
constant over a three by three pixel area, however, 
the inverse model now relates two independent 
unknown variabies to nine independent pixel 
measurements (Figure 1). The resulting system is 
overspecified and may be solved by linear regression. 
In order to create separated brightness temperature 
products spaced at the original$ (25 km x 25 km) 
image resolution, above procedure must be carried 
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Figure 1. 
A schematic representation of the forward model which is inverted to yield separate land and sea 
brightness temperatures lor a mixed coastal pixel. The model covers the nine pixel area 
surrounding and including the given pixel. 

out for the nine pixel squares surrounding every pixel 
in the original image. 

2.2 Wind Speed Retrievals 

The physical retrieval algorithm used in this study was 
derived by Kilham (pers. cornrn.) from the published 
work of Wentz (1 983, 1992.) Surface wind speed may 
be related to sea surface state and in turn to surface 
emission characteristics at 37 GHz. The algorithm 
uses simplified sea surface state and radiation 
transfer models to derive surface wind speeds from 
the 37V and 37H channels. Since precipitation can 
mask the microwave signal from the ocean surface, it 
is usual to remove precipitation areas from a wind 
speed product. One possible method is to screen out 
pixels for which vertically integrated cloud liquid.water 
exceeds 0.25 kg m-2. Cloud liquid water (CLW) may 
be estimated from the 22V, 37V and 37H channels 
using an extended version of the radiative transfer 
model referred to above (Petty, pers. cornrn., Wentz 
1983, 1992). 

3. RESULTS 

The brightness temperature separation technique has 
been successfully applied to a number of 

geographical regions, including the Gulf of Aden, the 
British Isles and the west coast of the United States. 
In the latter two cases, the separated brightness 
temperatures have been used to produce surface 
wind speed estimates which have been validated 
against available buoy data. 

Since land contamination displays a similar signature 
to areas of cloud at the microwave frequencies under 
consideration, the cloud liquid water mask provides 
an excellent mechanism to detect land contaminated 
pixels. Figure 2 shows a pair of CLW-masked ocean- 
surface wind-speed products for the morning pass of 
the F13 satellite over the British Isles on 4th May 
1996. Evidence of land contamination, in the form of 
spuriously identified coastal cloud, is clearly evident 
in the product based on unprocessed brightness 
temperature data (Fig 2a.) By contrast, estimates 
produced using separated ocean brightness 
temperatures are available right up to the coastline 
(Fig 2b.) 

Figure 3 plots the correlation between SSMA wind 
speed estimates and surface measurements against 
distance from the coastline. These statistics were 
obtained by validating, against UK Meteorological 
Office buoy data, 107 separate wind speed images 
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Figure 2 
SSMA F13 wind speed retrievals for 06:19 on 4th May 1996. (a) Computed using unprocessed brightness 

temperatures. (b) Computed using separated brightness temperatures. 

for the British Isles covering the period May-July 
1996. At distances greater than 10 km from the coast, 
the correlations are almost identical for wind speed 
estimates based on unprocessed data and those 
based on separated brightness temperatures. This 
result is a consequence of the efficiency of the 
precipitation mask at removing land contaminated 
pixels from the wind speed products. 

Figure 4 plots percentages of pixel measurements 
which pass the cloud liquid water masking process. In 
this case there is a marked difference between 
masked wind speed estimates produced using raw 
and separated input data. While the former show a 
success rate declining to less than 25% as the 
coastline is approached, the latter maintain a 
constant rate of around 80% irrespective of coastal 
distance. An exhaustive comparison of the masked 
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products with visible imagery from the Operational 
Linescan System (OLS) on the same satellite 
confirmed that the separation process was eliminating 
the false identifications of coastal cloud caused by 
land contamination. 

4. CONCLUSIONS 

A new brightness temperature separation technique 
has been successfully employed to generate surface 
wind speed estimates for coastal waters. The wind 
speed estimates produced by the new procedure 
have been validated against buoy data and found to 
display similar correlations to those attained over the 
open ocean. This new technique will allow SSM/I 
ocean surface wind speed monitoring to be extended 
right up to the coastline and to be used for the first 
time in smaller seas such as the English Channel, the 
Irish Sea, the Red Sea, and the more constrained 
parts of the Mediterranean. 

Correlation with Distance from Coast 

0.5 1 
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Figure 3 
Correlations between wind speed estimates and buoy data 
plotted against distance from the coast. 

Rate of Retrieval against Distance from the 
Coast 
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Figure 4 
The percentage of wind speed estimates passing the cloud 
liquid water mask plotted against distance from the coast. 
Results are only plotted for locations with buoy data. 
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P5.17A GLOBAL DISTRIBUTION OF SSM/I RAINFALL RETRIEVAL ERROR 

Qihang Li’, Ralph Ferraro, and Norman Grody 
NOAAINESDIS, 5200 Auth Road, Camp springs, Maryland, USA 

1. INTRODUCTION 

Over the past two decades, many IR- and 
microwave-based satellite algorithms have been 
developed and applied by various groups to generate 
global rainfall products with fairly good success. 
However, the magnitude and spatial-temporal 
distribution of the errors associated with these products 
are not well understood. To inter-compare and optimally 
blend these products as required by GPCP ( Global 
Precipitation Climatology Project), it is very important to 
analyze the various components of the error and to 
quantify the magnitude of the total error. The SSMA 
algorithm developed by the NOAA/NESDIS/Off ice of 
Research and Applications is a component algorithm 
used in GPCP (e.g., Grody, 1976, 1991; Ferraro et al., 
1994, 1996; Ferraro and Marks, 1995; Ferraro, 1997). 
One of the current research activities focuses on the 
spatial-temporal distribution of its retrieval errors. 

2. FORMULATION 

where 0: (or 0, ) is called the sampling error which 
results from the discrete sampling scheme and is equal 
to 

and 0: (or 0) is called algorithm error which results 
from the imperfect algorithm and is equal to 

estimate is defined and derived below. + 7, y,p[RA >YEA ( ‘ j  I] 
The error associated with the space-time rain 

Let r (x , t )  be the rain rate at point x and time 

R, ( t )  = 7JA r(X, t )dt  , and the space-time rain rate 

over area A and period T is R A T  = TJ, RA ( t )dt  . 
Now, suppose that N measurements are made over 
area A during period T at times t ,  ,t2 ,... , t N  with 

2 A  (ti ) = R A  ( t i  ) + EA (ti ) 1 where E A  (ti is the 
error associated with the measurement of 
instantaneous areal rain. The space-time rainfall the autocorrelation between the errors at time ti and 

N 2  
N 

I . Then the areal rain over area A at time 1 is - C j  P [ R A   EA (ti >bt 
1 i= l  T 

where OiA is the variance of the areal rain rate, 

p [ R ,  ( t i ) ,  R, ( t  ,)I the correlation between the area 

rain rates at time t i  and t j ,  EA the systematic error or 

bias of the algorithm-estimated areal rain rate, $A the 

variance of the instantaneous error, ( t i  > , E A  (ti )I 

1 

1 
estimate then is k,, = - 

N 
2, ( t i  ) , and difference 

n 

between the two, i.e., E,, = RAT - R A T ,  is the 
retrieval error we are dealing with. What quantifies the 
magnitude of this error is the second moment of EA, , 
which can be derived as 

Corresponding aufhor address: Qihang Li, 
NOAA/NESDIS, 5200 Auth Road, #703, Camp Springs, 
MD 20746, USA; e-mail: qli@ nesids.noaa.gov 

t j ,  and P [ R A ( t j ) , & A ( t j  13 the correlation between the 

real rain intensity at time t i  and the error at time t j. 

These equations show that the total error can 
be expressed as the sum of two sources: the error due 
to discrete sampling, 0, , and the error due to an 

imperfect algorithm, Oa. The sampling error is 
influenced by the following factors: 1) variance of the 
instantaneous areal rain rate, 2) temporal correlation of 
the areal rain, and 3) period of observation and the 
number of measurements during the period. The 
algorithm error depends on 1) the bias of the algorithm 
in measuring instantaneous rain rate, 2) the temporal 

2 

2 
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correlation of the instantaneous error, 3) the correlation 
between the magnitude of the instantaneous areal rain 
at time ti and the magnitude of the instantaneous error 
at time t j ,  and 4) the number and time period of 
observations. 

Category 
0-0.1 (mmlh) 
0.1-0.2 
0.2-0.5 
0.5-1 .O 
1 .o-2.0 
above 2.0 

In the following sections, we will discuss how 
to estimate and apply these parameters for various 
parts of the globe. 

Mean I Standard Dev 
-0.068 0.050 
-0.1 1 1  0.114 
-0.109 0.282 
-0.0166 0.559 
0.984 0.362 
2.238 0.833 

3. PARAMETER ESTIMATION 

3.1 Variance and Auto-Correlation of Areal Rain 

(0iA and ~xRA (ti ), RA ( t j  >I> 
Radar rainfall data set over the TOGA-COARE 

region has been used to quantify the variance and auto- 
correlation of areal rain as a function of the area size 
over tropical oceans. Figures 1 and 2 show the 
coefficient of variation and correlation time scale as a 
function of area size. 

0 50 100 150 200 250 
Lineur Scde (km} 

Figure 1 Coefficient of variation of areal rain as a 
function of area size, TOGA-COARE 

0 50 100150200250 
Linear Scale (krn) 

Figure 2 Correlation time scale as a function of area 
size; TOGA-COARE region. 

This is the only viable approach in a global-scale 
application. We found that the SSMI-derived variance 
is larger than that derived from radar, which may be due 
to the fact that SSWI algorithms tend to over-estimate 
large events and under-estimate small events Li et al., 
1998). Figure 3 shows an example of SSWI-derived 
variance. 

C .- 
E 
IJ 

$ 

is 
k- 
0 

-100 b I00 
Longitude Along Equator 

Figure 3 Coefficient of variation of instantaneous 2.5- 
degree areal rain rate based on SSWI July 1993 data; 
shown is a cross section along the equator, center of 
figure is 180 degree east. 

3.2 Mean, Variance, and Auto-Correlation of 

Instantaneous Measurement Error (EA, OCA , and 2 

(ti > , E A  ( t j  )I 
Since the NOAA/NESDIS/ORA SSMl rainfall algorithm 
consists of two modules: one for rainfall over land 
(scattering module) and one for rainfall over water 
(scattering and emission module), we need to obtain 
the statistics about measurement error separately over 
land and over oceans. Over the oceans, 170 SSWI- 
radar match-up maps over the TOGA-COARE region 
were obtained and differences between the two at 
various spatial scales were computed. The mean, 
variance, and auto-correlation of the difference (Le., 
measurement error) were computed for 6 different areal 
rain rate categories at the 25" scale (see Table 1). 

A multi-year global 25" instantaneous rain 
rate data set derived by the NOAA/NESDIS/ORA SSWI 
algorithm has been used to estimate the variance and 
auto-correlation of areal rain for every 25" grid box. 

Over land, a selected number of SSWI and NEXRAD 
match-up maps has been used. The statistics of 
instantaneous measurement error at large spatial 
scales, however, are not as reliable due to small 
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number of samples. To overcome this, we take 
advantage of the relatively large number of samples at 
small scales and extrapolate to the large scales. The 
result is a curve relating the measurement error to the 
area size, from which one can obtain the error at 25" 
scale (see Figure 4). 

200 

150 
E 100 ac 
P 50 

0 
e 

0 50 I00 150 200 250 
Linear Size of h a  (km] 

Figure 4 Error of instantaneous rain rate measurement 
as a function of area size; error presented as 
percentage of areal rain. Radar data from Oklahoma 
and Kansas of U S .  

Over both land and ocean, the auto-correlation of 
instantaneous measurement error is found to be weak. 

4. GLOBAL DISTRIBUTION OF RETRIEVAL 
ERROR 

4.1 Procedure 

With the parameters estimated as described above, 
monthly 2.5-degree global rainfall maps and associated 
error fields can be generated using SSWI data as 
follows: 

For each 2.5-degree grid box, calculate the 
instantaneous areal rain rates for all the satellites' 
visits to that box during the month. In the example 
shown in this paper, F-10 and F-1 1 data have been 
used. With two satellites, the number of visits to a 
2.5-degree grid box is about 30 near the equator 
and 60 at high latitude (not counting visits with very 
small areal coverage). 

The monthly rainfall for the grid box is obtained by 
taking average of all the instantaneous rain rate 
measurements. 

Sampling error for the grid box is computed based 
on the number of samples and their temporal 
spacing, and using the variance and auto- 
correlation data obtained in Section 3. 

Algorithm error for the grid box is computed based 
on the number of samples and the actual 
magnitude of the instantaneous rain rate recorded 

4.2 

during each visits. The error is calculated 
separately for grid boxes over land and over ocean. 
The total error is obtained by combining the 
sampling error and the algorithm error. 

EXamDlt? Results 

Some results for January and July of 1993 are 
shown here. To clearly see the relative magnitude of the 
monthly rainfall and error fields, we will show plots of 
cross sections instead of global maps. 

Figures 5 and 6 show the cross sections along 
the equator of the monthly rainfall and associated error 
for January and July 1993. The solid line is monthly 
rainfall, and the dash line is error. 
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Figure 5 Monthly 2.5-degree rainfall and associated 
error along equator for January 1993. Solid line is 
monthly rainfall, and dash line is error. 
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Figure 6 Monthly 2.5-degree rainfall and associated 
error along equator for July 1993. Solid line is monthly 
rainfall, and dash line is error. 

It can be observed that the magnitude of the 
error is proportional to that of the monthly rainfall. This 
makes sense because if a box has large rainfall 
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amount, it also has large variance leading to large 
sampling error, and it also has large measurement error 
leading to large algorithm error. 

To see the magnitude of the error relative to 
the monthly rainfall over all parts of the globe, we plot 
the error versus monthly rain using all the 2.5-degree 
grid box data over the globe (Figure 7 and 8 for January 
and July 1993, respectively). 

7 300 
E - 200 
E! 
4 100 

0 

I 

0 200 4D0 600 800 ID00 

Figure 7 Error versus monthly rainfall, showing all the 
2.5-degree grid box data over the globe, January 1993. 
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Figure 8 Error versus monthly rainfall, showing all 2.5- 
degree grid box data over the globe, July 1993. 

5. DISCUSSIONS 

This paper has established a methodology to 
quantify the total error associated with space-borne 
rainfall retrieval and demonstrated the procedure by 
which this methodology can be implemented. The 
successful implementation hinges on good estimation 
of the various parameters for each grid box: the 
variance and auto-correlation of areal rain rate, the 
mean, variance, and auto-correlation of the 
measurement error of instantaneous real rain rate. At a 
time when global coverage of surface sensors is 
unavailable, the variance and auto-correlation of rain for 
each grid box have to be estimated by using historic 
satellite data, so that season- and location-specific 

values are obtained. This can be accomplished by 
using more than 10 years of SSWI data archived at 
NOAAINESDISIORA. The estimate of instantaneous 
areal rain retrieval error has to be refined by using more 
radar-SSWI match-up maps, both over ocean and over 
land. We have done extensive analysis with TOGA- 
COARE data (Li et al., 1998), but more work needs to 
be done to increase the confidence level of our 
algorithm error estimates over land. 
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1. INTRODUCTION 

The retrieval of total precipitable water (PW) over 
oceans from passive microwave satellite 
measurements is generally thought to be solvable, 
because of the presence of the weak 22.235 GHz 
water vapor absorption line in the low cm spectrum, 
which on the wings does not saturate except for very 
moist atmospheric conditions. After the launch of 
the SSMII, various PW retrieval algorithms have been 
developed by combining multi-channel brightness 
temperatures, and involving different statistical and 
physical formulations. Comparisons of water vapor 
retrievals from these algorithms over the Earth's 
oceans by use of bias-rms statistics and scatter 
diagrams suggest that current algorithms are 
generally in good agreement (Wentz, 1995; Jackson 
and Stephens, 1995). However, a figure in the 
Jackson and Stephens (1995) paper (Figure 8b), 
involving the intercomparison of four SSMIl 
algorithms actually uncovered the nature of the 
problems of SSMII algorithms. Serious disagreement 
is found when viewed in the zonally averaged 
framework, but attention was not paid to its 
significance or its cause. 

In this study, for the intended objective of better 
measurement of water vapor, which is then used for 
better understanding the hydrological cycle and its 
transient behavior, we examine the seven different 
SSMA aglorithms over the global oceans and 
exaplain causes of discrepancies found between 
algorithms. 

2. METHODOLOGY AND DATASETS 

The seven SSMA algorithms under study have all 
been exercised fairly regularly since their 
development and are expected to be representative 
of the spectrum of SSMII algorithms currently in use. 
This set consists of: ( I )  the Alishouse et al. (1990) 
statistical algorithm (hereafter referred to as ALI); (2) 
the Greenwald et al. (1993) physical algorithm 

(hereafter GRE); (3) the Lojou et al. (1994) statistical 
algorithm (hereafter LOJ); (4) the Petty (1994) 
statistical algorithm (hereafter PET); (5) the 
Schluessel and Emery (1 993) statistical algorithm 
(hereafter S&E); (6) the Wentz(l992) physical 
algorithm (hereafter WEN-P); and (7) the Wentz 
(1995) VIP optimal statistical algorithm (hereafter 

The analysis begins with examining differences 
between the seven algorithms in following 
frameworks: (1) monthly-averaged point values of PW 
presented in scatter diagrams versus radiosonde- 
derived monthly-averaged PWs at open ocean sites; 
and (2) oceanic monthly zonal-averaged profiles of 
PW differences between pairs of algorithms. This 
first part of the analysis is used to demonstrate that 
the scatter diagrams disguise the underlying biases 
while the gridded difference maps do not reveal with 
clarity. 

For we use monthly mean values derived from a 
very large dataset of -240,000 PW-TB match-ups 
based on 46,223 open ocean radiosonde profiles and 
neighboring SSMII pixels acquired by Wentz (1 995, 
1997). Figure 1 provides location of 53 selected 
radiosonde sites (circles) of Wentz data set. 

WEN-OS). 

60s 

WE 

Figure 1: Locations of Wentz (1995) SSM/I- 
radiosonde observation matchup data (circles) with of 
Alishouse et al. (1990) matchup data (+ sign). 

*Corresponding Author's Address: Dr. B.J. Sohn, 
Department of Earth Sciences, Rm 24-303, Seoul 
National University, Seoul, 151 -742, Korea. 
E-mailsohn bj@plaza.snu.ac. kr 

3. RESULTS 

Monthly mean radiosonde vs SSMII-derived 
PWs from July 1987 to December 1990 are 
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presented in scatter diagrams of Fig. 2. The results 
by the LOJ method are not provided since the LOJ 
method is the outlier with respect to other six 
methods. All six methods given in Fig. 2 are 
generally in good agreement with raob when biases 
are removed. But underestimation of TPW by the 
ALI method is clear for very moist condition, 
contrasting to unbiased characteristics depicted by 
other methods. Scatter diagrams from two 
physically based WEN-P and GRE methods depict 
relatively larger scattering, compared to statistical 
methods. 

6 -  

10% of the WEN-OS PW and the ratio gets even 
larger at high latitudes, particulary due to the two 
physical algorithms (GRE and WEN-P). 
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Figure 2: Scatter diagram for monthly mean PW 
between the satellite retrievals and radiosonde data 
for 42 months from July 1987 to December 1990. 

In contrast to the good agreement between six 
algorithms shown in scatter diagrams, 1990 July 
zonal average of PW given in Figure 3 vividly 
demonstrate the degree of structural bias. As a 
case of reference we provide the WEN-OS derived 
PW (solid line in Fig. 3) with units on the right 
ordinate. Differences of each method from the 
WEN-OS retrieval are given by various lines with 
units on the left ordinate. Differences in the low 
latitudes are relatively small, ranging from -1 to 1 kg 
m-z. However, differences in off-tropical latitudes are 
much larger; difference range around 30” is about 

I I I 8 

90 60 30 0 -30 -60 -90 
Latitude 

Figure 3: WEN-OS derived zonal mean PW (solid 
line) with units on the right ordinate for July 1990 and 
zonal mean differences of other retirevals from the 
WEN-OS retrieval. Difference are given with various 
lines and their units are given on the left ordinate. 

At the same time the comparison between the 
ALI and the PET gives insight on how the training 
data set used for generating regression coefficients 
might give impact on SSMA retrievals since the PET 
method is based on the subset of Alishouse et al. 
matchup data. The ALI and PET retrievals are in 
two closest zonal patterns throughout latitudes in 
interest. We hypothesize the similarity between two 
methods is due to the similar training dataset used for 
the development of PW algorithms. In order to test 
the hypothesis we revise the statistical algorithms by 
adapting to a common radiosonde-based training 
dataset while keeping the basic structure of each 
regression formula, hoping that much of the 
meridional structural bias can be removed by revised 
algorithms. Figures 4a and 4b represent variances 
of retrieved PWs for July 1990 from four original 
statistical algorithms (ALI, S&E, PET, WEN-OS) and 
from four revised ones, respectively. As shown in 
Figs. 4a-b, much of the geographical structural bias 
can be removed by applying revised algorithms based 
on a common training dataset. This suggests that 
the main factor giving rise to systematic spatial 
structure differences in the current set of statistical 
algorithms is the variability in the completeness 
(robustness) of the training data that had been used 
to establish the coefficients of the predictor variables 
in the various statistical formulations. An important 
finding in this analysis is that there are coherent 
residual differences between the various algorithms 
that are caused by a basic difference in how the 
training datasets were prepared for the various 
algorithm formulations. 
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Figure 4: Geographical distributions of variances 
calculated from four original statistical PW algorithms 
(top panel) and from four revised algorithms (bottom 
panel) for July 1990. 

In this presentation, we will provide additional 
evidences that the uncertainties in the PW retrievals 
are, in part, due to discrepancies in specifying the 
SST, Ws, and CLWC conditions. This is done 
through a set of RTE modeling experiments in 
conjunction with various typical radiosonde 
observations. In this part of the analysis, we 
consider the SST-Ws-CLWC effects on both the 
statistical and physical algorithms. We will also 
present results of examination of a more subtle factor 
that can give rise to differences amongst the 
algorithms (either statistical or physical), that being 

associated to the vertical structure variations inherent 
to water vapor profiles. 
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1, INTRODUCTION 

Since the launch of the first Special Sensor 
Microwave/lmager (SSM/I) in 1987, a number 
of different workers have produced algorithms 
for the retrieval of atmospheric integrated 
liquid water path (LWP). There has, however, 
been a serious deficit in the quantitative 
validation of these LWP retrievals. The 
quantitative estimation of LWP is exceptionally 
difficult, due to the discrete, heterogeneous 
nature of the parameter, together with the lack 
of any conventional ground-truth data. 
Uncertainties within the LWP amounts have 
seriously inhibited the utility of LWP retrievals, 
e.g. as explicit inputs to numerical weather 
prediction (NWP) models. 

2. Data Collection 

The Cloud Retrieval and Validation 
(CLOREVAL) Project has undertaken a 
number of campaigns to correct this imbalance 
through the creation of a dataset of high 
quality in situ quantitative measurements of 
LWP. Previous campaigns have been based 
around either surface-based remotely-sensed 
measurements from upward-loo king 
microwave radiometers, or from a very small 
number of aircraft in situ data. The primary 
aim of CLOREVAL was to synchronize aircraft 
measurements with ship-based radiometer 
data to allow accurate simultaneous calibration 
of both the surface, airborne and SSMA LWP 
retrievals. 

*Corresponding Author. David Off iler, 
Meteorological Off ice, London Road, 
Bracknell, Berks., RGl2 2SZ, United Kingdom. 
doffiler@meto.gov.uk. 

2.7 Aircraft Data 

The CLOREVAL co-ordinated ship/aircraft 
campaign areas have been concentrated in 
the extra-tropical climatic region of the Baltic 
and North Seas, with supplementary aircraft 
data available from the sub-tropical North 
Atlantic. Cloud measurements have been 
collected from a series of dedicated flights, 
together with data from additional flight data 
collection projects (PIDCAP and ACEP). 
Flight details of the ship/aircraft missions are 
shown in Table 1. 

In situ vertical profiles of cloud liquid water 
were derived from the UK Met. Office 
Research Flight (2-130 aircraft. Figure 1 
shows an example profiles of liquid water 
content during the PIDCAP mission. The C- 
130 also flew with on-board radiometers, 
providing nadir and zenith brightness 
temperatures (TBs) at 24, 50, 89 and 157 GHz. 
An example of aircraft-derived LWP can be 
seen in Figure 2. Details of aircraft 
measurements, experiment instrumentation 
and their possible sources of error are shown 
in Table 2. 

2.2 Ship data 

A number of flights were carried out over the 
FS. Victor Hensen, operated by IfM Kiel and 
equipped with standard surface and upper-air 
instrumentation and an upward-looking 
radiometer measuring at 21.3, 23.8 and 31.7 
GHz. The LWP measurements have also 
allowed simultaneous calibration/validation of 
the ship and aircraft LWP retrievals. 

Outside of the intensive campaigns, 
measurements have also proceeded onboard 
Le Suroir, which was positioned within the 
FASTEX area for January and February 1997. 
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Table 1. CLOREVAL Baltic and North Sea Joint Aircrawship Campaigns. 

Instrument 
Data Recording System clock 

Table 2. CLOREVAL C130 flight measurements and their characteristics. 

Characteristics 
lnitialised with Rugby time 

Parameter 
rime 

Inertial Navigation System 
lINS) 
Radar Altimeter 
Static Pressure probe (SP) 

INS 
SP 

Latitude, 
Longitude Long-term errors corrected 

using GPS 
0 - 1600 m 
Pressure altitude above 1600 
m 
Not including wind drift 
Rosemount nose probe 

Altitude 

Heimann Radiometer 
General Eastern hygrometer 
(GE) 
Total Water probe 
INS, GPS, Dynamic Pressure 
probe, nose wind vanes, SP, 
TAT, GE 
Total Water probe 

Johnson-Williams probe 
Forward Scattering 
Spectrometer Probe (FSSP) 
2-D Cloud probe (2D-C) 
High-Volume Precipitation 
Probe (HVPS) 
Microwave Airborne 
Spectrometer System 
(MARSS) 
MARSS 

Deimos 

Heading 
Pressure 
Air Temperature 
Cloud Temperature 
Surface Temperature Broadband IR (8 - 14 pm) 

Absolute, but slow response 

Valid in clear air only 
Kalman filter system applied 
post-flight 

Vapour + cloud liquid and/or 
ice + precipitation (range 0- 
20 g kg-’) 
Hot-wire device 
Droplet range 0.5 - 47 pm 

Droplet range 25 - 800 pm 
Droplet range 200 pm - 4.5 
cm 
Derived from Zenith and 
Nadir views at 89 and 157 
GHz 
Nadir and Zenith views at 84 
and 157 GHz 
V- and H-pol Nadir views at 
23.8 and 50.3 GHz 

Humidity (dew point) 

Wind (u,v,w components) 

Total Water Content 

Liquid Water Content 

Integrated Liquid Water 
Path 

Microwave Brightness 
Temperatures 

I signal 
I Accuracy typically 70 m Global Positioning System 

True-Air Temp. probe (TAT) I De-iced 
In-Cloud Temp. Probe (ICTP) I IR radiometer 
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Operated by CETP, the 23.8 and 36.5 GHz 
upward-looking radiometers operated 
continuously through the extreme weather 
conditions of the north-western Atlantic winter. 
Ocean surface deformation caused by wind 
stress cause depolarization and increased 
emissivity. These mimic the LWP signal within 
the SSMA TBs. The CETP measurements 
allow the separation of ocean surface 
emissivity from the atmospheric liquid water 
signal over a wide range of surface wind 
conditions. 

The radiometers from both ship campaigns 
have been calibrated simultaneously to 
remove uncertainties in their individual 
performance. This also allows the aircrawship 
co-ordinated data from the North and Baltic 
Seas to be extended to the North Atlantic 
datasets. 

2.3 N WP model output 

The ultimate aim of the CLOREVAL project is 
to increase the utility of SSMA LWP data within 
weather forecasting. Phalippou (1 996) 
demonstrates how estimates of LWP can be 
retrieved from the ECMWF NWP model 
utilising SSMA data in a one-dimensional 
variational assimilation scheme. These 
retrievals are being assessed alongside the 
‘conventional’ satellite-only LWP retrievals. 
Details of the utility of SSM/I total column 
water vapour within the ECMWF model can be 
found in G6rard and Saunders (1998). 

3. Summary 

This work briefly outlines the construction of a 
high quality SSM/I LWP validation dataset. In 
situ data from a series of instrumentation was 
underflown a number of SSMA overpasses. 
These flights were also coincident with ship- 
based radiometer data, allowing the calibration 

of LWP values from surface remote sensing 
instruments. This calibration allows the 
evolution of a larger LWP validation dataset, 
based on the long-term ship radiometer 
measurements. Some results of CLOREVAL 
work are shown in an accompanying paper 
(Kilham et al. 1998). 
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1. INTRODUCTION. 

The Cloud Retrieval and Validation Project 
(CLOREVAL) has undertaken a number of 
data-collection campaigns to create in situ 
quantitative values for atmospheric integrated 
liquid water path (LWP). A dataset has been 
constructed from simultaneous airborne and 
ship measurements for the mid-latitudes and 
sub-tropics (see Offiler et a/. 1998). Airborne 
in Situ LWP measurements have been 
collected from the Baltic and North Seas and 
the North Atlantic Ocean. These aircraft 
datasets have been co-ordinated with 
brightness temperature (TB) measurements 
from upward-looking microwave radiometers 
located on ships together with SSM/I 
overpasses. This dataset has allowed 
intercomparisons of existing LWP retrieval 
methods with high quality in situ data. 

2. DATASET CONSTRUCTION 

The principal application of this LWP dataset is 
the validation of existing LWP retrieval 
schemes. Whilst these are primarily SSM/I 
algorithms, other LWP estimates are available 
from numerical weather prediction (NWP) 
analyses and from Vis/lR techniques. The 
SSM/I retrieval mechanisms include a number 
of empirical, physical and physical-statistical 
based techniques. 

The primary validation data sources are in- 
cloud liquid water content (LWC) 
measurements from an instrumented (3-130 

*Corresponding Author: David Kilham, Centre 
for Remote Sensing, School of Geographical 
Sciences, University of Bristol, University 
Road, Bristol, BS8 lSS, United Kingdom. 
D.A.Kilham@ bristol.ac.uk. 

(see Offiler et a/. 1998 for details). The 
vertically integrated products from these LWC 
measurements are then matched with LWP 
retrievals from a series of satellite or surface- 
based instruments. Figures l a  and l b  show 
two examples of SSM/I LWP retrievals. Also 
shown on each is the flight pattern of the C- 
130 underpass. These plots exemplify the 
wide variation visible across the suite of 
current SSM/I LWP retrievals. 

Other applications of our in situ LWP dataset 
have allowed the calibration of the radiative 
transfer models that form the basis of the LWP 
retrievals from our surface-based (shipborne) 
upward-looking microwave radiometers. The 
calibrated radiometer LWP data may then be 
compared against simultaneous SSM/I TBs. 
Upward-looking radiometer data was 
simultaneously collected from the FS. Victor 
Hensen, operated by IfM Kiel, situated 
underneath an atmospheric front crossing the 
North Sea. The passage of the front over the 
F.S. Victor Hensen, together with the variation 
in upward-looking radiometer estimates of 
LWP is shown in Figure 2. The explicit 
assessment of the atmospheric contribution 
through accurate quantitative retrieval of LWP 
from SSM/I retrievals has then allowed an 
enhanced study of the ocean surface's 
emissivity. 

Also investigated are the NWP model outputs 
from the ECMWF global analyses. The 
ECMWF model provides LWP estimates 
through its first-guess and from a procedure 
which incorporates SSM/I TB data. The SSM/I 
data is utilised through one-dimensional 
variational assimilation (1 DVAR), a method 
based on non-linear optimal estimation theory, 
exploiting the high quality a priori information 
available from the ECMWF forecast model. 
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Future work will present the results from the 
LWP validations and the assessments of LWP 
contributions to a better understanding of 
radiative transfer and sea surface emissivity 
models. 
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P5.206 DIRECT ASSIMILATION OF MULTICHANNEL MICROWAVE BRIGHTNESS TEMPERATURES 
INTO A MESOSCALE NUMERICAL WEATHER PREDICTION MODEL 

Kazumasa Aonashi 
Meteorological Research Institute, Tsukuba-shi, Ibaraki-ken, Japan 

and 
Guosheng Liu 

University of Colorado, Boulder, Colorado, U.S.A. 

1 .INTRODUCTION 
Brightness temperatures (TBs) measured by 

satellite microwave radiometers are attractive, 
especially over ocean, as inputs to numerical weather 
prediction ( N W )  models. This is because these TBs 
provide information on atmospheric and surface 
variables such as precipitation, precipitable water 
content (PWC), liquid water content (LWC) and sea 
surface wind speed, even in cloudy areas. 

In order to use a priori information from NWP 
models for assimilating infrared TBs, Eyre et 
al.( 1993) proposed a “direct assimilation” method. 
We apply this idea for incorporation of vertically- 
polarized TBs of Special Sensor Microwave Imager 
(SSMA) into a mesoscale NWP model. 

2. DIRECT ASSlMllATlON METHOD 
In this study, we use a 23-level spectral limited 

area model with a horizontal resolution of about 30 km 
(hereafter referred to as TCSM). Thedynamic part of 
this model is the same as Japan spectral model 
(JSM) which was the operational mesoscale NWP 
model of Japan Meteorological Agency (JMA). 
Though, TCSM uses the following precipitation 
parameterizaton schemes which are different from 
those used by JSM: 

stratiform precipitation (Smith : 1990) 

Scheme (EPAS) for convective precipitation 
(kuma: 1993) 

The assimilation method of this study adopts a 
one-dimensional variational method in the vertical 
( I  D-VAR) to find the optimal values of the NWP 
model prognostic variables. A radiative transfer 
model (Liu :1998) is used to simulate TBs and their 
derivatives with respect to the physical variables. 

SSMA vertically-polarized TBs are strongly 
influenced by rain particles in rainy areas and mainly 
affected by atmospheric humidity and LWC in rain- 
free areas. In ID-VAR, therefore, the TBs are 
assumed to be nonlinear functions of precipitation 

1) Layer Cloud Precipitation Scheme (LCPS) for 

2) Economical Prognostic ArakawaSchubert 

*Corresponding author Address: Kazumasa Aonashi, 
Meteorological Research Institute 1-1 Nagamine 
Tsukuba-shi, Ibaraki-ken, 305, Japan. 
e mall : aonashi@mri-jma.go.jp 

rate in rainy areas, and of liquid water temperature 
and total water content (water vapor + LWC) in rain- 
free areas. 

Since precipitation is not the model prognostic 
variables, information on rain areas (rain flag) is 
introduced to the cost function as physical 
constraints among the model prognostic variables. 
These physical constraints are derived from closure 
assumptions of LCPS and EPAS. 

The assimilation method of this study consists of 
the following 4 steps : 

I )  Rain flag is retrieved from TBs by a physical 
retrieval algorithm (Aonashi et at. :1996). 

2) In the retrieved rain-free areas, liquid water 
temperature and total water content is retrieved from 
TBs by 1 D-VAR. Then humidity and LWC are derived 
from the total water content using Smith (1990)’s 
method. 

3) In the retrieved rainy areas, 1D-VAR retrieves 
grid-scale vertical velocity and cloud -base mass flux 
from TBs. The model thermodynamic variables 
(humidity and temperature) are adjusted using the 
physical constraints. 

4) In order to remove gravity noise, diabatic non- 
linear normal mode initialization (NNMI) is performed 
(Aonashi : 1993). 

3. PHYSICAL VARIABLES FROM THE DIRECT 
ASSlMllATlON 

We executed the direct assimilation method using 
TBs observed for 19-20 Dec. 1992 during TOGA 
COARE (Tropical Ocean Global Atmosphere Coupled 
Ocean-Atmosphere Response Experiment) intensive 
observation period. The physical variables from the 
assimilation were compared with TOGA COARE 
radiosonde data and the retrievals by a conventional 
algorithm (Shibata: 1994). The results show : 

1) Comparing with the radiosonde data, 
Shibata(l994)’s algorlthm presents negative PWC 
bias and posltive LWC bias over subtropical dry 
region. Use of the humidity first guess in the direct 
assimilation method reduced these biases (See Fig. 
1). 

2) Shibata (1094)’s algorithm overestimated PWC 
along coastal lines, since emission from land surface 
is included in the observed TBs. The direct 
assimilation method alleviated the overestimation by 
calculating the TI3 emission using RTM. 
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Fig.l:Comparison between PWC retrievals 
and PWC from TOGA COARE sonde data 
for 19-20 Dec. 1992. 
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3) Consistency between humidity and LWC 
profiles was made by the deviation of the tvm 
variables from the assimilated total water content 
made. 

4) The physical constraints and the adjustment of 
dynamic variables were successful in forcing TCSM 
to produce initial precipitation patterns consistent with 
the observed TBs. 

4. IMPACT OF THE DIRECT ASSIMILATION ON 

To test the impact of the direct assimilation of TBs 
NWP FORECASTS 

on TCSM forecasts, we performed the following 
forecast experiments: 

CN: the control run without assimilating TBs from 
the initial time of 00 UTC 19 Dec. 1992, 

AC: the assimilation cycle which started at 00 UTC 
19 Dec. 1992 and included SSMll TBs from 6 
overpasses during 00-1 8 UTC 19 Dec. 1992. 

Comparison between the forecasts and the 
observed data for 20-21 Dec. 1992 shows that the 
direct assimilation improved not only humidity and 
precipitation forecasts but also surface wind 
forecasts for 48 hours. 

1)The forecast from AC maintained the PWC 
maximum band around the equator and large PWC 
gradient between the equator and the northern 
subtropical regions. These are close to the PWC 
patterns retrieved from TBs for 20-21 Dec. 1992. 

2) As shown in Fig. 2, forecast precipitation areas 
from AC were in good agreement with the retrieved 
precipitation areas around the equator. The forecast 
from CN, however, presented precipitation bands 
aroud (9N,145E) and (5S, 165E). 

3) The forecast from AC formed mesoscale 
convective system around (ON, 158E) where a cloud 
cluster was observed by Japanese Geostationary 
Meteorological Satellite (GMS4) for 20-22 Dec. 1992. 

4) The forecast from AC had the boundary between 
the subtropical easterly wind area and the equatorial 
area at lower latitude than that from CN. 
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Figure2 : Hourly precipitation over TOGA COARE region for 06 UTC 20, 18 UTC 20, 06 UTC 21 , 18 UTC 21, 
(A) forecasts from CN, (B) forecasts from AC, (C) SSMA retrievals by Aonashi &.ai (1996) 's algorithm. 
contours are at I, 2, 5, 10, 20, 40 rnmlhr. Areas over 10 mmlhr are shaded. 
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P5.21 A. A VARIATIONAL ASSIMILATION OF SSMA RETRIEVED COLUM INTEGRATED WATER VAPOR 

Godelieve Deblonde* 
Atmospheric Environment Service, Dorval, PQ, Canada 

1. lNTRODUCTlON 

Currently, humidity observations assimilated by the 
operational 3D variational assimilation (3D-Var) system 
at the Canadian Meteorological Center (CMC) consist of 
conventional observations (radiosonde and surface 
observations) and satellite retrievals. The satellite 
retrievals are profiles of dew point depression derived 
from GOES radiances (Garand 1993, Deblonde et al. 
1995). Another source of satellite humidity retrievals 
with a high spatial resolution is available from the 
special sensor microwave imager (SSM/I). Over the 
oceans, total precipitable water (TPW) which is column 
integrated water vapor can be retrieved from SSMA 
brightness temperatures (Tb) quite accurately under all 
weather conditions except when precipitation occurs. 
The impact of assimilating SSM/I retrieved TPW 
(TPWsat) in the 3D-var system (that excludes 
assimilation of GOES retrievals of humidity) on the 
analyses/forecasts is presented. 

2. METHODOLOGY 

The 30-var system (Gauthier et al. 1996) employs 
the incremental approach (at T199) and the 
minimization of the cost function is performed at T108 
(-1 80 km). The analysis increments are represented in 
spectral space in terms of the rotational and divergence 
components of the horizontal wind, the geopotential 
departure from geostrophy and dew point depression. In 
the extra-tropics, the geopotential is related to the 
horizontal wind components by a constraint that 
imposes a local balance of geostrophy. The analysis is 
performed in pressure coordinates at the 16 mandatory 
levels between 1000 and 10 hPa. The humidity analysis 
is univariate and the highest level for the humidity 
analysis is 300 hPa. To accommodate the assimilation 
of TPWsat in the 3D-var system, dew point depression 
was replaced with the natural logarithm of specific 
humidity (Inq). The forward operator that simulates 
TPW is simply the integral operator. 

The forecast model used is the CMC global 
operational SEF model which has a spectral 
representation in the horizontal (T199) and 21 sigma 
levels in the vertical. The SEF model has a Kuo type 
moist convection and cloud water is diagnosed. 

TPWsat was computed from F13 SSWI Tb. A 
multiple linear regression was used to derive TPW from 
Tb (Alishouse et at. 1990). A cubic polynomial 
correction developed by Petty (in Colton and Poe 1994) 
was applied to TPW. Table 1 lists collocations statistics 
of TPWsat with radiosondes launched from small 
islands and ships. 
* Corresponding author address: Godelieve Deblonde, 
Atmospheric Environment Service, Data Assimilation 
and Satellite Meteorology Division, 2121 Trans-Canada 
Highway, Dorval, PQ, Canada, H9P-1 J3; E-mail: 
godelieve.deblonde@ ec.gc.ca 

The same collocation technique as described in 
Deblonde and Wagneur (1997) was used. The RMSE 
for the month of July 1996 is the largest. This is 
because most of the collocated TPW values for that 
month vary between 40 and 60 kgm” and the RMSE of 
TPWsat is proportional to TPW. 

Table 1. Statistics for the collocation of F13 SSWI 
retrieved TPW with radiosondes (Units are kgm-‘). 
Period N R RMSE Mean Mean 

Raob SSMA 
Jan 96 252 0.96 3.94 30.81 32.59 
Jut 96 300 0.95 5.55 40.32 44.26 
Dec96 204 0.96 4.51 31.15 33.82 

Because of the rather low resolution of the 3D-var 
system, about 2000 pixels of TPWsat were assimilated 
for every 6 hour period (-200 km resolution). The 
observation errors for TPWsat were represented as a 
linear function of TPW (Phalippou et al. 1996). The 
vertical distribution of the increments of humidity 
profiles resulting from the assimilation of TPWsat is 
determined by the first-guess error covariances. To 
compute the forward model TPW, the first-guess field 
(6-h forecast) surface pressure was used. 

To evaluate the impact of assimilating TPWsat, 
several assimilation cycles were performed. In the 
control experiment (CONT), only conventional 
observations were assimilated. TPWsat was 
assimilated in addition to the conventional obsewations 
in the experiment named EXP. These two experiments 
were performed for the months of July and December 
1996. For the first two weeks of each month, 5 day 
forecasts were launched once a day at 00 UTC. For the 
remainder of the month, 2 day forecasts were 
performed. 

3. EVALUATION OF THE ASSIMILATION OF SSM/I 
TPW 

3.7 Col/ocations with radiosondes 

To evaluate the assimilation of TPWsat, a subset of 
the worldwide radiosonde network was selected that 
consisted only of island stations because TPWsat was 
assimilated only over the oceans and at least 100 km 
away from land. Fig.1 illustrates the July 1996 bias and 
SD for Inq in the tropics. There is an improvement in 
both the analyses and the 6-h forecast for levels 700 
hPa and above. The bias and SD for geopotential 
remained the same and the winds improved slightly. 

In the southern hemisphere (SH) extra-tropics, 
there was a reduction in the bias of Inq and 
geopotential. Statistics for the winds remained nearly 
unchanged. The impact for December 1996 was found 
to be smaller in part because TPWsat was in better 
agreement with the CONT analyses. 
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3.2 Geoootentjal anomaly correlations 

Geopotential anomaly correlations were computed 
for 5-day forecasts for the period 6-15 July 1996 (1 
forecast per day started at 00 UTC). The anomaly 
correlations were evaluated for 3 latitude bands: 20'- 
90°N, 2O0S-2O0N and 2O0S-9O0N. No changes were 
observed in the 20'-90'N latitude band. For the other 
latitude bands, the geopotential anomaly correlation 
increased by 1 to 2 % starting with the day 3 forecast in 
the tropics and the day 4 forecast in the SH extra- 
tropics. 

3.3 Impact on TP W and orecioitafion 

TPW for the CONT experiments was compared 
with SSWl TPW climatology (TPWclim) which was 
obtained by computing the time average of the full- 
resolution SSM/I TPW data set over a month and on a 
l o x l o  grid. The statistics are presented in Table 2. The 
high correlation (R) and relatively low RMSE indicate 
that the CONT TPW analyses are already in good 
agreement with the TPWclim. A lower RMSE for the 
winter case also shows that the analyses are in better 
agreement with the TPWclim. 

Table 2. Statistics of SSMA TPW climatology 
compared with the CONT and EXP analyses of TPW 
(Units are kgm'2). 

Experiment R RMSE Mean Mean 
Analysis SSMA 

Jul 96 CONT 0.98 2.98 27.83 27.48 
Jul96 EXP 1.00 1.16 27.75 27.48 
Dec 96 CONT 0.98 2.64 27.90 26.98 
Dec 96 EXP 1.00 1.34 27.50 26.98 

The impact of assimilating TPWsat on the analyses 
for the first 15 days of July 1996 is illustrated in Fig. 2. 
There is an increase of humidity in the North-Atlantic 
Ocean and in the northern hemisphere (NH) central 
Pacific Ocean (18Oo-24O0 longitude). The latter area of 
humidity increase enhances the zonal distribution of the 
inter tropical convergence zone (ITCZ) TPW in 
agreement with the TPWclim . A large decrease in 
humidity appears in the south Pacific convergence 
zone. 

TPWsat in the experiments is assimilated strongly 
(i.e. where TPWsat was assimilated, the fit of the 
analysis to the TPWsat was very good). This is shown 
by the large reduction in RMSE as a result of 
assimilating these data (Table 2). Differences between 
the monthly mean TPW of the EXP case and TPWclim 
confirmed this conclusion. In the context of an 
experimental setting as opposed to an operational 
setting, a strong assimilation of TPWsat is not 
necessarily a detriment because then a maximum 
impact study is performed. The strong assimilation of 
TPWsat is due to a combination of factors: 1. The 
relative weight of the observation versus the first-guess 
error covariances, 2. A high observation data volume 
and omission of horizontal correlations in the 

observation errors and 3. Large-scale horizontal first- 
guess error correlation functions (Le. 400 km at the 
surface). 

Differences of zonally averaged TPW between the 
CONT and EXP cases were computed. For both 
months, the result of assimilating TPWsat was to 
increase the humidity in the ITCZ north of the equator 
and to decrease it in the SH mid-latitudes. For the 
winter case, the mid-latitudes in both hemispheres dried 
out. It was found that the assimilation of radiosondes in 
the SH also tended to dry out the forecast atmosphere 
confirming the fact that the first-guess forecasts have a 
moist bias in the SH. 

The impact of assimilating TPWsat on the 5-day 
forecasts was evaluated by collocating the forecasts 
with TPWsat. The impact lasted for about 48 hours in 
the tropics and around 24 hours in the mid-latitudes. In 
the region 0'-20DN, a small impact lasted for the 5 days. 

The assimilation cycles in this study were 
purposely executed over a month in order to compare 
the first-guess and longer range precipitation forecasts 
with monthly precipitation climatologies (e.g. Huffman et 
ai. 1997). In the SEF model, there is a considerable 
precipitation spin-up (meaning that precipitation rates 
between the 12 and 36h forecasts are consideraby 
higher than the first guess value) and has a hydrological 
cycle that is too active. 

The result of assimilating TPWsat was to slightly 
reduce the global precipitation rate. The zonally 
averaged first-guess precipitation rates (6-Oh) for July 
and December 1996 are illustrated in Fig. 3. A striking 
feature for both months is that the peak of the 
ITCUSPCZ precipitation is much wider for the 
forecasts. The SEF model underestimates the size of 
the area where large-scale subsidence occurs. The 
width of the peak is reduced somewhat by the 
assimilation of TPWsat. For the July case, the 
precipitation at the peak value of the ITCZ is increased 
considerably as a result of assimilating TPWsat. Thus, 
the spin-up at the peak value of the ITCZ will start from 
a higher value. 

In the SH mid-latitudes and for both months, 
assimilating TPWsat lead to a considerable reduction in 
precipitation which appears in disagreement with the 
observations. However, collocations with radiosondes 
showed that TPWsat has a positive bias (overestimates 
TPW) for values typically found in the SH mid-latitudes. 
This would thus correctly justify the decrease in 
humidity. For the December case, the reduction of 
precipitation in the NH mid-latitudes is in closer 
agreement with observations. Precipitation in the NH 
subsidence zone for the December case is decreased 
which also results in a better agreement with the 
observations. For both months, assimilating TPWsat 
decreased the global precipitation rate and thereby 
reducing somewhat the intensity of the hydrological 
cycle. 

Assimilating TPWsat also affected the analyzed 
mass flux stream function and the mean meridional 
transport of humidity. Assimilating TPWsat increased 
the maximum intensity of the Hadley*cell by 14 % (in the 
ITCZ) and the maximum mean meridional transport of 
humidity by 7% in the latitude band 10's to 10'N. 
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4. CONCLUSIONS 

The objective of the study was to estimate the 
impact of assimilating TPWsat on the CMC analyses 
and forecasts. As a result of assimilating TPWsat and 
depending on the month studied, collocations with 
radiosondes over the oceans and the geopotential 
anomaly correlations showed a positive impact. The net 
impact of assimilating TPWsat was to slightly reduce 
the global precipitation rate and thus bringing the 6-h 
precipitation forecasts closer to the observations. The 
precipitation rates were mainly decreased in the SH 
(where the NWP model was shown to have a wet bias) 
and increased where the maximum in the ITCZ 
occured. The precipitation in the large-scale subsidence 
zones was also reduced in agreement with the 
observations. Although the humidity analysis is 
univariate, in the tropics, the Hadley cell was intensified 
and the meridional tranport of humidity increased. 
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Figure 1. July 1996 verification statistics for the tropics. Solid lines represent 0-F statistics for CONT (thick lines) 
and EXP (thin lines). Dashed lines represent 0 - A  statistics for CONT (thick lines) and EXP (thin lines). 0-F stands 
for obervations minus forecasts and 0-A  for observations minus analyses. 
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Figure 2. Analyzed TPW averaged every 6 hours from 1 July 1996 to 15 July 1996. A) CONT, B) CONT-EXP. 
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Figure 3. Zonally averaged first-guess (6-Oh) precipitation rate for A) July 1996 and B) January 1996. Obs indicates 
observations from Huffman et al. (1997) for the satellite-gauge data set. Numbers in parentheses are globally 
averaged precipitation rates. 
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Satellite data have a great potential of improving 
the analysis and the forecast in numerical weather pre- 
diction (NWP) models because of the large data cover- 
age they provide, especially over the oceans where 
conventional data are sparse. But the use of such data 
in NWP models is currently limited. The main reason of 
this under utilisation is the nonstandard measurements 
of many remote sensing systems. For example, the De- 
fense Meteorological Satellite Program (DMSP) SSM/I 
(Special Sensor MicrowaveAmager) observes total col- 
umn water vapour (TCWV), but the forecast model, and 
therefore the analysis system, requires specific humid- 
ity on a vertical grid. 

We use in this study a onedimensional variational 
(1 DVAR) method developed at ECMWF (Phalippou 
1996) for retrieving simultaneously the specific humidi- 
ty profile, the surface wind speed and the cloud liquid 
water path from SSM/I brightness temperatures, or ra- 
diances, together with the ECMWF 6-hour forecast, 
hereafter called first guess. 

TCWV is computed from the SSM/I 1DVAR re- 
trieved specific humidity profile and is assimilated in re- 
search mode in the three-dimensional variational 
(3DVAR; Courtier et al., 1997; Rabier et al., 1997; An- 
dersson et al., 1997) and fourdimensional variational 
(4DVAR; Rabier et al., 1996) assimilation systems im- 
plemented in the European Centre for Medium-range 
Weather Forecasts (ECMWF) model. The impacts of 
SSMA TCWV on the analysis and forecast fields within 
the 3DVAR system is presented. Such an assimilation 
in 4DVAR is under way. 

2. CHARACTERISTICS OF SSMll 

The SSM/I is a seven-channel radiometer which op- 
erates in both vertical (V) and horizontal (H) polariza- 
tions at 19.35, 37.0 and 85.5 GHz and at 22.235 GHz 
where only the V polarization is available. Six SSM/l’s 
have been launched thus far on DMSP satellites: first in 
June 1987 (F8), last in April 1997 (F14). The SSM/I 
consists of an offset parabolic antenna with a diameter 
of about 60 cm and a total power radiometer. The scan- 
ning is conical with an angle of 45 degrees. DMSP sat- 
ellites are in a polar orbit at an altitude of about 830 km, 
resulting in a 53.1 degree incidence angle and a 1400 

* Authors corresponding address: ECMWF, Shinfield 
Park, Reading, Berkshire, RG2 9AX. UK; e-mail: 
E.Gerard@ecmwf.int & R.Saunders@ecmwf.int. 

km swath. The effective fields of view (EFOV) of the 
half-power beamwidths of the SSM/I antenna are given 
in Table 1. The EFOVs account for the integration time 
of the radiometer. The pre-launch specification for the 
SSMA radiometric sensitivities is also given in Table 1. 
A detailed description of the SSM/I instrument can be 
found in Hollinger et al. (1990). The SSMll data used in 
this study came from the DMSP-F13 satellite. 

Table 1: SSM/I effective fields of view (EFOV) and 
radiometric sensitivities (NeAT). 

3. SSMll 1DVAR 

SSM/I 1 DVAR is a method for retrieving the atmos- 
pheric humidity profile, the surface wind speed and the 
cloud liquid water path from SSMA radiance observa- 
tions over the oceans. The geophysical parameters are 
estimated simultaneously following the theory of non- 
linear optimal estimation (Rodgers 1976), and are 
therefore the best set of parameters that explain the ob- 
served brightness temperatures, while being consistent 
with the available aprioriinformation given by the NWP 
fields. The method is described in more detail in Phalip- 
pou (1996). 

3.1 Method 

The basis of the method is summarised here. We 
define x as the control variable, formed by the natural 
logarithm of the specific humidity profile on 15 levels 
between 300 hPa and the surface, the surface wind 
speed and the cloud liquid water path. We seek the 
best estimate of x knowing the a priori or background 
vector xb given by the ECMWF first guess and the co- 
incident satellite observation vector y,. We denote by 
H the forward operator mapping the control variable x 
into the observation space; H is the radiative transfer 
model which computes the brightness temperatures 
corresponding to the control variable x and also in- 
cludes interpolation from the model fields to the meas- 
urements. A description of the radiative transfer model 
is given in Phalippou (1993). When the errors in the ob- 
servations and the errors in the a priori information 
have Gaussian distributions and are uncorrelated, then 
the cost function J is the sum of the background and 
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observation costs and is given by: 

Channel 

Bias (K) 

where 0, F and B are the expected error covariance 
matrices of the observations, the radiative transfer 
model and the background respectively. The 
superscript T denotes the matrix transpose. By 
definition, the best estimate of x corresponds to the 
maximum of the probability density function and is found 
by minimizing the cost function. 

19V 19H 22V 37V 37H 85V 85H 

-1.55 -1.60 -1.06 0.38 -1.34 2.20 1.75 

3.2 Error Covari- 

The observation errors are assumed to be uncorre- 
lated, i.e. the 0 matrix is diagonal and its elements are 
set to the NeATs of the instrument (see Table 1). The 
radiometric sensitivities are not the driving factor in the 
error budget because they are much lower than the er- 
rors we assume in the forward model. 

The errors of the forward model F are difficult to 
evaluate objectively as this would require the compari- 
son between microwave observations and the bright- 
ness temperatures simulated from collocated accurate 
measurements of the atmospheric profile and sea sur- 
face conditions. The forward model errors are assumed 
uncorrelated. The F+O matrix is thus diagonal and the 
square root of its diagonal terms are set to 2 K for all the 
channels except for the 85.5 GHz channels where the 
errors are set to 3 K in order to account for the higher 
NeAT (see Table 1). Similar errors for the radiative 
transfer are also reported by Petty (1990) for his SSM/ 
I forward model. 

The error covariance of the first guess specific hu- 
midity has been computed from the current ECMWF 
operational assimilation system. Figure 1 shows the 
TCWV first guess errors computed on atmospheric pro- 
files collected over one day. The scatter of the plot is 
due to the fact that B depends on the atmospheric tem- 
perature and humidity profiles. 

I 8 

7 

01 I 4 I I I I J 
0 10 20 30 40 50 60 70 

Toto1 Column Water Vopour (kq.m4) 

FI ure 1: First guess TCWV errors (points) and SSM/I 
1 &AR TCWV errors (straight line). 

3.3 Bias correctigtl 

Any bias in the radiative transfer model or in the ob- 
served radiances or in both may lead to biases in the 
1 DVAR products. The radiance bias correction aims at 
minimizing the mean difference between observed and 
computed radiances for some collocated ground truth. 
The ECMWF collocated first guess may constitute a 
ground truth, but it has to be unbiased. The following 
hypotheses have been adopted for that purpose: (i) the 
sea surface wind speed and temperature as well as the 
atmospheric temperature are assumed globally unbi- 
ased; (ii) the biases, supposed to be independent of the 
presence of cloud, are computed only under clear con- 
ditions; (iii) as the ECMWF first guess has a dry bias in 
particular in the Tropics, the vertical humidity structure 
of the first guess is rescaled by the TCWV retrieved 
from the algorithm developed by Alishouse et al. 
(1 990), hereafter referred to as Alishouse regression. 
This algorithm was built from collocated radiosondes 
and SSM/I observations and reflects the truth in so 
much as radiosondes do. The radiance biases, com- 
puted once only from a representative set of unbiased 
first guess fields and given in Table 2, are added to the 
observed brightness temperatures before the minimi- 
sation in 1 DVAR. 

Table 2: Bias correction in the V and H polarizations 

3.4 TCWV derived from SSWl lDVAR 

As the purpose of the study is the assimilation of 
TCWV, our present interest is the moisture field. 
Figure 2 shows an inter-comparison of TCWV derived 
from first guess, SSMA 1 DVAR and Alishouse regres- 
sion from the 27th of November 1997 at 00,06, 12 and 
18 UTC. 

It is noticeable that the first guess values are small- 
er than the SSMll 1 DVAR retrievals, especially for high 
water vapour contents, in particular in the Tropics (a). 

As expected there is a good agreement between 
lDVAR TCWV and Alishouse TCWV (b). However a 
small overestimation and underestimation of Alishouse 
TCWV at respectively low and high water vapour con- 
tent is noticeable. Such local biases have already been 
reported by Alishouse et ai. (1990) and Petty (1990). 
They are due to the intrinsic nonlinearity of the retrieval 
problem which is difficult to handle when a regression- 
type method is used. Note finally that 1 DVAR provides 
reasonable TCWV for the areas which are detected as 
rainy by Alishouse (1 1 % of the points), suggesting that 
the present method is fairly robust in the presence of 
rain contamination. 

- 
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tions of the forecast range. The forecasts are generally 
considered to be useful for any anomaly correlation 
greater than 0.6. The mean of the 500 hPa geopotential 
anomaly correlations over the 14 forecasts (Figure 4) 
shows a small positive impact of SSM/I TCWV on the 
general circulation at any forecast range in the North- 
ern Hemisphere (a) and on the medium range from day 
3 to day 6 in the Southern Hemisphere (b). 

0 10 20 30 40 50 60 70 80 
First guess 

0 10 20 30 40 50 60 70 80 
Alishouse regression 

Fi ure 2: SSM/I 1 DVAR retrieved TCWV compared to 

Alishouse regression (panel b). Units are in kg.m". 
T 8 WV retrieved from first guess (panel a), and from 

4. ASSIMILATION OF SSMll TCWV 

Two assimilation cycles have been run in the EC- 
MWF 3DVAR assimilation cycle (T213L31 configura- 
tion): the Control with the assimilation of all the 
conventional and satellite observations currently used 
in the operational model and the Experiment which in- 
cludes the additional SSMA 1DVAR TCWV observa- 
tions (125 km spatial sampling). The assimilation 
period stretches from the 1st to the 14th of February 
1997. From the 12 UTC analyses lOday forecasts 
have been run. The TCWV observation error is defined 
in such a way that it is greater than the first guess error 
for low water vapour contents and smaller for higher 
values (see Figure 1). 

The greatest impact on the model humidity field in 
the assimilation cycle is in the Tropics, as shown in 
Figure 3 in terms of mean TCWV. Both the Control and 
the Experiment started from the same first guess fields 
but assimilation of SSM/I data rapidly caused an in- 
crease in model humidity in the Tropics. Part of the 
moisture is kept by the model at least during six hours, 
but not all the moisture: indeed a bias between the Ex- 
periment analysis and first guess remains throughout 
the assimilation period. 

In order to assess the quality of the forecasts the 
anomaly correlations' have been computed as func- 

Anomaly correlation: correlation between the fore- 
cast and the analysis deviations from climatology. The 
operational T213L31 ECMWF analysis is used as the 
reference analysis. 

01 02 03 04 05 06 07 08 OB 10 11 12 13 14Feb'97 
Dol. 

Fi ure 3: Mean TCWV time series over the Tropics 
[2I0S ; 20"NI. 

a l  

b l  

Figure 4: Anomaly correlation for the geopotential 
he1 ht at 500 hPa, computed over 14 forecasts 
(Fefruary 1997) for (a) Northern Hemisphere and (b) 
Southern Hemisphere. The Control is represented by 
a dashed line, the Experiment by a solid line. 

The 24-hour forecast from the 9th of February 1997 
was examined in more details (see Figure 5), as an in- 
teresting storm crossed the Northern Atlantic during the 
FASTEX experiment (Joly et al., 1997). The manual UK 
Meteorological Office analysis of surface pressure re- 
ports a deepening of 19 hPa in 24 hours, from 966 hPa 
on the 9th of February 1997 at 12 UTC to 947 hPa on 
the 10th of February 1997 at 12 UTC. The deepening 
in the 24-hour forecast from the Experiment is of 14 
hPa, with a pressure dropping from 969 to 955 hPa in 

662 PARIS, FRANCE, 25-29 MAY1998 



the same period of time. Cyclogenesis in the corre 
sponding forecast from the Control is not as intense, 
with a deepening of only 10 hPa, from 969 to 959 hPa. 

Figure 5: Maps of surface pressure fields (in hPa): 24- 
hour rediction valid for the 10th of February 1997 at 
12 UfC. Control on panel a, Experiment on panel b. 

5. CONCLUSION 

A onedimensional variational (1 DVAR) method 
has been developed at ECMWF for retrieving the at- 
mospheric humidity profile, the surface wind speed and 
the cloud liquid water path from SSM/I radiance obser- 
vations over the oceans. This method is based on non- 
linear optimal estimation theory and is a way of 
extracting information from SSM/I radiances together 
with the a priori information available from the ECMWF 
first guess. 

Assimilation experiments of TCWV inferred from 
the SSM/I 1DVAR retrievals have been carried out 
within the 3DVAR assimilation system at ECMWF. The 
impact of assimilating SSMll TCWV on the analysis is 
to increase the TCWV mainly in the Tropics where the 
current model has a dry bias. The forecasts are im- 
proved in the extratropics when SSM/I TCWV is assim- 
ilated, at any forecast range in the Northern 
Hemisphere and in the medium range in the Southern 
Hemisphere; a case study during the FASTEX cam- 
paign shows that the intensity of a storm in the Northern 
Atlantic is better forecast when SSMll TCWV is used in 
the analysis. 

The assimilation of SSMll lDVAR TCWV in the 
newly operational 4DVAR assimilation system at EC- 
MWF is under test. Similar or better results to those ob- 
tained from 3DVAR are expected as 4DVAR can take 
account of the asynoptic observation times of the SSM/ 
I radiances. 
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P5.23A ASSIMILATION OF SATELLITE DATA INTO US NAVY MODELS 

R.L. Crout *, D.L. Durham, LCDR E.T. Petruncio, and J.B. Boatman 
Commander, Naval Meteorology and Oceanography Command, Stennis Space Center, MS 

1. INTRODUCTION 

Navy modeling provides accurate, global 
nowcasts and forecasts that describe the 
environment for worldwide Naval operations. Naval 
models aid ship routing, search and rescue, 
tropical cyclone prediction and optimum path 
aircraft routing globally. Atmospheric and oceanic 
data from the more than two-thirds of the face of 
the earth that is ocean must be acquired. Moored 
and dritling buoys and aircraft and ship reports 
provide some information, but large data sparse 
areas exist over the oceans. Satellite-derived data 
from polar orbiting and geostationary satellites 
provide the data necessary to fill these areas. The 
Naval Meteorology and Oceanography Command 
(NAVMETOCCOM) has become increasingly 
dependent on remotely sensed data to supply data 
for ocean models. 

2. BACKGROUND 

Fleet Numerical Meteorology and 
Oceanography Center (FLENUMMETOCEN) is the 
Numerical Oceanmeather Prediction facility for the 
Department of Defense (DoD). NAVMETOCCOM 
provides DoD operational oceanography products 
through the Naval Oceanographic Office 
(NAVOCEANO) Warfighting Support Center. 
NAVOCEANO is the Core Processing Center 
(CPC) for ocean surface parameters (multichannel 
sea surface temperature and altimetry) under the 
Shared Processing Program (SPP), which includes 
the Air Force and National Oceanic and 
Atmospheric Administration (NOAA). 
FLENUMMETOCCEN is the CPC for Microwave 
Imagery Products. 

FLENUMMETOCCEN and NAVOCEANO 
receive data from a number of sources, including 
NOAA NESDIS, the Air Force Weather Agency, 
and NASA Jet Propulsion Laboratory. 
FLENUMMETOCCEN requires wind speeds and 
directions, temperature profiles, and sea surface 
temperatures (SSTs) for model assimilation. 
Surface wind speeds are acquired from the DMSP 
SSMII. Upper air wind speed and direction are 
derived from geostationary satellite cloud and water 
vapor data and assimilated into the models. ERS-2 
Scatterometer wind speed and direction are also 
assimilated at FLENUMMETOCCEN. All polar 
orbiting satellite sounding data are processed by 

Corresponding author address: Richard L. Crout, 
Planning Systems Inc., 115 Christian Lane, Slidell, 
LA 70458; e-mail: crout@cnrnoc.naw.mil 

NOAA NESDIS to standard levels under SPP and 
transmitted to FLENUMMETOCCEN. 

NAVOCEANO receives Advanced Very 
High Resolution Radiometer (AVHRR) data from 
NOAA, which it then processes into MCSSTs to be 
distributed to military and civilian users. AVHRR 
data are also processed and analyzed within the 
Warfighting Support Center at NAVOCEANO to 
provide mine drift estimates, thermal current 
boundaries, and positions of mesoscale ocean 
features. The Oceanographic Features Analysis 
(OFA) depicts the surface positions of water mass 
and current boundaries around the world and is 
used as input to regional scale ocean models. The 
Altimeter Data Fusion Center (ADFC) at 
NAVOCEANO receives TOPWPOSEIDON 
altimeter data from NASA JPL and ERS-2 altimeter 
data from ESA via NOM.  These data are directly 
input to ocean models and fused with other data to 
generate products, such as the OFAs. 

Melding real time observed data with 
water mass based profiles and ocean feature 
models in an 01 framework to inform naval 
commanders and planners of the impact of the 
ocean in which they operate is the goal of ocean 
analyses. 

3. IMPLEMENTATION 

FLENUMMETOCCEN is responsible for 
running all automated atmospheric and 
oceanographic models. NAVOCEANO runs 
models that are regional in scope and require an 
interpretation by oceanographers and scientists. 

The assimilation of satellite remotely 
sensed data into Navy atmospheric and 
oceanographic models is evolving. There are four 
primary models that assimilate remotely sensed 
data. They are described in the paragraphs that 
follow. Some are models in the sense that 
forecasts are computed. Some are assimilation 
models in the sense that the data are assimilated 
into a nowcast product. 

3.1 Navy Operational Global Atmospheric 
Prediction Svstem (NOGAPS) 

NOGAPS is a spectral forecast model with 
normal-mode initialization (Hogan and Rosmond, 
1991). In addition to providing weather forecasts 
out to 144 hours, NOGAPS provides the boundary 
conditions for a number of atmospheric and 
oceanographic applications programs. Ocean 
models (Clancy and Sadler, 1992) dependent on 
NOGAPS include the Polar Ice Prediction System 
(PIPS) for global- and regional-scale sea-ice 
prediction, the Global Spectral Ocean Wave Model 
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(GSOWM) for global-scale wave prediction 
capability, the Thermodynamic Ocean Prediction 
System (TOPS) for upper ocean prediction, and the 
Ocean Circulation Evolution Analysis and Nowcast 
System (OCEANS). 

The forecast skill of an automated 
atmospheric prediction system depends heavily on 
the initialization process. NOGAPS model 
initialization is accomplished using the Multivariate 
Optimum Interpolation (MVOI) Analysis System 
(Barker 1992). MVOl incorporates direct 
measurements of the atmosphere collected by 
radiosondes, pilot balloons, aircraft, ships, buoys, 
and ground stations. Due to the paucity of data in 
many areas of interest, models are heavily 
dependent on remotely sensed satellite 
measurements. 

A seven-day NOGAPS forecast is 
produced daily for 0000 UTC and 1200 UTC. A 
global low-level analysis is run at two hours after 
the synoptic hour. Aircraft reports, satellite 
soundings, and SSMlI surface winds speeds are 
not included in this analysis. MVOl is then run for 
the 1000, 900, 800, and 700 mb levels. The output 
of this analysis is used to determine areas where 
synthetic surface observations should be generated 
and also to provide wind directions for the SSMlI 
wind speeds prior to ingest. The 144-hour 
NOGAPS forecast is then produced using all data 
available at 3 hours past the synoptic hour. 

Satellite data input to NOGAPS include: 
geostationary cloud and water vapor derived- single 
level wind components, SSM/I surface wind 
components, and atmospheric profiles of 
temperature at specified heights. Single level wind 
speed and direction observations are extracted 
from geostationary satellites by differencing 
successive images of cloud or water vapor. Cloud 
temperatures provide a height for the wind vectors. 
The cloud tracked winds tend to be vertically 
clustered with about 50% reported below 775 mb 
and about one-third concentrated in the jet stream 
(300-200 mb). Cloud and water vapor tracked 
winds are useful in the mid-latitudes and the 
tropics. 

Satellites provide multi-level observations 
in the form of soundings or atmospheric profiles of 
air temperature and humidity. Using data from the 
operational N O M  and DMSP satellites, full 
coverage is obtained every six hours. The profiles 
stretch from the surface to approximately I O  mb 
and the horizontal resolution varies depending on 
the source of the data. These data are assimilated 
in the MVOI. 

The SSMll provides ocean surface wind 
speed over the oceans. Within a 6 hour period, 
approximately 200,000 wind speed observations 
are derived from the SSMll at 25 kilometer 
resolution. The density of the data are greater than 
the resolution of NOGAPS, therefore the data are 
thinned and averaged. In order to generate the 
super observations (superobs), 10 m wind speed 

from the preliminary analysis are interpolated to the 
location of each individual observation and the 
interpolated values are subtracted from the 
observed wind speed to form wind speed 
increments. 200 km boxes are assigned and wind 
speed increments within each box are averaged. 
Superobs are assumed to be valid at the box 
centers. Averaging tends to reduce the random 
noise present in individual Observations. 

Analysis variables for NOGAPS are 
geopotential height and u and v wind components. 
Once superob increments have been computed, a 
wind direction must be assigned. The NOGAPS 
forecast model derives a 10 m wind field from the 
lowest model sigma level (40 m), primarily to 
provide forcing for models. The 10 m winds are 
stability dependent and consistent with the model's 
boundary layer physics. Assigned SSMlI wind 
directions are taken from this 10m field. The u- and 
v-wind components are horizontally interpolated to 
the location of each superob. The analyzed wind 
speeds are computed at each superob location and 
added to the superob increment to create a full field 
wind speed observation. Then the full field u- and 
v-components are computed by multiplying the 
wind components from the preliminary analysis by 
the ratio of the superob wind speed to the analyzed 
wind speed (Phoebus and Goerss 1991). The 
SSMll data are then treated as wind speed 
components. Sensitivity studies demonstrate that 
the assimilation of SSMA winds is especially 
beneficial in the data sparse southern hemisphere. 

3.2 Naw Operational Regional Atmospheric 
Prediction Svstem (NORAPS) 

NORAPS is a complete data assimilation 
system that cycles with its own analysis and 
forecast model and provides high resolution, 
localized information. The NORAPS model is a 
relocatable grid-point model (Hodur 1987). Forty- 
eight hour forecasts of NORAPS are run for the 
western Atlantic and western Pacific, the 
Mediterranean, and the Persian Gulf region. The 
MVOl is produced on the same 16 levels as 
NOGAPS. The observational database and data 
selection strategy is also the same as that used in 
NOGAPS. The areal extent of each NORAPS 
volume is an approximately 1200 km square that is 
permitted to expand if it does not contain a 
minimum of 60 observations. 

NORAPS provides the boundary 
conditions for regional atmospheric and 
oceanographic applications programs. 
Oceanographic models dependent on NORAPS are 
the Wave Model (WAM) for regional-scale wave 
prediction in the Mediterranean and the Data 
Assimilation Research and Transition (DART) 
model. 
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3.3 Optimum Thermal Interpolation System (OTIS) 

OTIS is an optimum interpolation (01) 
based data assimilation system designed to 
produce eddy resolving analyses or nowcasts of 
ocean mass structure. OTIS produces global 
surface-to-bottom temperature profiles at 100 km 
resolution twice each day. OTIS generates an 
operational 20 km product in the western Atlantic, 
western Pacific, and the Greenland-lceland- 
Norwegian Sea. Global (100 km) and regional (45 
km) sea surface temperature analyses that provide 
surface boundary conditions for NOGAPS and 
NORAPS are produced twice each day. OTIS 
assimilates fixed and drifting buoy reports, 
bathythermograph reports, ship SST reports, and 
MCSST data. The prediction from the mixed layer 
analysis (TOPS) is treated as a special case of 
data input to OTIS. 

An accurate representation of the upper 
ocean is important to weather prediction and the 
operation of underwater acoustic systems. Various 
data types must be assimilated to produce fully 
automated 'nowcasts" of ocean thermal structure. 
The 01 technique is well suited for handling data 
sparse areas and assimilating data with differing 
error characteristics. An 01 analysis is constructed 
as a background or first-guess field plus anomalies 
relative to this field. The anomaly at a particular 
grid point is given by a weighted combination of 
observed anomalies. The 01 technique provides 
the optimum weights applied to the observed 
anomalies such that the resulting analysis error will 
be minimized in a least squares sense. The 
technique also provides an estimate of that error. 

The lack of synoptic real time data 
hampers most ocean data assimilation systems. 
Approximately 250 bathythermographs are reported 
daily. MCSSTs provide an abundant source of 
surface temperature data, but effectively coupling 
these data with sparse subsurface information is a 
challenge. A NAVOCEANO-produced OFA is used 
with a water mass climatology, ocean feature 
model, and synthetic temperature-depth algorithms 
to infer three-dimensional subsurface thermal 
structure from the available surface data 
(Cummings, et al. 1997). The OFAs are created 
from a combination of in situ data, satellite SSTs, 
and altimeter data. The OFAs are received at 
FLENUMMETOCCEN as a series of latiude- 
longitude pairs depicting frontal paths and ellipse 
centers, major-minor axes, and orientation 
describing eddies. The OFA determines dynamic 
water mass boundaries, within which empirical 
orthogonal function (EOF) techniques are applied. 

Water masses are characterized by EOFs 
and tagged to historical profile data sets. A linear 
combination of the most important EOFs 
reproduces the observed temperature structure to 
within a prescribed percent of the total variance of 
the data and provides data compaction and noise 
suppression. In the Gulf Stream and Kuroshio 

regions the first three vertical modes are sufficient 
to account for more than 95% of the temperature 
variance for each water mass. A canonical 
correlation analysis (CCA) isolates important 
coupled modes of variability between the water 
mass vertical EOF amplitudes and predictor 
variables such as sea surface temperature, 
normalized measures of integrated heat content, 
latitude and longitude, and day of the year. The 
resulting relationships allow calculation of synthetic 
temperature estimates for a given position, depth, 
and time of the year. 

Each OTIS grid point is assigned a water 
mass classification based on its position relative to 
the frontal paths and ring radial fringes in the OFAs. 
The water mass classification is used to determine 
the desirable CCA model to apply at a particular 
grid point. Previous estimates of sea surface 
temperature and heat content are updated. The 
synthetic temperature profiles are coupled to the 
sea surface temperature at the surface and to the 
main thermocline via the integrated heat content 
variable. 

A synthetic profile may be further modified 
by feature models. For all analysis locations and 
frontal paths, the orthogonal distance to the frontal 
path and the orthogonal crossing point on the 
frontal path is calculated. The feature model then 
transitions historical water mass temperature 
differences across the front to the analysis location 
forming the frontal gradient by solving for the width, 
slope and shape of the front. In the case of the 
Gulf Stream and Kuroshio, a warm core is added in 
the upper 200 m and the frontal slope and width are 
dependent on depth and curvature of the front. 

The dynamic topography of a ring is 
calculated from integration of the gradient current 
balance assuming that the ring rotates as a solid 
body. Once the ring topography is calculated, 
synthetic temperature profiles are derived from 
regression models relating SST and dynamic height 
to vertical EOF amplitudes. The resultant feature 
model synthetic profiles are referenced to the first 
guess climatology and added to the observational 
database for the data assimilation run. 

Ice-covered seas impact the OTIS 
analysis. An independent 01 analysis of SSM/I ice 
concentration retrievals is performed for the 
northern and southern hemispheres. The analyses 
are performed every 12 hours and provide accurate 
synoptic ice concentration maps for the OTIS 
thermal analysis. At grid points where ice 
concentrations exceed of 50%, sea surface 
temperatures of freezing sea water are assimilated. 
Realistic gradients of ice edge temperature result. 

The full OTIS analysis requires a 
climatology at all levels below the surface and 20 
days of subsurface observations are assimilated. 
The first guess field for all sea surface temperature 
nowcasts is the previous analysis and only 
observations received since the last update time 
are assimilated. These surface temperature fields 
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are used to infer subsurface structure in the full 
OTIS analysis. 

In performing an analysis, OTIS proceeds 
point by point through its horizontal grid, producing 
a complete profile from the surface to the deepest 
analyzed level at each grid point before advancing 
to the next. At each grid point, the analysis 
sequence is: (1) sea surface temperature, (2) 
temperature in the mixed layer, and (3) temperature 
below the mixed layer. 

MCSST data are handled differently than 
other data in OTIS because their number is so 
great. Before assimilation into the analysis, 
MCSST observations within one-half mesh length 
of each grid point are block averaged around the 
grid point to form superobs that are assumed valid 
at the grid point. Superobs are constrained to be 
within the same water mass and are inverse time 
averaged to emphasize recent data. 

3.4 Modular Ocean Data Assimilation System 
/MODAS) 

MODAS is an 01-based system devised to 
provide an analysis of regional ocean structure. 
MODAS has been adapted for real-time operational 
use at NAVOCEANO and in NAVMETOCCOM 
Regional Centers. Depending on the configuration, 
MODAS may input vertical temperature profiles, 
MCSSTs, meteorological fields, altimeter-derived 
sea surface heights, model-derived fields, and 
salinity profiles. MODAS allows user-selected 
horizontal and vertical structure of the analysis grid 
and different covariance functions for the first guess 
field and observation errors. 

The regional feature models developed for 
an earlier version of OTIS have been incorporated 
into MODAS. This allows synthetic feature 
modeled temperature profiles to be used as data in 
the 01. The operational version of MODAS at 
NAVOCEANO does not currently incorporate the 
feature model analysis, but will in the next version. 

All observations used in MODAS pass 
through a series of quality checks. The 
construction of a three-dimensional temperature 
grid is a three-step process. A first guess sea 
surface temperature field is generated from a 
historical data base, a numerical ocean model, or a 
previous analysis. MCSSTs are combined with the 
first-guess field using an 01 analysis to produce a 
grid of sea surface temperature data. The sea 
surface temperatures are substituted for the 
coefficient of sea surface temperature in the 
climatology. Algorithms to describe temperature 
profiles are applied to the sea surface temperature 
values described above. The resulting grid of 
temperature is further modified by application of the 
upper ocean mixed layer model, TOPS. 

In the current Sea of Japan 
implementation of MODAS at NAVOCEANO, the 
daily analyses incorporate sea surface heights from 
the TOPEX altimeter. Studies indicate that 

subsurface temperature and salinity structure can 
be inferred from altimeter derived dynamic heights. 
Based on these relationships, synthetic profiles are 
assigned based on the location and the dynamic 
height field generated from the altimeter data. 

4. RESULTS AND DISCUSSION 

The Navy has a competent set of 
operational atmospheric and oceanographic models 
that assimilate satellite data. The Navy is 
recognized as a world leader in operational 
atmospheric and ocean modeling, MCSST 
processing, and operational altimetry processing. 
The Coupled Ocean Atmosphere Mesoscale 
Prediction System (COAMPS) will continue to keep 
the Navy at the forefront of atmospheric and ocean 
modeling (Clancy and Hodur 1996). 
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1. INTRODUCTION 

The operational assimilation of satellite radiances is 
currently accomplished using a regression-based 
approach for the calculation of atmospheric 
transmittances (RTTOV: Radiative Transfer model for 
TOVS). At the Canadian Meteorological Center (CMC), 
we have developed and implemented a physical model 
and its adjoint for the 19 IR TOVS channels (applicability 
to other platforms). A physical formulation has many 
advantages over the regression based method: 

i) it works on any vertical coordinate (RTTOV is 
designed on fixed pressure levels, requiring vertical 
interpolation) 

ii) the transmittances of each absorbing gas are treated 
separately. This allows to consider local variations in 
C02 for instance (C02 and other so-called mixed gases 
are treated as a whole in regression models) 

iii) a physical model can be modified at will, for example 
when new spectroscopic parameters become available 
or if another gas is to be considered 

iv) a physical model is not in principle subject to air 
mass dependent biases seen in regression based 
models. 

The explicit transmittance formulation currently 
considers eight gases: H20, C02, 03, N20, CH4, 0 2 ,  
CO and N2. Using a monochromatic approach (satellite 
band average spectroscopic parameters) as in 
regression models makes the model competitive in 
terms of efficiency (less than 50% increase in computer 
time). 
The model is differentiable with respect to layer 
temperature and humidity. These Jacobians are used in 
the variational assimilation of the radiances. 
Section 2 outlines the model. Section 3 presents bias 
and rms differences, first between line-by-line and fast 
model computed brightness temperature (BT) and then 
between the fast model and actual TOVS observations. 
Section 4 compares RlTOV and new model assimilation 
cycles in terms of 6-h forecast geopotential, humidity 
and winds versus radiosonde observations. Details 
(excluding assimilations results) are presented in 
Garand et al, 1998. 

* Corresponding author address: L. Garand, 
Atmospheric Env. Service, 21 21 Trans-Canada 
Highway, Dorval, P. Quebec, Canada H9P1 J3; email: 
louis.garand @ec.gc.ca. 

2. A FAST PHYSICAL FORMULATION 

Radiances are computed by the equation: 

with 

In the above equation, B is the Planck function, t(p) is 
the upward transmittance from pressure level p to the 
top of the atmosphere and es is the surface emissivity. 
The definition of J implies that the reflected radiation 
from the surface in the direction of the satellite comes 
from that same direction. Currently, rough estimates of 
es are used, typically 0.95 over land and 0.98 over sea. 

The transmittance model chosen is the classical Goody 
random model for triatomic gases and CO. For N2 and 
0 2, continuum-type parameterizations are used. 
Established water vapor continuum parameterizations 
are also used. Thus, the model itself is not new in its 
formulation. However, a crucial hypothesis is explored 
which often is remarkably successful. Transmittances 
from the fast model are compared to line-by-line (LBL) 
mean channel transmittances, i.e. convoluted with the 
response function of the satellite channel. A simple 
adjustment is made for the optical depth x of each 
absorbing gas (t = exp (- x ) derived from the fast model: 

Xa =CX (3) 

In (3), c is a constant for each gas and channel typically 
near unity and Xa is the optical depth adjusted in such a 
way as to minimize the rms and bias against LBL BTs. 

3. COMPARISON AGAINST LBL AND TOVS 
RADIANCE OBSERVATIONS 

Table 1 shows for each HlRS channel the bias and std 
based on an ensemble of 189 LBL profiles. Usually, 
errors are slightly higher as the viewing angle increases. 
An interpolation of the variance and bias is done 
between nadir and 72 degree viewing angles. Usually 
we used (3) to minimize the std so that there is a 
residual bias which remains and should be removed. 
Often however, the bias and std can be minimized at the 
same time (zero bias in Table 1). Except for a few 
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channels, the std error is only of a few tenths of a 
degree which is comparable to the satellite 
measurement error. Table 2 compares actual TOVS 
observations against calculated radiances (using a 6-h 
forecast as first guess) for both RTTOV and the new 
model over a two-week period. The superiority of the 
new model in terms of standard deviation is evident, 
except for upper-level channels 2 and 3. 

Table 1. Fast model bias and std BT (K) difference 
against 189 LBL profiles at nadir and 72 degree viewing 
angle for the 19 NOAA-12 HlRS (TOVS-IR) channels. 
Center frequency u in cm-1. 

The number of samples is 11% higher for the new model 
because there is more rejected data from RTTOV 
calculations, another indication of the superiority of the 
physical formulation over the regression formulation. 

4. ASSIMILATION RESULTS 

A one week assimilation with RlTOV and the new model 
was done (1 -7 Feb. 1996). Only channels 1-7 and 10-1 2 
were used (results with full set to be shown at the 
meeting). Fig. 1 shows results in terms of geopotential 
(GZ) against radiosondes over the global Tropics (about 
52 sites). The gain obtained for GZ as well as that 
obtained for winds and humiditv (not shown) has to be 
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Fig. 1. Bias (dash) and rms (solid) geopotential errors 
(GZ, dam) of 6-h forecasts against radiosondes for a 1- 
week period in the global tropics. RTTOV: thick line; new 
model: thin line. 

5. CONCLUSION 

Time has come to consider the use of a physical 
formulation of atmospheric transmittances in NWP 
assimilations as opposed to the current regression- 
based radiation codes. Results presented in Table 2 
and Fig.1 point to a clear superiority of the physical 
formulation. The CMC is heading towards a short term 
implementation of the newly developed model for the 
direct assimilation of TOVS and GOES radiances. The 
methodology could be extenced to microwave channels. 
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1. INTRODUCTION 

A re-locatable regional weather forecast system 
has been established based on a meso-scale model 
and real-time thermodynamic soundings derived 
from the Defense Meteorological Satellite Program 
(DMSP) microwave sounder measurements. The 
meso-scale model consists of a UNlX workstation- 
compatible version of the Penn StatelNational 
Center for Atmospheric Research (PSUlNCAR) MM5 
numerical model (Guo and Chen, 1994; Manning and 
Haagenson, 1992; Haagenson et al., 1994; Grell et 
al., 1994). The vertical profiles of atmospheric 
temperature and humidity are derived from the 
SSM/Tl and SSM/T2 sensors of the DMSP satellite 
series. These satellite-derived soundings are 
incorporated into the initialization (i.e., first guess) 
and four-dimensional data assimilation of the 
regional weather forecasts in conjunction with the 
large-scale global model analyseslforecasts, which 
provide boundary conditions for the meso-scale 
model as well as first guess information. All 
components that make up the forecasting system, 
including the meso-scale model, DMSP satellite 
reception and data processing, global model data 
ingesting, forecast model computations, and model 
output processing and displaying, are integrated 
into a complete operational system using the 
SeaSpace Corporation TeraScan data processing 
package. The TeraScan data processing package 
consists of a suite of data processing functions, a 
product generation system (TeraPGS), and a 
graphical user interface (TeraVision). 

The MM5 is a grid-point numerical model designed 
for mesoscale weather forecasting and research. 
The vertical coordinate used in the model is sigma 
coordinate. Use of the sigma coordinate gives an 
advantage for running the model over complex 
terrains and across land-ocean boundaries. The 
model can be run in either hydrostatic or non- 
hydrostatic modes and contains physical 
parameterization for clouds, radiation, convection, 

Corresponding author address: Lei Shi, SeaSpace 
Corporation, 9240 Trade Place, Suite 100, San 
Diego, CA 92126, U.S.A. 

surface boundary layer processes, etc. Typically, 
initial conditions and boundary conditions are 
obtained from a global atmospheric model. Other 
types of observations (e.g., satellite soundings, 
radiosondes, and surface measurements) are 
incorporated in the initial conditions as well as the 
forecast itself via four-dimensional assimilation 
techniques. 

2. INCORPORATION OF DMSP SOUNDINGS 

We have incorporated satellite soundings of 
temperature and relative humidity in the regional 
weather prediction system. The satellite soundings 
are derived from the DMSP microwave sensors 
SSMTTI and SSMTT2. The SSM/Tl is a microwave 
radiometer with seven channels designed for 
temperature profiling. The spot size for these 
channels is approximately 175 km at nadir. Using 
the Air Force Global Weather Center (AFGWC) 
operational D-matrix algorithm, the measurements of 
S S W 1  channels are converted to temperature data 
at fifteen standard pressure levels (1000 mb 
through 10 mb). The SSM/T2 sensor has five 
microwave channels and is designed for water vapor 
profiling. The spot size is approximately 45 km at 
nadir. The channel measurements can be 
converted to specific humidity, relative humidity, or 
dew-point temperature at six standard pressure 
levels (1000 mb through 300 mb). For incorporation 
into the regional weather prediction system, the 
temperature and water vapor profile datasets are 
written to the formats required by the MM5 
initialization and assimilation procedures. 

The real-time data from DMSP are subject to 
military encryption, and thus not available to general 
operational users. However, the next series of the 
NOAA satellites will carry the AMSU sensors - 
microwave sounders that are very similar to SSM/Tl 
and SSM/T2. The AMSU is a 20-channel microwave 
radiometer. It is composed of three separate units: 
AMSU-AI, AMSU-A2, and AMSU-B. The AMSU 
channels use the 50 to 60 GHz oxygen band 
(channels 3-14) to provide data for vertical 
temperature profiles. The window channels (I ,  2, 15, 
and 16) provide data to enhance temperature 
sounding by correcting for surface emissivity, 
atmospheric liquid water, and total precipitable 
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water. The 183.3 GHz water vapor absorption line 
(channels 18-20) provides data for the humidity 
profiles (Kramer, 1996). The AMSU sounder 
measurements will be incorporated into this regional 
weather prediction system when they become 
available. 

3. A COMPLETE MESO-SCALE MODELING 
SYSTEM ON A WORKSTATION 

The MM5 pre-processor program codes have 
been largely developed and maintained for NCAR's 
supercomputer Cray-YMP with Cray FORTRAN 
extensions for specific use with the Cray operating 
system. To run the codes independently from the 
Cray supercomputer, we have converted these 
codes to workstation versions. New TeraScan 
functions have been developed to act as an 
interface between the MM5 and the existing 
TeraScan package. These include functions for 
incorporating satellite measurements in the model 
initialization and assimilation fields and functions for 
converting MM5 output to the internal TeraScan 
Data Format. With these new functions, the MM5 
model output can be processed with the existing 
TeraScan functions and displayed with the 
TeraScan graphical user interface TeraVision. 
NCAR's MM5 version is run by script files that 
require shell script editing for each run. We have 
developed TeraScan functions to run each 
component of the MM5 system. Use of these 
functions helps streamline the MM5 system 
processing within the TeraScan framework. 

4. A PRODUCT GENERATION SYSTEM 

A product generation system, TeraPGS, is 
being developed to process satellite and model data 
in a user-friendly graphical user interface (GUI). 
TeraPGS generates different types of satellite and 
model products by processing objects on the GUI 
workspace and distributing the outputs to various 
destinations. The object processing is 
accomplished by using the point-and-click actions 
of the computer mouse. 

The TeraPGS MM5 procedure consists of the 

TERRAIN - Defines model domain and map 
projection. 

DATAGRID - Produces first guess fields from 
global model data. 

RAWINS - Performs objective analysis to blend 
first-guess fields with in-situ data. 

INTERP (forward) - Interpolates the first guess 
pressure level data to sigma level data 
and produces boundary condition data. 

SAT-SOUNDING - Incorporates satellite 
microwave soundings for MM5 model 
assimilation. 

following processes: 

MODEL - Performs time integration to produce 
forecast. 

INTERP (backward) - Interpolates the model 
forecast data from sigma level to 
pressure level. 

DELIVERY - Delivers model output locally or to 
a remote site. 

Each of these processes has a dialog box for 
the user to select parameters associated with the 
specific process. A process with selected 
parameters is placed on the workspace and linked 
with other processes to generate a procedure. 
While the procedure is running, TeraPGS opens a 
status window to give information about the 
progress of each process in the procedure. The 
final results, either datasets or pictures, can be 
distributed by the TeraPGS system locally or to a 
remote site. 

This regional weather prediction system is now 
running quasi-operationally everyday at SeaSpace 
Corporation. It takes approximately two hours of 
CPU time to generate a 48-hour forecast for a 45 
km resolution, 35x30 grid-point domain on an 
ULTRA-I (Sun Microsystems) Unix workstation. 
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1. INTRODUCTION 

The Local Analysis and Prediction System (LAPS) was 
conceived in the late 1980s at the Forecast Systems Laboratory 
(FSL; McGmley et al. 1991). LAPS fills an anticipated need in 
the local forecast office. It has been apparent that the large data 
volumes generated from current and planned data acquisition 
systems overwhelm weather forecasters because it is impracti- 
cal to review all available data soon enough to maintain timely 
forecast generation. An analysis system that integrates avail- 
able real-time data produces a comprehensive synopsis of the 
atmospheric state in a timely fashion. Going beyond subjective 
application, the feasibility of forecasting with local-scale nu- 
merical models initialized from LAPS analyses has been dem- 
onstrated (Stamus and McGinley 1997). 

FSL's operational LAPS analysis is typically performed 
on a 10-km mesh approximately centered over Denver, Colo- 
rado. The LAPS grid has ranged from 600 km on each side to a 
newer larger domain 1,250 by 1,050 km. The vertical coordi- 
nate is pressure with 50-hPa increments spanning 1100 hPa to 
100 P a ;  however, the pressure spacing is adjustable. 

LAPS background fields are interpolated from large- 
scale global or regional models; typical choices have been the 
Rapid Update Cycle (RUC) or Mesoscale Analysis and Predic- 
tion System ( M A P S )  60-km and 40-km national scale forecasts 
Benjamin (1991), the U.S. National Centers for Environmental 
Prediction's Eta, nested grid model (NGM), and the U.S. Navy 
Operational Global Atmospheric Prediction System 
(NOGAPS) models. LAPS routinely generates state variable 
analyses oft, p ,  z, u, v, w, and q; and can produce special fields 
such as three- dimensional (3-0) cloud distribution, cloud type, 
precipitation; and derived fields such as lifted index (LI), LI n 
w; and integrated precipitation over time. In addition, LAPS 
can serve special needs of the user, e.g., aviation forecast prob- 
lems. 

This paper reviews recent progress in utilizing the dif- 
ferent satellite data sources and forward models for LAPS anal- 
ysis applications. 
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2. RADIANCE DATA USED IN LAPS 

At its inception, LAPS was designed to address the lo- 
cal forecasthowcast problem, aimed at severe weather, rapid 
updates, and the merging of high frequency data sources (e.g., 
radar data) into a frequently updated analysis. For this reason, 
it was natural to develop LAPS with a Geostationary Opera- 
tional Environmental Satellite (GOES) interface. 

Since then, demands have changed, and domains have 
now been analyzed outside of the range of GOES coverage in 
places such as Bosnia, China, and more domains are planned 
for other overseas applications (i.e., Sydney 2000 Olympic 
Games). These activities, external to the United States, lack the 
GOES coverage that we have depended on for years. LAPS is 
currently being configured to utilize other geostationary plat- 
form data such as Meteosat and GMS, but even with these ca- 
pabilities, a polar capability appears desirable. 

GOES data have many advantages, one of them being 
the exceptional temporal continuity that is especially vital in 10- 
cal-scale analysis and monitoring for severe weather. However, 
when using analyses for model initialization, polar satellite 
data can offer significant benefits in data-sparse areas, especial- 
ly if the model runs are initialized at a time coincident with a 
polar pass. Available at all locations on the globe including our 
laboratory, polar data are attractive for development because 
they can be checked out in-house and their performance could 
be anywhere in the world. Code maintenance also becomes 
standardized since one satellite (or type of satellite) is involved. 
Furthermore, we can test the polar data alongside GOES and 
apply experience with GOES to the polar infrared (IR) and ex- 
ploit the microwave sensing unique to polar craft. 

The experience to date has been with IR data, which is 
the focus of this paper. Eventually, the logical progression of 
our work is to follow the Television and IR Operations Satellite 
(TlROS) high-resolution infrared sounder (HIRS) with "IROS 
microwave sounding unit (MSU) data and then explore De- 
fense Meteorological Satellite Program (DMSP) data. Thus, 
we will eventually be utilizing microwave satellite data in 
LAPS. The selection of the forward models studied parallels 
this development. This work provides a foundation for com- 
bining satellite data of all types and the algorithms now being 
developed must handle navigation and integration of heteroge- 
neous data (at least IR, visible, and microwave). This paper 
also addresses the progression from an iterative variational 
scheme to more contemporary matrix solutions with the ulti- 
mate objective to utilize one model to support all data types 
from most platforms. 

GOES data can effectively support LAPS from both di- 
rect readout (10-bit) and low-precision radiances inferred from 
8-bit imagery. Birkenheuer (1996) documents FSL's experi- 
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ments with using satellite broadcast network (SBN) 8-bit image 
data to supply its algorithms with satellite brightness tempera- 
tures. Imager data were initially used since they are readily 
available for Advanced Weather Interactive Processing System 
(AWIPS) and are directly applicable to the local forecast office 
using current data sources supporting AWIPS. With a better 
source of digital radiance imager data (10 bit instead of 8 bit), 
it is conceivable that the positive impact could be extended fur- 
ther. This study demonstrates that the 13-bit sounder data from 
GOES is superior to imager data in the GOES variational tech- 
nique. 

TIROS data used in LAPS originate from high-resolu- 
tion picture transmission (HRPT) files. In particular, the 
TIROS ingest software processes the TIROS Operational Ver- 
tical Sounder (TOVS) information, which provides radiation 
measurements in 19 IR spectral regions from the shortwave 
(4.3 p) to the longwave regions, as well as the visible wave- 
length (0.69 p). 

An intermediate processing step exists between the 
LAPS ingest and the raw HPRT files. The primary function 
navigates the data to earth locations (latitude and longitude) 
and computes the brightness temperatures for each IR channel 
using the interactive TIROS processing package (ITPP). The 
LAPS ingest software directly reads the ITPP-produced files 
and computes the mapping transform for each HPRT file. Be- 
cause the TOVS data resolution is approximately 42 km along 
the satellite track, this mapping is not time-consuming and re- 
quires about 2 minutes to process each intermediate file. 

3. FORWARD MODELS AND ANALYSIS 
TECHNIQUES 

To date, LAPS has used two primary approaches for ra- 
diance data assimilation. Both methods are 1-D variational 
techniques, modifying portions of the vertical column one grid 
point at a time. In the case of GOES data, the radiances are 
densely spaced enough for the 10-km analysis to allow an anal- 
ysis at each grid point, using the choice of nearest neighbor or 
averaged clear radiances values. 

In the case of TIROS data, the field-of-view (FOV) is 
such that only the LAPS grid point closest to the center of the 
FOV is analyzed. The the results from the ensemble of analy- 
ses are spread throughout the LAPS grids by conventional anal- 
ysis techniques such as Barnes (1964). 

3.J UniversitydMsxmin Model (GOES 

The forward model used for GOES assimilation pro- 
duces a simulated radiance based on temperature, moisture, and 
ozone profiles along with the temperature of the surface or 
cloud top, and the pressure of that radiating surface (Le., sur- 
face pressure or cloud top pressure whichever applies). Also 
needed are the zenith angle, used to determine the airmass path 
and optical depth between the FOV and the satellite. The for- 
ward model used for this work was obtained from the Univer- 
sity of Wisconsin--Madison and it is described in Hayden 

(1988). The forward model coefficients used for this study 
were vintage late 1995, furthermore, this model is not config- 
ured to produce a Jacobian for matrix solutions. 

In order to apply the forward model variationally, clear 
and cloudy FOVs need to be determined. The LAPS cloud anal- 
ysis is used to identify clear and cloudy LAPS grid points (Al- 
bers et al. 1996). The analysis presented here is only working 
from the FOVs classified as clear. The cloudy FOVs probably 
can be used; however, further research and refinements are 
needed to exploit cloudy and especially partly cloudy regions. 

The functional evaluated at each grid point has the 
form, 

5 
2 

J - ~ [ R ( f , o , c w ) i - R ; ]  + ( c - l f  (1) 

i - 3  

where the goal is to determine the optimum coefficient (c), 
where c is a scaling factor for the moisture corresponding to 
the atmosphere between 500 and 100 hPa. No modification is 
made to the moisture profile anywhere else in the column. The 
forward model radiance (R) for a specific channel i is a func- 
tion of LAPS temperature profile (0, ozone climatology profile 
(o), and the unmodified LAPS mixing ratio profile ( w )  and the 
scaling coefficient c.  The moisture profile used in each run of 
the forward model is the modified moisture profile denoted by 
cw, where each level of w has been scaled by the level-depen- 
dent coefficient c. The observed radiance derived from 
A W S  image data is designated as pi, where subscript i indi- 
cates the imager channel number. 

The first term in the functional maximizes agreement 
between the forward model and observed radiance at the ex- 
pense of only modifying the water vapor profile. The second 
term adds stability and gives more weight to solutions in which 
the coefficient’s departure from unity (no change to the initial 
profile) is minimized. The second stabilizing term, helping 
constrain the solution to approximate unity, is more important 
when multiple layers are solved (a case not considered here). 
Weights based on error characteristics can eventually be added, 
but for now the two terms have equal weight. Error statistics 
become more important when the functional grows in scope to 
include other data sources (Le., Radiosonde Observation 
(RAOB) data). 

Note that differences in all three channels, not only the 
moisture channel, are minimized in this technique. Thus, any 
improvement in the “dirty window,” imager channel 5, will also 
contribute to the solution. The Powell (1962) method used to 
minimize this function typically required three to 10 iterations 
to converge. Here the maximum number of iterations was set 
at 50, and if this limit was reached, the coefficient for that par- 
ticular grid point was excluded from the algorithm. 

Once the coefficients are determined, they are applied 
to the specific humidity field at each pressure level for which 
they are designated. The modified specific humidity field is 
then advanced to the final analysis step. 
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3.2 RTATOV (Polar ADP lication) 
To perform the polar experiments for LAPS, the for- 

ward modeYvariationa1 solution was selected to be RTATOV, a 
radiative transfer model obtained from the European Centre for 
Medium Range Weather Forecasts (ECMWF). RTATOV solves 
both the forward model problem plus the Jacobian “K matrix,” 
adjoint, and tangent h e a r  operators. Here the gradient matrix 
is used to solve a 1-D or 3-D variational solution to reconcile 
the analyzed thermal and moisture profiles with measured sat- 
ellite radiances. This model was selected because it embraces 
a state-of-the-art approach to radiance assimilation and can ef- 
fectively be formulated for use in a homogeneous or heteroge- 
neous analysis situation. Here it was only applied 
homogeneously to the moisture profile; future applications will 
be heterogeneous by expanding the functional to include other 
data sources and their respective forward models. 

The functional used to minimize the radiance data 
against the background is: 

b T  -1 b J - (x-x ) c (x-x ) 

The 1-D minimum variance solution is applied after 
Eyre (1989) using: 

T -1 m x = Xb + C K ~ ( E  + K c K  ( y  -y(xb)) (3) 

where xb is the background vertical profile vector containing 
thermal and moisture data from modified model background 
data along with climatology above 100 mb. C is the 
covariance error matrix of the background, K is the gradient 
matrix from RTATOV, E is the covariance error matrix for 
the H I R S  channel data, y”’ is the measured radiance vector, 
and y(xb) is the forward modeled radiance vector computed 
from the background vertical profile using RTATOV. 

350 

400 
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Fig la. Plot of specific humidity bias error (g/g) with pressure 
over the portion of the LAPS analysis that is modified using 
GOES 9 data. Imager and sounder results errors are comput- 
ed using Denver RAOB data. A total of 64 cases comprise the 
sample except for 350 hPa, which only had two cases for the 
time interval studied. 

The solution is only applied in clear areas even though 
methods exist to handle clouds in the model. We selected this 
approach for convenience, since we are using the model for 
the first time. For cloud detection we rely on the LAPS cloud 
analysis that uses GOES data in its current formulation. 

4. RECENT VAFUATIONAL ANALYSIS 
EXPERIENCES WITH 
GEOSTATIONARY AND POLAR DATA 

The positive results using GOES imager data to en- 
hance both moisture analyses and local forecasts have been 
shown (Birkcnheuer 1998a). Recently the iterative variational 
approach has been applied to 13-bit GOES sounder data, dem- 
onstrating additional improvement over those obtained using 
radiances derived from 8-bit image data. These solutions used 
three comparable channels (10, 8, and 7) from the GOES 9 
sounder instrument that correspond to the GOES 9 imager 
channels (3,4, and 5). Therefore, improvement is likely due to 
better data precision, signal-to-noise ratio, and better modeling 
of the sounder radiances. 

Figure 1 a plots the specific humidity bias error, with the 
most notable improvement at 400 P a .  The imager analysis 
bias is shown as dotted lines and the sounder bias error in solid 
lines. The reported value at 350 hPa represents only 2 data 
points (since 350 is not a mandatory RAOB pressure level), and 
the remaining points represent statistics from 64 comparisons 
made from mid-December 1997 through early February 1998, 
pooling both 1200 and oo00 UTC validation times. 

Figure 1 b contrasts the imager and sounder RMS errors. 
Following la, the imager RMS error is indicated by the dotted 
line, and the sounder-based result by the solid line. Here we see 
a very consistent reduction throughout the column except at 
400 hPa, where there is substantially more improvement in 
RMS error. 

0.0 2.OE-5 4.OE-5 6.OE-5 8.OE.J 1.OE-4 1.ZE4 

Spsciflc Humidity RMS Error &I@ 

Fig. lb. Plot of specific humidity RMS error (g/g) for the same 
cases as in Fig la. 
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Overall, for the entire atmosphere between 400 and 100 
hPa, the analyzed bias error using imager data was 1.287~10-~ 
compared to 2 . 5 9 9 ~ 1 0 ~ ~  g/g from sounder-based moisture anal- 
yses, reduction in moisture bias was a striking 80%. The RMS 
error statistics are also improved with sounder RMS error of 
3.592x10-’ compared to the imager RMS error of 4.826~10.’ g/ 
g, an overall improvement of about 25%. 

Work is ongoing in applying matrix solutions to our 
analysis; these methods are not yet mature enough to replace 
our iterative scheme. Initial experiences with RTATOV are dis- 
cussed in Birkenheuer (1998b). The major finding was that me- 
soscale structure can be derived from the method, but 
consistent improvement in analysis quality has yet to be dem- 
onstrated from a large data sample. The RTATOV work is now 
on hold while LAPS is configured for Optical Path Transmit- 
tance (OPTRAN; McMllin et al., 1995). 

5. SUMMARY AND PLANS 

To date we have had the greatest success and most ex- 
perience applying GOES radiance data to LAPS using iterative 
variational schemes for moisture enhancement. We are steadily 
progressing to the more versatile variational approaches. In the 
summer of 1998 we hope to apply the variational minimization 
analysis not only to the moisture analysis but also to the thermal 
analysis. The matrix methods currently being explored will en- 
able us to bring together multiple data sources, and to solve for 
multiple variables, eventually producing the best solution for a 
wide set of data types. 

One candidate for replacing the iterative GOES method 
is RTATOV coupled with OPTRAN as its forward model com- 
ponent in its more natural coordinate system. OPTRAN is cur- 
rently being configured to interface to LAPS. The expectation 
is to devise one model that will support the large variety of sat- 
ellites and sensor data providing efficient maintenance while 
serving a host of satellite needs. 

In the meantime, it is unfortunate that GOES sounder 
radiances remain beyond the reach of the local forecast office. 
LAPS will remain configured to use GOES imager data for its 
source for radiometric satellite data in AWIPS; however, until 
sounder radiances can be offered to the local forecast office, 
LAPS will not realize its full potential from GOES. When 
LAPS is operated in a location where it can receive sounder ra- 
diance, the techniques are in place to put these data to effective 
use. 

Future plans now include refining the LAPS GOES 
analysis techniques to utilize more of the sounder channels. 
Care is required to offset the improvement that more data add 
to the analysis against the longer processing times incurred 
when processing more channels. 
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P5.30B USE OF (A)TOVS RADIANCES IN 3DVAR 

R.J.Renshaw *, S. J.English, J.R.Eyre, A. J.Smith 
Meteorological Office, Bracknell, U.K. 

1. INTRODUCTION 

Variational analysis within numerical weather 
prediction (NWP) uses information from observations 
to improve estimates of the atmospheric state. The 
observations may be of variables that are related to 
the atmospheric state in a complicated way, such as 
satellite-observed radiances. 

The method is to define a penalty function which 
measures the fit of an atmospheric state both to 
observations and to an a priori estimate of the 
atmospheric state, and to find the state which 
minimises that penalty. When the prior information and 
the observations have errors which are independent 
and Gaussian, Lorenc (1986) derives the penalty 
function: 

e T -1 T -1 0 J(x) = (x-x ) 6 (x-x”) + (~*-Hx))  17 (y -yl~)) 

where denotes transpose, 
x is the model state, x” the a priori estimate, 
f’ the vector of observations, y(x) the forward operator 
to predict radiances from model state, e.g.a radiative 
transfer model, 
B and R are the error covariance matrices respectively 
for the a priori errors and for the combined observation 
noise and forward operator errors. 

2.1DVAR 

Eyre (1 989) demonstrates variational analysis in one 
dimension (1DVAR) using observations from TOVS on 
the NOAA polar-orbiting satellites to improve vertical 
profiles of temperature and humidity taken from a NWP 
model. These improved profiles are treated as 
poor-quality radiosonde observations in a 
three-dimensional analysis scheme to initialise a NWP 
forecast model. 

Though the profiles are in a statistical sense optimal, 
this does not represent an optimal use of the radiances 
in NWP. The profiles have error structures which are 
not easily handled in NWP analysis schemes. Errors 
are correlated with those in the NWP prior estimate. 

Non-linearity of the radiative transfer model means that 
error statistics in the radiances map into errors in 
profile space differently for each observation 

3. SDVAR 

3DVAR systems can avoid these problems by using 
the radiances directly, but the expense of 3DVAR 
gives rise to a new problem. Not all of the inputs 
required by the radiative transfer model will be 
available as NWP model fields (e.g. temperatures at 
high altitude, microwave surface emissivity). Within 
1 DVAR, initial estimates are made and improved upon 
through iterations of the minimisation algorithm. Within 
3DVAR, it might prove too expensive to analyse these 
variables on the model grid. A solution is to use within 
3DVAR the final values from 1 DVAR, and to hold them 
fixed . 

1 DVAR can perform other useful functions. We show 
how lDVAR can be used as a pre-processor to 
3DVAR, to perform quality control, and to flag the 
presence of cloud within the HlRS field-of-view. The 
data is then thinned prior to 3DVAR, again so as to 
reduce computational cost. 

This system will be undergoing initial trials during 
March and April 1998. We will present results at the 
conference, showing the relative impact on our 
forecasts of assimilating radiances rather than 1 DVAR 
profiles through BDVAR. We will describe our plans for 
the use of ATOVS data in 3DVAR. 
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P5.32B 
A "FAST" FORWARD MODEL FOR SSMIS: A NEURAL NETWORK APPLICATION 

Barbara A. Burns' and Alex P. Stogryn 
GenCorp Aerojet, Azusa, California, USA 

ABSTRACT 

An accurate yet rapid radiative transfer 
model for the next generation microwave 
instrument in the Defense Meteorological 
Satellite Program (DMSP) series, the Special 
Sensor Microwave Imager Sounder (SSMIS), 
is being developed with neural network (NN) 
techniques. The goal of this effort is a 
computationally efficient forward model 
suitable for use in operational atmospheric 
profile retrievals that is valid in clear, cloudy 
and precipitating conditions. In comparison to 
other "fast" models (e.g. Eyre and Woolf 1988; 
McMillin et al. 1995; Rosenkranz 1995), the 
NN approach produces a model that is easily 
differentiable, can be applied globally but with 
regional and seasonal sensitivity, and can 
account for absorption and/or scattering by 
precipitating hydrometeors. 

The NN architecture chosen is a 
backpropagation network with a single layer of 
hidden neurons. This same software has been 
used previously to derive a NN for wind speed 
estimation from SSMll data (Stogryn et al. 
1994). The NN is trained and tested with 
brightness temperature - atmospheric profile 
pairs obtained by applying a line-by-line 
radiative transfer code to Aerojet's global data 
base of radiosonde observations. This data 
base consists of temperature, water vapor 
mixing ratio, and cloud water density profiles 
classified as to season, latitude band, and 
surface type (land or ocean). A full range of 
cloud water/ice and precipitation conditions 
(consistent with aircraft radar observations) is 
imposed on the raob profiles with temperature 
and water vapor profiles adjusted for 
consistency. Care is taken to select a uniform 
representation of different profile 
characteristics (total precipitable and cloud 
water, tropopause height) for NN training to 
prevent skewing of the results. The line-by- 
line model code has recently been updated to 

include the latest improvements in water 
vapor, oxygen, and cloud water absorption 
models. The absorption and scattering 
coefficients for precipitating hydrometeors are 
obtained with Mie calculations. 

Initial efforts have focused on a NN fast 
model for the current DMSP sensors, 
specifically the microwave moisture sounder, 
and non-cloudy atmospheric profiles from the 
global raob data base. Preliminary 
comparisons of brightness temperature results 
from the NN and line-by-line models indicate 
that accuracies of - 1 K are easily obtainable at 
91 GHz. Attaining this and better accuracy at 
higher frequencies requires optimum use of 
the flexible input structure of the NN. Additional 
comparisons are being made with another fast 
model (Eyre and Woolf 1988) as well as with a 
data set of matched SSMTT-2 and radiosonde 
observations. 
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P5.34B A SIMPLE METHOD FOR PARAMETERIZING T H E  EFFECTS 
OF INHOMOGENEITY ON SOLAR RADIATIVE TRANSFER 

IN CLOUDS, WITH APPLICABILITY T O  T H E  GLOBAL 
REMOTE SENSING OF CLOUD PROPERTIES 

Grant W. Petty* 

Pu rdue U niversity 
West Lafayette, Indiana 

1 INTRODUCTION 

Techniques for remotely sensing cloud radiative and 
microphysical properties often assume that clouds are 
spatially homogeneous on  the scale o f  individual pixels 
or, a t  worst, that pixel-averaged radiances and fluxes 
correspond t o  spatial averages of plane-parallel radi- 
ances computed for the different liquid water paths 
found within i n  the pixel. Neither approach adequately 
accounts for the possibility o f  3-dimensional inhomo- 
geneity embedded within cloud layers and volumes. T o  
do so has traditionally required computationally expen- 
sive (e.g., Monte Carlo) 3-D radiative transfer calcu- 
lations, Furthermore, the knowledge o f  subgrid-scale 
3-D structure required for such computations is often 
lacking i n  any given case. 

In the following, a simple and computationally ef- 
ficient method is outlined which attempts t o  capture 
the spatially averaged effects o f  a t  least some types o f  
3-dimensional inhomogeneity on solar radiative trans- 
fer using only two free inhomogeneity parameters. The 
conceptual validity o f  the method for highly idealized 
inhomogeneous cloud structures - i.e., those possess- 
ing quasi-random internal structure and lacking strong 
directional anisotropy - appears t o  be confirmed by 
preliminary comparisons w i th  direct Monte Carlo sim- 
ulations requiring -100 times as much computational 
effort. The precise domain o f  applicability o f  the 
method to more realistic cloud structures is much less 
certain and is t h e  subject o f  ongoing research; never- 
theless, there are indications that a t  least i ts qualita- 
t ive predictions are valid for clouds not strictly satisfy- 
ing the assumptions on  which the model derivation is 
based. 

The purpose of this abstract is t o  introduce the con- 
ceptual basis and some representative results o f  the 
method to the satellite remote sensing community and 
to encourage exploration of i t s  possible applicability 

C‘orresponding Author Address: Grant w .  Petty, Earth and 
Atmospheric Sciences Dept.. West Lafayette, IN, 47907-1397 

t o  remotely sensed solar radiances f rom real inhomo- 
geneous clouds. For further details of the proposed 
method, the reader is referred t o  Petty (1998). 

2 CONCEPTUAL DEVELOPMENT 

Conventionally, the scattering and extinction charac- 
teristics o f  a volume V within a cloud composed of 
spherical water droplets are determined by f irst calcu- 
lat ing the Mie extinction and scattering properties o f  
individual droplets as functions of droplet radius r and 
then integrating the results over an appropriate drop 
size distribution n ( r )  t o  obtain the total  mass extinc- 
t ion coefficient u,  the single scatter albedo P O ,  and 
a scattering phase function P(O) ,  where 0 is the an- 
gle of scattering relative t o  the incident radiation. As a 
special case, the  radiative properties o f  a homogeneous 
plane-parallel cloud with to ta l  column liquid water W 
are determined entirely by a o ,  P ( O ) ,  and by the total  
optical thickness T*, which is given by T* = rrW. 

The model o f  Petty (1998) provides a means t o  re- 
place the above in2rinsic optical parameters w i th  anal- 
ogous effective parameters which account in  a physi- 
cally self-consistent way for subgrid-scale random fluc- 
tuations of cloud water density. Once computed, these 
effective optical parameters may be employed i n  any 
standard radiative transfer code, either plane-parallel 
or 3-dimensional. 

According t o  this method, a f ini te volume element 
V o f  cloud containing directionally isotropic inhomo- 
geneities i n  liquid water density is modeled as a statis- 
tically random ensemble of i discrete “blobs” o f  cloud, 
each with i ts own uniform liquid water density wi, ra- 
dius Ri, and associated optical diameter T,! = ‘LawiRi. 
Each blob has i ts own extinction cross-section Ckl,,i, 
single scatter albedo PO:, and scattering phase func- 
t ion Pi(@).  Appropriately summing the distribution 
o f  these blobs over volume V yields effective radiative 
parameters, u”, PO”, and P”(O) for that  volume el- 
ement. (Throughout the following, unprimed optical 
parameters will refer to intrinsic values, single-primed 
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Fig. 1: The reduction in  effective mass extinction coef- 
ficient (or optical depth), relative t o  the homogeneous (in- 
trinsic) value, that results from treating a spherical "blob' 
o f  cloud water with optical thickness r' as a discrete scat- 
tering entity. The solid curve is the untransformed re- 
duction 4(r ' )  factor. The dashed curve is the similarity- 
transformed reduction factor which accounts for the com- 
bined effect o f  d ( r ' )  and the effective asymmetry factor 
g ' ( r ' )  on cloud albedo. 
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parameters will refer to the effective optical properties 
of individual blobs, and double-primed parameters wi l l  
refer to the  combined optical properties of ensembles 
of blobs.) 

3 OPTICAL PROPERTIES OF INDIVIDUAL 
BLOBS 

Le t  the intr insic opt ica l  properties u, mg, and P ( 0 )  
of the  cloud liquid water contained i n  a homogeneous 
sphere of radius I? be fixed. The effective properties 
u', mu', and  P ' ( 0 )  of t h a t  sphere depend only on 7'. 

A n y  differences between u and u', zq] and mg', etc., 
are due to a combination of t w o  processes - finite 
at tenuat ion of the incident beam of light as it passes 
into the interior of the sphere and mult iple scattering 
within the  sphere. 

A combinat ion of analytic methods and M o n t e  Carlo 
simulat ions are used to  determine the  above properties 
for  a given "family" of spherical blobs (i.e., those pos- 
sessing a c o m m o n  set of intrinsic optical properties u, 
mu, and P ( 0 ) .  The modif ied mass extinct ion coeffi- 
cient, for example, may  be wr i t ten 

EFFECTIVE SINGLE SCATTER ALBEDO 
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Fig. 2: The dependence o f  the effective single scatter 
albedo no' o f  a discrete spherical blob o f  cloud on the 
blob's optical thickness r' ,  for three values o f  the intrinsic 
single scatter albedo ~ J O  and two values o f  the intrinsic 
asymmetry factor g. 
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Fig. 3: The dependence of the effective scattering asym- 
metry factor g' o f  a spherical blob of cloud on r ' ,  for four 
values of wo and two values o f  g. , 
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where q5 is an analytically derived mass extinction re- 
duction factor whose dependence on r’ is depicted in  
Fig. (1). It is apparent t ha t  a cloud layer composed of 
discrete blobs, each having optical diameter r’ 2 0.1, 
wil l  exhibit a significantly reduced optical depth r& rel- 
ative t o  a homogeneous cloud having the same mean 
liquid water path. This is o f  course the expected result: 
an inhomogeneous cloud layer transmits more solar ra- 
diation to the surface than a homogeneous cloud with 
the same l iquid water content. 

Figure 2 shows the dependence o f  PO’ on 7‘ for 
various values of g and PC], assuming that the intrin- 
sic phase function is given by the Henyey-Greenstein 
function. It is seen tha t  when r’ 2 1, multiple scat- 
tering wi th in each blob (and therefore multiple oppor- 
tunities for absorption) becomes important and leads 
t o  reduced effective single scatter albedo. Likewise, 
mult iple scattering leads t o  a reduction in  the effective 
asymmetry factor g’, as seen in  Fig. (3). 
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4 OPTICAL PROPERTIES OF ENSEMBLES 
OF BLOBS 
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The  (modified) bulk absorption and scattering prop- 
erties of an extended ensemble o f  discrete blobs o f  
the type described above are functions of the statis- 
tical distribution o f  blob optical diameters 7’. The 
simplest system t o  analyze is a plane parallel cloud 
layer w i th  fixed average liquid water path and com- 
prised o f  identical blobs, each having optical thick- 
ness r’, and intrinsic optical properties u,  no, PI(@). 
The effective optical depth of the layer i s  then simply 
r& = q5(r’)c%, and the appropriate values for single 
scatter albedo and asymmetry factor are PO/ and 9’.  

A more realistic system would allow a ful l  range o f  
blob sizes and densities. However, there are theoretical 
reasons (discussed by Petty 1998) t o  suspect that  only 
two independent inhomogeneity parameters are needed 
in order to reproduce the ful l  range o f  possible effects 
of inhomogeneity on spatially averaged radiative fluxes. 
The  two natural parameters tha t  emerge include an ef- 
fective fract ion j o f  the to ta l  cloud liquid water which 
is inhomogeneous and the effective mean optical di- 
ameter r’ of the inhomogeneous blobs embedded in  a 
“background” of homogeneous cloud water. The sam- 
ple results tha t  follow are based on this two-parameter 
model. 

5 RADIATIVE TRANSFER CALCULATIONS 
FOR INHOMOGENEOUS LAYER CLOUDS 

The two-parameter model outlined in the previous sec- 
t ion was applied t o  cloud layers wi th 9 mean liquid 
water path (w) values ranging from 0.01 t o  1.0 mm. 

Fig. 4: Cloud top albedo versus for a non-absorbing 
cloud layer (RO = 1) with varying degrees of inhomo- 
geneity. Solid lines indicate relationships for homogeneous 
clouds with varying intrinsic single scatter albedos. 

For each instance of m, the two inhomogeneity pa- 
rameters f and r’ were varied over a wide range: f 
from 0.0 to 1.0 in  increments of 0.1, and r’ by factors 
o f  two f rom 0.001 t o  262.1. The intrinsic asymmetry 
factor was fixed a t  g = 0.86, and the assumed mass 
extinction coefficient was 150 m2/kg. 

The resulting effective optical depths 7*,  single scat- 
ter albedo PO”, and phase function P”(0)  were used 
as inputs t o  a standard plane-parallel radiative transfer 
model in order t o  compute monochramatic fluxes for 
each cloud layer realization, assuming a solar zenith 
angle of 45O, a surface albedo of zero, and a non- 
absorbing atmosphere outside o f  cloud. 

Figure 4 depicts cloud top albedo as a function o f  
W for the non-absorbing cases. Solid lines indicate 
the correct relationship for homogeneous clouds with 
varying intrinsic single scatter albedo. Not surprisingly, 
inhomogeneity leads t o  a decrease i n  albedo relative t o  
tha t  expected for a homogeneous cloud layer wi th the 
same m. If wo were known and direct observations o f  
albedo (or nadir reflectivity) were utilized t o  estimate 
W based on the assumption of homogeneous clouds, 
the presence o f  inhomogeneity can lead to a substantial 
underestimate o f  w. The converse is also true. 

Cloud parameters have often been inferred f rom si- 
multaneous observations of reflected solar radiation a t  
absorbing (e.g., near infrared) and non-absorbing (vis- 
ible) wavelengths. The potential susceptibility of such 
techniques t o  errors due to cloud inhomogeneity is il- 

- 

- 
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2-Channel Simulations 
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Fig. 5: Ratio o f  nadir reflectances in  inhomogeneous 
clouds for absorbing and non-absorbing wavelengths, plot- 
ted versus T& (assumed identical for both wavelengths). 

lust ra ted by Fig. 5, which depicts the rat io of the nadir 
reflectances observed a t  "near IR" and "visible" wave- 
lengths, where t h e  la t ter  ("Channel 1") is represented 
by t h e  case t h a t  PO = 1, and the former ("Channel 
2") i s  represented by one of the values of mo < 1. 

These results suggest t h a t  strong inhomogeneity can 
drastical ly increase the  apparent Channel-2 absorption. 
If t h e  opt ica l  thickness were estimated from Channel- 
1 and  the  Channel-2:Channel-1 ra t io  used t o  estimate 
t h e  scattering co-albedo (1  -PO), the latter estimates 
could easily be off by a factor of 2 or more for many 
combinat ions o f f  and 7'. 

M o r e  generally, it appears f r o m  this and other results 
t h a t  s t rong  inhomogeneity can potentially lead to sig- 
n i f icant  errors in 2-channel estimates of Do, T*, effec- 
t i v e  drop size r e ,  and/or when the retrieval is based 
on plane-parallel relationships. Of course, the degree 
to wh ich  these concerns are valid under the conditions 
encountered in real clouds is n o t  yet known, because 
typ ica l  values o f f  and 7' have no t  yet been established 
fo r  real clouds. 

On t h e  other  hand, results presented by Pet ty  (1998) 
(not shown here) suggest t h a t  2-channel radiance or 
f l ux  observations can be used t o  accurately estimate 
mean  in-cloud absorption - i.e., 1 - albedo + transmit- 
tance - even in the presence of strong inhomogeneities, 
as long as the  intrinsic scattering co-albedo is of order 
1% or less. 

6 CONCLUSIONS 

A simple model  has been proposed which allows an 
inhomogeneous cloud volume t o  be treated as a radia- 
t ively equivalent homogeneous volume. As few  as two 
free parameters appear t o  be adequate to  capture t h e  
mos t  impor tan t  effects of random, isotropic inhomo- 
geneities on solar radiative transfer. Sample radiat ive 
calculations ut i l iz ing this model confirm t h a t  the spa- 
t ia l  distr ibution of to ta l  liquid water within a cloud 
layer can have significant effects on the spatial ly av- 
eraged radiat ive properties of the layer, inc lud ing not 
only effective optical thickness b u t  also in-cloud ab- 
sorption. 

It appears t h a t  significantly different intr insic values 
of mg can potential ly m a p  to identical bulk cloud opt i -  
cal properties when inhomogeneity is present in vary ing 
degrees, imply ing a potential ambiguity in t h e  interpre- 
t a t i on  o f  aircraft or satell i te radiance measurements. 
However, it mus t  be emphasized tha t  much  addi t ional  
study of the applicabil ity of t h e  model to real clouds is 
needed. 

B y  definit ion, t he  model proposed herein yields 
quasi-exact radiative transfer results for  inhomoge- 
neous cloud layers composed of randomly distr ibuted, 
widely separated spherical "blobs." Early indications 
based on M o n t e  Carlo simulations suggest t h a t  t h e  
same model also accurately explains t h e  mean  radia- 
t ive transfer properties of cloud layers exhib i t ing m o r e  
realistic internal inhomogeneities. Examples of these 
val idation results wi l l  be presented a t  the conference. 
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1. INTRODUCTION 

To improve the vertical resolution and the 
accuracy of the satellite infrared temperature 
sounders, high resolution infrared sounder satellite 
missions like AIRS (Atmospheric Infrared Sounder; 
JPL (1991)) in USA, and IASl (Infrared Atmospheric 
Sounding Interferometer; . Phulpin et ai. 1997) in 
Europe, are presently scheduled. These missions 
will mainly be devoted to operational meteorology, 
associated with Numerical Weather Predictions 
(NWP), providing an improved knowledge of the 
vertical atmospheric structure and of surface 
properties. The performances of these second gene- 
ration vertical sounders will be highly dependent on 
the accuracy to which the spectroscopic parameters 
of the optically active atmospheric gases are known. 
Consequently, it is necessary to have at one's 
disposal a comprehensive, validated, operational, 
interactive spectroscopic database. In this context, 
since 1974 the ARA (Atmospheric Radiation 
Analysis) group at LMD (Laboratoire de Meteorologie 
Dynamique du CNRS, France) has developed the 
GEISA (Gestion et Etude des Informations 
Spectroscopiques Atmo-spheriques: Management 
and Study of Atmospheric Spectroscopic Infor- 
mation) computer accessible database system 
(Chedin et al. 1982; Husson et ai. 1992,1994), to 
perform reliable radiative transfer calculations, using 
(( line-by-line and layer-by-layer )) approach for fast 
forward radiative transfer modelling. This effort 
benefits the communities doing direct and inverse 
radiative transfer studies. Currently, in the frame of 
the IASl Sounding Science Working Group 
(ISSWG), GEISA is involved in activities with the 
purpose of assessing the IASl measurement 
capabilities by simulating high resolution radiances 
and/or using experimental data, as described in 
Jacquinet-Husson et al. 1998a. 1 

2. GEISA97 SPECTROSCOPIC DATABASE 
OVERVIEW 

The GEISA database in its 1997 version 
(Jacquinet-Husson et ai. 1998b), referred to as 
GEISA97, involves 42 molecules (96 isotopic 
species) and contains 1,346,266 entries, between 0 
and 22,656 cm-'. The included molecules are of 

"Corresponding author address: N. Jacquinet-Husson, 
LMDICNRS, Ecolle Polytechnique, 91 128 Palaiseau, 
FRANCE; e-mail: husson@araOl .polytechnique.fr 

interest for the Earth and other planet atmospheres 
(such as: C2H4, GeH4, &He, C2N2, C4H2, HCJN, H2S, 
HCOOH and C3H4, for the Giant Planets). Among the 
spectroscopic parameters archieved in GEISA, the 
most important for atmospheric radiative transfer 
modelling are : the wavenumber (cm-') of the line 
associated with a vibro-rotational transition, the 
intensity of the line (cm molecule-' at 296K), the 
Lorentzian collision halfwidth (cm-' atm-' at 296 K), 
the energy of the lower level of the transition (cm-'), 
the transition quantum identifications for the lower 
and upper levels of the transition, the temperature 
dependence coefficient n of the halfwidth, the 
database management identification codes for 
isotopes and for molecules. 

A summary of the molecular species cataloged in 
the line parameters portion of GEISA97 is given in 
Table 1. The molecular species formula are listed in 
column 1 and the molecules and isotopes 
identification codes for the 'database management in 
column 2 and 3, respectively; the numbers of 
transitions for each molecule are in column four. 
Besides the individual lines spectroscopic data 
catalog itself, GEISA97 includes a second catalog, 
providing, at various temperatures and pressures, 
the cross-sections of species exhibiting dense 
spectra , not suitable for a discrete parameterized 
format. GEISA97 has been developed in close 
cooperation with the contributors of the two 
spectroscopic databases, ATMOS (Brown et ai. 
1996) and HITRAN (Rothman et at. 1997). 

3. A SECOND ITERATION OF THE IASl SPEC- 
TROSCOPIC DATABASE: GEISA97AASI: 

For the upcoming high spectral resolution 
sounders like IASl (or AIRS), complete and accurate 
laboratory measurements and/or theoretical 
modeling of spectroscopic parameters, will be 
required, because errors caused by uncertainties of 
spectroscopic parameters could, in the worst case, 
reverse the benefit which is expected from the high 
spectral resolution instruments. A first iteration of the 
IASl devoted spectroscopic database has been 
presented in Jacquinet-Husson et al. 1998a, related 
with the spectroscopic parameters of the 1992 
edition of GEISA. 

Because significant improvements on the quality 
of these parameters have been introduced in 
GEISA97, a new spectroscopic database has been 
issued, from GEISA97, for IASl radiative transfer 
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modelling, referred to as GEISA97/1ASI spectros- 
copic database. 
The eleven major atmospheric molecular species 
have been considered: H20, C02, 03, N20, CO, 
CH4, 02, NO, S02, N02, CHBD, N2, in the IASl 
sounding spectral range: 649 - 2800 cm”. A cross- 
sections database restricted to CFCll and CFC12 
has been associated with the individual lines 
database. The detailed content of GEISA97/1ASI is 
provided in Table 2. For each molecular species 

listed in column one, are given: the identification 
code, the number of lines, the line intensities 
average and maximum values (in cm.moled’), the 
mean halfwidth at half maximum, in columns two to 
six, respectively. The identification codes of the 
various isotopes of a given molecular species are in 
column seven, and for each isotope, the number of 
lines and the transitions minimum and maximum 
wavenumbers (in cm-l), are listed in columns eight to 
ten, respectively 

GEISA97 SPECTROSCOPIC DATA BANK 

Molecules Code Isotopes Nombre de transitions 

161-162-171-181-1 82 50217 H20 
c 0 2  
0 3  
N20 
co 
CH4 
0 2  
NO 
so2 
NO2 
NH3 
PH3 
HN03 
OH 
HF 
HCI 
HBR 
HI 
CIO 
ocs 
H2CO 
C2H6 
CH3D 
C2H2 
C2H4 
GeH4 
HCN 
C3H8 
C2N2 
C4H2 
HC3N 
HOC1 
N2 
CH3Cl 
H202 
H2S 
HCOOH 
COF2 
SF6 
C3H4 
H02 
CLON02 

1 
2 
3 

- 4  
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
9 
40 
41 
42 

626-627-628-636-637-638-728-828-838 
666-668-686-667-676 
446-447-448-456-546 
26- 36- 28- 27- 38- 37 
211-311 
66- 67- 68 
46- 48- 56 
626-646 

41 1-51 1 
646 

131 
146 
61- 62- 81 
19 
15-1 7 
11-19 
17 
56-76 
622-624-632-623-822-634-722 
126-128-136 
226-236 
21 2 
221 -231 
21 1-31 1 
41 1 
124-1 25-1 34 
221 
224 
21 1 
124 
165-1 67 
44 
215-217 
166 

261 
269 
29 
341 
166 
564-764 

121-141-131 

62816 
281 607 
26771 
13515 
66883 
6292 
94738 
38853 
100680 
1 1152 
4635 
171 504 
41 786 
107 
533 
576 
237 
7230 
24922 
2702 
14981 
I 1524 
1668 
12978 
824 
2575 
901 9 
2577 
1405 
2027 
15565 
117 
9355 
100781 
20788 
3388 
54866 
1 1520 
3390 
26963 
32199 

Table 1 Description of the GEISA97 individual lines spectroscopic data catalog. (Jacquinet-Husson et a1.,1998b) 
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Mol. I ID I # Lines I Int- Average I Int-Max 

H20 
(cm. mol.-' (cm. mol.-') 

1 10049 1.058E-21 2.920E-19 

c 0 2  

0 3  

N20 

2 33409 3.260E-21 

3 145443 1.217E-22 

4 18204 3.764E-21 

3.520E-18 

653.751 
650.510 
649.558 

1231 680 
649.036 
649.008 
649.044 
649.006 
696.516 
649.007 
649.459 

Alpha 
average 

0.067 
2799.896 
1995.039 
2266.307 
1607.61 1 
2484.91 5 
2243.959 
2796.319 
2762.154 
2605.481 1 2278.915 
2320.502 

0.071 

I 
4.200E-20 I 0.070 

- 
Iso. 
ID 

728 
838 I 296 
666 I 120358 

- 
161 

4.460E-19 
I I I 

I 0.047 I 26 I 1499 

# 
Lines 

3933 
3453 
1133 
1330 
200 

131 27 
3850 
7850 
4739 

984 1 1369 
939 

I 255 

co 

CH4 

02  
NO 

so2 

13523 
4879 
4369 

5 3674 2.749E-21 

6 28534 1.917E-22 

7 437 2.181E-29 
8 23890 1.929E-22 

9 22249 1.569E-21 

I I 676 I 2314 
1.000E-18 I 0.074 I 446 I 12671 

1.490E-28 
6.210E-20 

6.090E-20 

1.300E-19 
1.120E-23 
3.41OE-28 

447 
448 
456 
546 

311 4713 
0.047 66 437 
0.053 46 22512 

48 679 
56 699 

646 287 
0.113 626 21962 

0.067 646 59299 
0.060 212 11135 
0.047 44 117 

750 
1563 
1600 
1620 

1014.1 58 
1366.105 
650.043 

1601.909 
1609.585 
1043.276 
2463.470 
649.029 
845.879 

2001 -71 1 

2799.956 
1717.235 
2789.308 
2038.846 
2060.462 
2787.861 
2496.088 
1647.11s 
2433.36s 
2619.23C 

27 
28 
36 
38 

229 
240 

1263 
226 

I I 37 I 21 7 
9.680E-20 I 0.052 I 211 I 23821 

Table 2. Detailed content of GEISA97IIASI database 

4. AVAILABILITY OF THE GElSA DATABASE 
1997 VERSION 

The current GEISA97 database, and the former 
version GEISA92 as well, are available, with their 
associated management software, directly from the 
AWLMD group workstations (IBM RlSC 6000 or 
SUN) Web site: 

http://araOI .polytechnique.fr/registration 
It is made possible to process any kind of 

extraction of the database, on line, using the GElSA 

F-Min I F-Max 
(ern-') 1 (cm-1) 
650.142 2799.734 

1523.979 
1831.283 
1797.966 
1544.497 
1779.750 

2358.226 
2266.337 
2799.81 3 
1 177.493 
1145.690 
820.380 
822.795 

2788.351 
2560.588 
2543.215 
2595.681 
2585.207 

2277.480 
2235.689 
221 4.353 
2221.737 
21 55.1 13 

associated management software facilities, as 
described in Husson et al. 1992. 

Added to this facilility, the GEISA97 file as a 
whole, with related description and general 
information files, are available from the following 
anonymous fip site: 

More complementary information and assistance 
will be provided upon requested at the first author's 
E-Mail address: 

fip: ara01 .polytechnique.fr 

husson@araOl .polytechnique.fr. 
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P5.36B FAST RADIATIVE TRANSFER MODEL 
BASED ON THE LINE-BY-LINE CALCULATION LOOK-UP TABLES 
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Alexander B. Uspensky 
ROSHYDROMET Research Center PLANETA, Moscow, Russia 

I. INTRODUCTION 

Scheduled for Launch in 2002 on board the 
METOP/EPS (EUMETSAT Polar System) satellite, the 
IASl Michelson-type interferometer represents the new 
generation of the temperature, humidity and trace gases 
sounders, which have thousands of radiometrically 
accurate spectral channels within the atmosphere 
infrared spectrum (see, Diebel (1996)). The retrieval of 
atmospheric parameters from the measured IASl 
radiances will require both the accuracy and efficiency 
of forward model radiative transfer (RT) algorithms. This 
paper discusses one of such fast RT models mainly 
intended for use in presently developing IASl 
measurement inversion algorithms concerned with the 
column amount and vertical profiles retrieval of such 
trace gases as CH4, N20 and CO (Uspensky (1998)). 

2. FAST ALGORITHM PRINCIPLES 

While various line-by-line (LBL) models exist to 
accurately compute monochromatic IR radiances and to 
convolve them with corresponding instrument spectral 
response function (ISRF), they far too slow to be 
practical at least with respect to such instruments like 
IASI. Alternatively, the application of commonly used 
(but physically ill-posed) polychromatic methods (e.g., 
McMillin (1 979), Susskind (1 993), Trotsenko (1 996), 
Strow (1997) ) may not guarantee the required accuracy 
of modeled RT parameters. However, with application to 
our "narrow" problem this contradiction may seem to be 
resolved due to following tree reasons: 

a) there is good evidence to believe (Uspensky 
(1 998)) that the number of spectral channels sufficient 
for the required 10 % accuracy retrieval of the above 
mentioned trace gases (Diebel (1996)) does not exceed 
few dozens: 

b) within a frame of the LBL-based RT model 
currently utilized in our studies the CPU expenses 
directly concerned with the spatiaVspectral RTE 
integration and ISRF convolution (Trotsenko (1 996)) are 
one hundredth as high as those associated with the LBL 
modeling of the spatial profiles of monochromatic 
volume absorption coefficients: 
c) the state-of-the-art in modem computer hardware 
provides extremely wide abilities regarding both the data 
storage and the rate of their computer memory 
input/output. 

* Corresponding author address: Anatoly N. Trotsenko, 
RRC Kurchatov Institute, 1231 82, Moscow, Russia: 
email: ant@imp.kiae.ru 

Considering the above the basic idea of the present 
fast algorithm is to substitute the CPU consuming 
procedure to calculate monochromatic volume 
absorption coefficients by that based on the pressure 
and temperature interpolation of molecular absorption 
coefficients pre-calculated within a spectral domain of 
interest (directly with a LBL code) for the 2D matrix of 
reference pressurehemperature conditions. In so doing 
the utilized RTE integration and ISRF convolution 
procedures remain absolutely the same as those 
applied in the accurate LBL model. In the following 
sections we will try to explain why such approach has 
proved reasonable with application to our general study. 

3. DETAILS OF RTE INTEGRATION METHOD 

The mentioned efficiency of the RTE integration 
procedure is based on the use of improved "level- 
interpolation" approach reported in Trotsenko (1 989), 
Feigelson (1991). Principle ideas of the method may be 
briefly explained as following. 

The atmosphere state model are considered as a set 
of parameters specified at fixed atmosphere levels with 
optionally selected kind of interpolation (including layer- 
type) in between the levels: 

where x i  is the parameter value at level Zk , NM is the 

number of atmosphere model levels, and qk(l) 
(k=I , . .NM ) is the interpolation basis selected. 

Altitude profiles of the i-th gas monochromatic volume 
absorption coefficients are externally obtained (with a 
LBL code or some interpolation technique) at a pre- 
selected set of levels and consider specified type of the 
spatial interpolation in between the levels, 
k i ( l )  = A, + B,q(Z), where q(1) may be an arbitrary 
spectrally independent function. Within spatial region of 
three neighboring levels [ fj-, , li+, 3 the profile may thus 
be stated as the following linear combination of 
spectrally independent functions: 
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where 77i = 7 ] ( I j )  ( j=l , . .  N,), Nl, is the number of levels, 
which is determined methodically. 

Taking into account (2)-(5), the ‘profile for optical 
thickness, r,@,g, may be simllarly expressed as 

with q / U j - , , l ] )  = P/( l ]WJl , )  + P i U j ) k J l j + l )  1 

p { ( l )  = JDz/(s)ds;  p{( f )  = J(1- Dz/(s))ds, f E [ l j , I , + , ]  
I I 

‘i ‘i 
Note, that ~ / , ~ ( l )  are also spectrally independent and 

so can be momentary evaluated with pre-specified 
accuracy for whatever detailed spatial grid. This 
provides for improved accuracy and computational 
efficiency in further calculation (within narrow spectral 
interval Av) of level-to-space transmittances Tdv (O,o ,  
their derivatives with respect to coordinate I, 
VAv(1)  = j A ,  k,(z)exp(-z,(o,z))dv 1 (7) 

and, eventually, radiances, 
I. 

RAv = BLyT~,(O,L)+ ’ ( ‘ )qAv( l y l  9 (8) 
0 

and Jacobians with respect to gas mixing ratios XI (I), 

where E:!(/) and F f ( I )  are spectrally independent, 

non- zero within [ I,, I 1, and given by the formulae: 
3 

nt=l 
E f ( l )  = D2j (l)D,i (z) /xD;(I)x;-*+n,;  (1 2) 

13) 
I 

F f  ( I )  = E $  ( s ) d s ,  k = 1, .. 3 
‘ j -  I 

It is important that with q k ( l )  and q(1) linear in 1 the 
required number of spatial integration grid points to 
provide adequate calculation accuracy in (8)-(9) typically 
accounts for several hundreds. However, this integration 
is performed with spectrally integrated (by Simpson rule) 
quantities retrieved by the above interpolation approach 
on the basis of the absorption coefficients specified at 
NI. levels, where NL does not exceed some dozens and 
commonly equal to NM. It should be also stressed that 
the described method being computationally efficient 
does not need for any, as a rule physically ill-posed, 
averaging of pressures and temperatures over the 
atmosphere la ye rs . 
4. ABSORPTION COEFFICIENT DATABASE 

The principles of the database development have 
been directly stipulated by its further application to the 
IASl measurement processing algorithms. The data- 
base represents the 3D matrices of monochromatic 
molecular absorption coefficients of different gases 
(normally, 6 species for each spectral range under 
investigation) calculated by a LBL code at a set of 
reference pressures and temperatures. The data do not 
directly take into account the effect of self-broadening, 
which is eventually compensated for within a frame of 
general interpolation procedure (see later). The cross 
section (CFCs) and continua ( H20, as well as 0 2  and 
NZ collision-induced absorption) contributions have not 
also included into the database. They are calculated at 
a coarse wavenumber grid and correspondingly added 
to the total volume absorption coefficients by a separate 
efficient procedure. 
The wavenumber grid spacing adopted ,in the look-up 

tables is constant and equal to 0.001 cm- for all gases, 
pressures and temperatures. This selection was made 
as a result of the intercomparison of LBL-modeled 0.05 
cm-’ radiances obtained within the whole instrument 
spectral range using different “resolution” of the 
convolved data. The adequacy of the above selection is 
illustrated by Fig.1. It shows an example of such inter- 
comparison in one of the representative diapasons of 
so-called R5 band of the instrument (1 21 0-1 650 cm-’), 
the most perspective spectral range regarding the CH4 
and N20 retrieval. 

Relative difference,% 

Wavenumber, cm*’ 

- 0,50 I 

1330 1345 1360 

Figure 1. lntercomparison of 0.05 cm” resolution 
radiances calculated using 0.001 and 0.0002 cm-’ 
wavenumber grid spacing. Atmosphere model: mean 
Tropical from NESDIS-1200 dataset. 
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It should be stressed that at least within the spectral 
ranges directly applicable to the objectives of our 
general study (solely, the R5 band) the differences like 
those shown in Fig.1 are approximately twice as low as 
corresponding radiometric noise of the instrument. For 
this reason the above spectral grid spacing has been 
adopted for the database under consideration. 

To provide a fast index search of the required 
reference data we used the interpolation grids uniform in 
temperature and logarithm of pressure, respectively. 
Reference pressures range from 5 10' mbar (InP = -3) 
to 1100 mbar (InP = 7) with AlnP = 0.25 (42 nodes in 
total). The adopted temperature range is 140 - 320 K 
with a constant 20 K increment (10 nodes in total). The 
above parameters have been also selected methodically 
using the intercomparison of the monochromatic 
molecular absorption coefficients evaluated by a LBL 
code and on the basis of interpolations for different 
pressure/temperature conditions. Table 1 shows an 
example of such investigations presenting the effect of 
different pressure grid spacing on the accuracy of the 
interpolational retrieval of absorption coefficients. 

Note that the above example is presented to manifest 
one of the most unfavorable cases, when the pressure 
and temperature approximately get into the middles of 
two neighboring nodes of the look-up table. In the 
majority of cases the selected grid parameters (see right 
column) provide for far better (< 0.5%) accuracy of the 
absorption coefficient retrieval. It is also important that 
the maximum deviations account for the values of the 
same order of magnitude (Le. about 0.5 %). 

Assuming the above grid spacing and 6 gases 
concurrently included for each spectral range under 
consideration, the database capacity (in binary 
representation) accounts for 8 Mbytes/cm.' . 

5. INTERPOLATION SCHEME 

To a great extent the above database parameters are 
stipulated by the type of interpolation utilized. The 
present fast model uses the following kind of the four- 
dot pressure/temperature interpolation: 
In mb(P, T )  = (1 - x p ) ( l  - xr )  h mh ( P k , T k )  

+ x p  - x T )  In m h  (&+I 9 Tk) (14) 

+x,(l -xp> In mb(Pk, Tk+] ) + XTXp In mb(Pk+] 9 Tk+l) I 

Pk SP sPk+l, T k  5 T Tk+l  , 

where WlL is the molecular absorption coefficient of the 

i-th gas; P, T, Pk, Tk, Pk+l, Tk+l are the current and 
reference pressures and temperatures, respectively; 
xP=(p-pk )/(pk+I - p k  ), X F ( T - T k  ) / (Tk+l  - Tk ). 

We have found that the use of logarithms instead of 
the absorption coefficients by themselves noticeably 
increases the accuracy of interpolation, especially for 
the water vapor case. In doing so, an efficient numerical 
implementation of (14) provides extremely fast 
reconstruction of the coefficients using the above 
mentioned grid spacing of the reference data. 

6. CORRECTION FOR H20 SELF-BROADENING 

The initial neglecting of the self-broadening effects 
evidently enables to reduce both the CPU expenses of 
interpolation and the volume of corresponding look-up 
tables. Although this factor is a small effect practically 
for all atmospheric gases, it can be quite important for 
the absorption due to H20, which atmospheric mixing 
ratios may attain some per cent. Fig.2 shows possible 
effect of the above neglecting in retrieving H20 
absorption coefficients at one of such unfavorable cases 
(mixing ratio = 0.04, P = 460 mbar, T= 270 K). 

15 - Relative error, % 

With correction 

0 -  . 
- 5 '  

-10 ' 

I '  

,I Wavenumber, cm-' 

I '  
I' 

1403.8 1403.0 1403.4 
Figure 2. Relative error in H20 molecular absorption 
coefficients reconstructed with and without effective 
correction for self-broadening. 

As it may be seen the interpolational retrieval of the 
H20 absorption coefficients without due regard for the 
self-broadening effects results in the relative errors (with 
respect to accurately LBL modeled values) of more than 
10%. To compensate for this negative effect in 
interpolating over reference H20 look-up table we have 
substituted the current value of pressure by that 
computed using the following evident expression: 

where xH2' is the H20 mixing ratio, and p is evaluated 
according to mean ratio of self- and foreign- broadening 
halfwidths of the water vapor lines within the spectral 
range under investigation. According to the HITRAN-96 
line parameter database the above mean ratio within the 
R5 band accounts for 5.3, Le. p = 4.3. As it may be 
seen from Fig.2 the application of such correction 
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method results in substantial (about two orders of 
magnitude) accuracy improvement in reconstructing 
water vapor absorption coefficients on the basis of 
reference data obtained without any allowance for self- 
broadening effects. 

7. MODEL VALIDATION 

The present fast model has been carefull tested by 
the intercomparison of the modeled 0.05 cm' resolution 
radiances and those obtained on the basis of 
corresponding accurate LBL model. An example of such 
validation is presented in Fig.3, which shows the relative 
(regarding direct LBL modeling) errors in radiances 
within one of the representative diapasons of R5 band. 
To illustrate the efficiency of the H20 self-broadening 
correction method the calculations consider mean 
tropical atmosphere model (from NESDIS-1200 dataset) 
with 7 gases included: HzO, COZ, 0 3 ,  NzO, CHI, On and 
son. 

0.11 %l Wavenumber, em-' 

Y 

350 
0.0 

-0.1 

-0.2 

-0.3 

-0.4 
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1. INTRODUCTION 
Numerous radiative transfer schemes for the 

computation of the longwave (LW) radiative quan- 
tities in climate simulations have been developed. 
All make use of averages of the absorption lines 
over spectral intervals. The "wide band" code used 
in the General Circulation Model (GCM) of the 
ECMWF and in the LMD one (Morcrette, 1991 ; 
Zhong and Haigh, 1995) is fast enough to be used 
for climate simulations, but due to the restricted 
number of spectral intervals taken into account, 
the accuracy is lowered. When considering an in- 
creased number of spectral intervals, the accuracy 
is improved, but the required computing time pre- 
vents the direct use of these codes for climate simu- 
lations. In spite of these weaknesses in the param- 
eterizations, the radiative computational burden 
in the GCM simulations still remains high. As a 
consequence, the temporal resolution of the radia- 
tive fluxes diurnal cycle in the climate simulations 
is usually degraded, although it is recognized (e.g. 
Wilson and Mitchell, 1986) that  failure to  resolve 
the diurnal cycle adequately can lead to a degra- 
dation of the simulations. 

The improvement of the compromise between 
speed and accuracy in the LW radiative codes is a 
key objective for the climate study with the GCMs. 
Statistical methods draw interesting prospects to  
solve this problem. A radiative transfer scheme 
based on the Multi-Layer Perceptron (MLP) as de- 
fined by Rumelhart e2 al .  (1986) has been devel- 
opped a t  LMD : NeuroFlux (Cheruy e2 al . ,  1996; 
Chevallier el al . ,  1998). This neural network tech- 
nique relies on a non-linear regression method, 
achieved on a "learning" dataset. 

We have used NeiiroFlux to compute the LW 
net fluxes at the surface and the vertical LW cool- 
ing rates in the LMD GCM (Sadourny and Laval, 

Corresponding author addTes8: Frkdkric Chevallier, 
ECMWF, Shinfield Park, Reading, Berkshire RG2 9AX, 
UK. E-mail: pakQecmwf.int. 

1984). The next section of this paper reviews 
the principles of NeuroFlux LW radiative budget 
computation. In Section 3, we present the setting 
up of the datasets on which the parameters of the 
neural networks are inferred. Section 4 recalls the 
results of previous validations of NeuroFlux. In 
section 5, we present the comparisons between 
the results of a six-month simulation of the LMD 
GCM using NeuroFlux and those of a control run. 

2. PRINCIPLES OF NEUROFLUX 
NeuroFlux uses MLPs to compute the upward 

and downward LW fluxes, in clear sky as well as 
in cloudy sky situations. Clouds are introduced 
in the scheme as grey bodies, which contribution 
to the fluxes is determined by an effective emis- 
sivity nc, product of the horizontal cloud coverage 
by its LW emissivity (Washington and Williamson, 
1977). This model of multilayer clouds leads to 
the following expressions for the upward and down- 
ward LW radiative fluxes : 

. I l l  .I 

k = i + l  I = k - l  

The atmosphere is divided into N plane par- 
allel layers, from the surface to the top of the at- 
mosphere (TOA). The bottom layer is layer 1,  the 
top layer is layer N .  H ( J )  is the index of the 
highest cloudy layer below (above) the level of cal- 
culation, Ck,i is the probability of a clear line of 
sight between the levels k and i, F,?(Pi) ( F i ( P i ) )  
the upward (downward) flux at pressure level Pi, if 
the only cloud in the atmosphere was a black body 
in layer k. With this formalism i,bT arid F i  corre- 
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spond to  the fluxes in tlie absence of clouds. The 
Ck,i’s, or cloud fractional coverages, are functions 
of the nc’s and depend on the way the cloudy lay- 
ers overlap. Three possibilities are taken into ac- 
count according to  the structure of the clouds : the 
overlap may be random, maxirnurn, or maximum- 
random (e.g. Harshvardhan et a l . ,  1987). 

Equations 1 and 2 mean that the LW fluxes 
in the presence of multilayer grey bodies, FS and 
F1,  can be deduced from the clear sky fluxes, FJ 
and F j ,  and from the fluxes in presence of single 
layered black clouds, Fkf and P i ,  It > 0. 

In our approach, the computation of tlie Fi’s 
and of the Fi’s, k 2 0, is based on the rnultilayer 
perceptron (MLP) as defined by Rumelhart, et  
al. (1986). Two neural networks (respectively 
NN-ClrT and NN-Clrl) compute tlie clear sky part 
of the LW fluxes (respectively FJ and Pi). Then 
a battery of neural networks (the NN-Cld’s) com- 
putes tlie contribution of every cloudy layer, F i  
and Fi, with IC > 0. Each neural network among 
the NN-Cld’s is dedicated to  the calculation of the 
fluxes, either upward or downward, in the presence 
of a single black cloud in a specified layer k. The 
overall fluxes FT and F1 are then computed 
according to equations 1 and 2. Thus, if M is the 
number of allowed cloudy layers in the model, our 
radiative code relies on (2+2 x M )  neural networks. 

3. TRAINING NEURAL NETWORKS 
3.1 The TIGR, datasel, 

The essential tool for generating the various 
training datasets of the (2 + 2 x M )  neural 
networks is tlie TIGR dataset (Theriiiodynamic 
Initial Guess Retrieval : Chddin e /  u l . ,  1985; Es- 
cobar, 1993; Chevallier e t  ai., 1998). The current, 
set, TIGR-3, is an improved version of the former 
TIGR-2 databank. It groups togetlier about 2,300 
atmospheric situations selected from more than 
80,000 radiosonde reports and more than 450,000 
atmospheric situat,ions inferred from satellitc data.  
In particular, attention has been paid to  the reprc- 
sentativit,y of tlie atmospheric water vapor profiles. 

3.2 Added atmosDheric variables 

Corresponding to  the NN-Clr’s and to tlic 
NN-Cld’s, the clear and cloudy neural networks 
NeiiroFlux relies upon, the learning sets were 
scltxted from TIGII-3. SOIIW atniospheric vari- 
ables, necessary for t,he radiativc computations, 
were not, archived in tlie TIGR, databank: (his 

is the case for the cloudiness profile, the COZ 
concentration and the existing discontinuities 
between the surface temperature and the surface 
air temperature. Though, they were introduced 
in NN-Clr and in tlie NN-Cld’s, with random 
drawings between selected boundaries. Due to this 
technique, the learning sets contain atmospheric 
situations that may never be observed in tlie 
atmosphere : they are not only compilations of 
real atmospheric situations, but are devoted to 
teach to  the networks the computation of LW 
radiative fluxes from thermodynamic profiles. 
For this purpose, it is suitable that a physical 
phenomenon, like the presence of a cloud in the 
atmospheric layers, has a regular distribution in 
the learning datasets rather than a more realistic 
distribution. 

3.3 The vertical pressure grid 

NeuroFlux is defined in a way that, each 
version of the scheme is dedicated to  a specified 
vertical pressure grid. This is not the case with 
the WRM that enables to easily change tlie 
latter one. In the version that  we use in  the 
following, the tcmperat>ure, water vapor and ozone 
concentrations, are defined in the middle of 19 
atmospheric layers from the TOA to  tlie surface. 
The pressure levels at the boundaries of tlie 
layers are derived from the sigma formula used in 
the LMD GCM. All atmospheric profiles in the 
learning datasets have been interpolated from tlie 
40 pressure level grid on which they are archived 
in  the TIGR dataset, 011 these pressure levels. If 
oiie wants to clioose a different vertical grid, oiic 
l1m to re-train tlir networks on this new grid. The 
most time-consuming computations are absorbed 
in the learning phase: once it, is done the method 
is very fast. 

3.6 Radiative modelinn of the learning dataset#s 

We used the ECMWF wide band operational 
scheme (Morcrette, 1991 ; Zhong and Haigh, 
1995), to get the radiative characteristics of thew 
profiles (the LW fluxes from equations 1 and 
2). In the following, it will be referred to  as 
”the WBM”. The WRM uses averages of thc 
absorption parameters over spectral ii~t~ervals of 
hundreds of c ~ x - ~ .  It refers to 9 spectral intervals, 
in which absorption by H ? 0 ,  0 3 ,  C02, CH.1 ,  
N 2 0 ,  CFC-11 and CFC-12 is accounted for. This 
niodel was calibrated against line-by-line results. 
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Figure 1: Zonal mean of the temperature profiles 
differences in June, between the simulation using 
NeuroFlux and the one using the WBM, as a func- 
tion of latitude (abscissa) and of pression normal- 
ized with the surface pressure (ordinate). 

4. VALIDATION OF NEUROFLUX 
Previous validations of NeuroFlux have been 

performed on radiosonde reports and global 
satellite-retrived profiles: its computations of the 
LW fluxes and cooling rates have been compared 
to the computations of the WBM (Chevallier et 
al . ,  1998). Concerning the fluxes, the error of the 
neural network-based model was shown to be char- 
acterized by biases that can reach 1.0 W/m2 at 
maximum. The associated standard deviations are 
less than 1.5 W/m2 for the upward fluxes and less 
than 3 W/m2 for the downward fluxes. Concern- 
ing the cooling rates (i.e. the derivatives of the net 
fluxes), the biases do not exceed 0.2 K/d and the 
standard deviations 0.3 K/d. 

The reduction of the computing time is 
NeuroFlux major advantage: NeuroFlux is faster 
16 times compared to the WBM. 

5. APPLICATION IN THE LMD GCM 
The behaviour of NeuroFlux is currently being 

tested in the LMD GCM. TWO purposes motivate 
this experiment. The  first one is the extend of the 
validation of NeuroFlux to the synthetic data of 
a climate model. The  second one is t o  appreciate 
the impact of the neural network-based scheme er- 
ror in a climate simulation. The latter exercise is 
more constraining than the preceding validations. 
Indeed a t  each time step of the GCM, the errors in- 
troduced in the previous time steps are taken into 
account in the update of the atmospheric variables. 

Figure 2: Zonal mean of temperature profiles in 
June in the control run, as a function of latitude 
(abscissa) and of pression normalized with the sur- 
face pressure (ordinate). 

The LW radiative transfer scheme in the 
LMD climate model current version (Sadourny and 
Laval, 1984; Krinner et al.,  1997) is a former ver- 
sion of the WBM, dated to 1991. On the one hand, 
we replaced it with the new scheme: the one that 
we already used in the learning of the neural net- 
works. This version of the LMD climate model 
is th i s  experiment reference. On the other hand, 
we replaced the LW scheme with NeuroFlux. The 
LMD climate model was run in these two versions 
for a six months simulation, starting on January, 
the l S t .  If NeuroFlux was a perfect simulator, the 
two series of computation would be identical. As 
an illustration of the existing differences, the zonal 
mean temperature profiles in the sixth month of 
the simulation (June) are compared on figure 1 .  
They are directly linked with the LW code results: 
the cooling rates are used in the simulation to up- 
date the vertical temperatures, as part of the dia- 
batic processes. Figure 2 shows the vertical tem- 
peratures computed with the control run (i.e. us- 
ing the WBM). 

The differences between the monthly means of 
the vertical temperatures are mostly below 2 K in 
the troposphere, but are more important around 
5OoN : up to 3 K .  In the stratosphere, they are 
also below 2 K in the tropical and mid-latitude 
regions, and can reach 6 K in the polar regions. 

6. DISCUSSION 

certainty of the GCM (e.g. 
The observed differences are far below the un- 

Boer el al., 1992), 
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but reveal some weaknesses in tlie current version 
of NeuroFlux computations. The analysis of the 
complete results enables to  link this ascertainment, 
with two features of the LMD GCM. We recall that  
the temperature, water vapor and ozone profiles 
that the neural networks have been trained with, 
are observed ones. Now, the GCM simulated pro- 
files may not have that degree of realism. In par- 
ticular, the simulated stratospheric polar temper- 
atures in the winter hemisphere reach cold unre- 
alistic values. Besides, the ozone profiles in the 
LMD GCM are derived from a simple formula and 
continuously increase with the altitude, even in 
the stratosphere. These two particularities, that  
the neural networks have not been trained with, 
induced errors in NeuroFlux computations. The 
results shown indicate that their impact is lim- 
ited. NeuroFlux is currently being tested in the 
ECMWF GCM, that does not have the same deffi- 
ciencies. The results of this latest experiment will 
help in estimating NeuroFlux robustness. 

The simpliest way of reducing the effects 
related t o  the GCM characteristics, is to  intro- 
duce synthetic profiles in the learning datasets. 
Refinements in the MLP learning process, not 
used yet, also eiiable to  increase the constraints 
on the networks for the acquisition of correct 
tendencies. Nevertheless, the error introduced 
by the neural network-based approach has to  be 
balanced against the gains brought by the method. 
In the first place, NeuroFlux low computational 
burden, 16 times less than the WBM, enables 
more frequent calls to  the radiative transfer 
model in thc climate simulation. It may avoid 
the degradation of the radiative fluxes diurnal 
cycle. Moreover, eventliough extended validations 
are required before drawing firrii coiicl~~sions, the 
use of neural networks trained with a line-by-line 
scheme instead of tlie WBM, seems to lead to  a 
more accurate parameterization of the longwave 
radiative processes than thc WRM (Chevallier e2 
al. ,  1998). The advantages of the neural network 
technique may be decisive for GCM simulations. 
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1. INTRODUCTION 

To enable the assimilation of satellite sounder 
radiances in a variational assimilation scheme (for 
example ID-Var described by Eyre et. ai. (1993) for a 
single profile retrieval or 4D-Var described by Rabier et. 
al. (1998) for a global NWP analysis) it is necessary to 
compute a first guess radiance from the model fields 
corresponding to every measured radiance. In the 
process of data assimilation the differences between the 
measured and first guess radiances are then used along 
with all the other observation differences to perturb the 
first guess fields to minimize the tit of the analysis to all 
the observations and the first guess fields taking into 
account their respective errors. In 4D-Var this is 
achieved using the Jacobians (partial derivatives) of the 
radiative transfer model which allows the gradient of each 
of the atmospheric/surface variables with respect to the 
radiances and other observations to be computed for the 
first guess profile. 

For the radiative transfer (RT) model currently 
operational at ECMWF only temperature profiles from the 
surface to 0.1 hPa (extrapolated from the model profile 
above 10 hPa), water vapour profiles from the surface to 
300 hPa and several surface parameters have been 
included in the input profile. The new model described 
here extends the water vapour profile to 0.1 hPa and 
allows ozone sensitive channels to be simulated by 
including ozone as an additional input profile variable. 
Radiances for other satellite instruments have also been 
simulated using this model, for instance the Advanced 
Microwave Sounding Unit (AMSU) on the new 
generation of N O M  polar orbiters (NOAA-KLM) can be 
simulated as demonstrated below. 

2. THE FAST RADIATIVE TRANSFER MODEL 

The complete formulation of the model is given in 
Eyre (1991) and Eyre and Woolf(1988). 

2.1. AtmosDheric Drofile and surface variables 

The temperature, specific humidity and ozone 
profiles supplied on pressure levels and surface 
parameters (i.e. infrared and microwave emissivity, 
surface skin temperature, surface pressure and 2m 
temperature and specific humidity) are provided by the 
model first guess profile vector. Currently for infrared 
channels the surface emissivity is usually set to unity as 
this is a reasonable approximation over sea and sea-ice 
but over land, surface sensing channels require a non- 
unit emissivity. For microwave channels a non-unit 
emissivity is always assumed unless the radiances have 

already been corrected for surface emissivity. 
The basic variable that has to be computed by the 

RT model is the atmospheric layer optical depth or 
transmittance for each channel and for each discrete 
homogenous layer of the profile. The transmittance 
varies with viewing angle, pressure, temperature, and 
absorber concentrations and so the atmosphere has to 
be divided up into enough levels from the surface to the 
top of the atmosphere to allow the assumption of 
homogeneity in each level to be valid. For the results 
presented here the atmosphere was divided into 40 
layers defined by pressure levels from 0.1 hPa to 1000 
hPa which was adequate for TOVS. Other fast models 
divide the atmosphere up into layers of equal absorber 
amount (e.g. OPTRAN, McMillin et.al., 1995). Note that 
the integration of the radiative transfer does not have to 
be on the same levels as the transmittance computation. 

2.2 Transmittance Model 

Once the discrete profile layers have been defined 
!he transmittance from the layer to space for a range of 
viewing angles from nadir to 60" can be computed 
exactly with a line-by-line transmittance model for a 
diverse set of atmospheric profiles, currently 32 taken 
from the NESDIS 1200 profile dataset (see R in i  and 
Matricardi (1 998) for more details). The line-by-line 
models used were HARTCODE (Miskolczi et al., 1988) 
for the infrared radiances and for the microwave 
radiances a combination of the Liebe MPM model 
(Liebe, 1989) for water vapour and the 1992 update for 
the oxygen absorption coefficients. For most TOVS 
channels the assumption of a mean climatological ozone 
profile is at least a tolerable approximation as the effect of 
ozone on the channel radiances is small. For HlRS 
channel 9 however there is a strong dependence on the 
ozone concentration, particularly in the lower 
stratosphere (NeuendorFfer, 1996) and ozone has to be 
treated as a variable gas. To enable ozone to be 
included in the model as a variable gas 34 profiles of 
ozone were selected from a set of 383 profiles (mainly 
from NESDIS but with a few extreme Antarctic profiles 
included) to represent the global variability of ozone 
profiles. The corresponding line-by-line calculations of 
ozone transmittance were made using HARTCODE. 

The model computes several layer to space 
transmittances. The mixed gas transmittance is the 
transmittance due to all the uniformly mixed gases. For 
this study these were assumed to be carbon dioxide, 
oxygen, nitrous oxide, carbon monoxide and methane. 
Both water vapour and ozone transmittances were 
computed separately as variable gases. 
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For each layer the "true" radiometer channel 
transmittances to space are computed by integrating the 
line-by-line model transmittances over the channel 
spectral responses. These "true" channel transmittances 
for the 32 profiles, 5 local zenith angles from 0 to 60 
degrees and rnixeclhariable gases are used together with 
a set of predictors from the atmospheric profile variables 
to compute regression coefficients which allow layer 
optical depths to be calculated for mixed gases, water 
vapour and ozone for any given input profile. The optical 
depths are then combined and used in the radiative 
transfer equation to compute top of atmosphere 
radiances. 

The difference between the old and new RT model 
results presented here is that the old model uses the 
profile predictors as defined by Eyre (1991) and the new 
model uses new water vapour predictors recommended 
by Rayer (1 995) for HlRS and another set for AMSU. 

3. PERFORMANCE OF THE FAST MODEL FOR 
ATOVS 

The radiances computed from the fast model can be 
compared with the corresponding 'Yrue" radiances 
computed from line-by-line RT models. For the HlRS 
infrared channels this was performed using an 
independent set of radiances computed by a different 
line-by-line model to allow spectroscopic uncertainties to 
be included in the validation and for a large number of 
diverse profiles. The fast model coefficients were 
computed from the HARTCODE transmittances for the 
32 NESDIS profiles as described above for all but HlRS 
channel 9. For ozone a set of 34 profiles from which 
HARTCODE transmittances were computed were used. 
The AMSU and MSU channel fast model coefficients 
were computed, as for the HlRS radiances, from the 32 
profile NESDIS set but using the Liebe model described 
above. 

The independent set of HlRS radiances was 
computed for the 528 Satellite Ozone Data Assimilation 
(SODA) profiles using FASCOD 3P (Clough et. al, 1989) 
as the line-by-line model. These profiles were selected 
from 22 radiosonde stations widely spaced over the Earth 
which also include coincident ozonesonde profile 
measurements. The distribution of the data in latitude 
and time of year was selected to be uniform and was 
designed to cover the full range of atmospheric ozone 
profiles. The FASCOD 3P line-by-line radiances were 
computed from the original profile levels using the 
HITRAN 92 spectroscopic database with the original 
version of the water vapour continuum (Rothman et al, 
1992). HlRS infrared brightness temperatures for the 
NOW-14 channels were computed for different surface 
and viewing geometly conditions. 

Figure I shows the difference in terms of standard 
deviation between the old and new fast models when 
compared with the SODA radiance dataset for nadir 
views only. With the exception of HlRS channel 8 all the 
channels show an equal or closer fit to the SODA data 
with the new predictors particularly for the upper 
tropospheric water vapour channel, HIRS-12, where the 
fit is improved by almost 1 K. The problem with HIRS-8 

is related to warm surface temperatures (> 305K) which 
are outsde the range of the dependent set of 32 profiles. 
This is a limitation of the current set of Coefficients which 
have not included high surface temperatures in the 
dependent set. In terms of mean bias (not plotted) the 
differences between the old and new models are small 
with the exception of HlRS channel 9 where the bias in 
the new model is reduced by 1.5K. When ozone is 
included as a variable gas channel 9 radiances can be 
computed to an accuracy of about 0.5K when compared 
with the FASCODE values. 

The instrument noise for the NOAA-14 HlRS 
channels, measured before launch, are also plotted in 
Figure 1. The noise exceeds the fast model errors for 
channels 1 to 3, and 16 although note the latter channel 
has an anomalously high value for this instrument. For all 
the other channels, particularly the window and water 
vapour channels the RT model errors dominate. 

The performance of the original and new fast models 
for the AMSU channels is plotted in Figure 2 in the same 
format as Figure 1. A constant surface emissivrty of 0.7 
was assumed for these results with all 5 viewing angles 
for each profile included. The differences plotted are for 
the dependent set of profiles from which the coefficients 
were derived. However similar results were found for an 
independent set of profiles but using the same line-by-line 
model. 

The AMSU noise values are taken from the 
instrument specification for NOAA-K, the actual values 
are likely to be lower. As for HIRS, all the temperature 
sounding channels (4-14) have fast model errors well 
below the noise values. However for the window 
channels (2-3, 15-17) and water vapour channels 
(1 ,I 8-20) the standard deviations of the fast model with 
the old predictors far exceed the noise values in most 
cases. The new AMSU water vapour predictors 
decrease the standard deviations by up to a factor of 10 
resulting in fast model errors close to or less than the 
noise values. AMSU channels 19 and 20 appear to be 
the least accurately predicted by the fast model when 
compared to the noise values. The fast model biases 
(not plotted) are all within the standard deviations. The 
differences between line-by-line models are believed to 
be smaller for the microwave region than the infrared, 
and so the dependent set of statistics plotted in Figure 2 
are assumed to be representative of the total RT model 
errors. 

4. CONCLUSIONS 

The fast RT model in operational use at ECMWF 
has been modified by changing the predictors for the 
water vapour layer optical depth. The set of predictors 
recommended by Rayer (1 995) work best for the HlRS 
channels but an alternative set was found to give better 
results for the AMSU channels. The model has also 
been enhanced to include ozone as a variable gas in the 
same way as water vapour which allows a realistic 
prediction of HlRS channel 9 radiances and improved 
prediction of the other HlRS longwave sounding 
channels. 

For HlRS channels 1-3 the instrument noise values 
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approach the fast model errors suggesting for these 
channels at least there is a case for an improved 
specification of the noise values for NWP and climate 
monitoring applications. Conversely for the tropospheric 
temperature, water vapour, ozone and window channels 
of HlRS and AMSU the instrument noise is significantly 
less than the fast RT model errors. 

Note that comparisons (not shown) of measurements 
with first guess radiances computed from the ECMWF 
model fields for the water vapour and surface sensing 
HlRS channels are in excess of the RT model errors 
shown in Figure 1. This suggests uncertainties in the 
NWP model first guess water vapour fields exceed the 
errors due to the fast RT model which means the RT 
model presented here is still useful for radiance 
assimilation in NWP models. 
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1. INTRODUCTION 

Satellite measurements made at various 
wavelengths have been increasingly used for inferring 
the microphysical parameters within ice clouds. For 
optically thin clouds, visible sensors provide a direct 
estimate of cloud ice water path (IWP). For thick 
precipitating ice clouds, microwave sensors were found 
more useful in estimating the IWP (Weng and Grody, 
1994). Millimeter to sub-millimeter wavelengths are 
sensitive to the ice clouds having relatively low IWP 
(Gasiewski, 1992; Evans and Stephens, 1995; 
Heymsfield et al, 1996; Wang et al., 1997) and thus 
might bridge the sensitivity gap between the visible 
and lower microwave regimes so that ice cloud 
parameters can be measured with a full dynamic range. 

Since ice clouds reside in the upper troposphere 
and are globally distributed, being present over land 
and ocean and all times of the year. Global 
observations of these clouds must rely on the sensors 
onboard satellites. The most important sensor 
available for this purpose is the Advanced Microwave 
Sounding Unit - B (AMSU-B) aboard the NOAA-K 
satellite. The AMSU-B frequencies at 89 and 150 GHz 
are received a considerable attention in this study 
because of their improved spatial resolutions over the 
past microwave sensors. 

This study first presents a two-stream scheme for 
solving radiative transfer equation. An algorithm is 
then proposed to measure both cloud ice water path 
and particle effective diameter. The algorithm is also 
tested with the measurements obtained from the 
Millimeter-wave Imaging Radiometer (MIR) onboard 
the NASA ER-2 aircraft. 

Using a two-stream approximation, Weng and 
Grody (1998) show that upwelling and downwelling 
radiances at microwave frequencies emanating from an 
ice cloud can be related to its optical parameters as 
follows: 

and 

respectively, where S2 is the scattering parameter; z is 
the cloud optical thickness; p is the cosine of local 
zenith (polar) angle; and I (z, p) is the upwelling 
radiance at the cloud base. 

It is clearly seen that radiances (brightness 
temperature) are independent of the cloud layer 
temperature and directly related to the incident 
radiation at the cloud base. From a space platform 
(satellite or aircraft), the upwelling radiance [Eq. (la)] 
decreases as the scattering parameter increases. 
Conversely, the downwelling radiance [Eq. ( 1  b)] 
observed from a ground-based instrument looking up 
increases with an increase of the scattering parameter. 

Brightness temperatures calculated using Eq. (1) 
contain a bias typically less than a few degrees. The 
best accuracy ( error < 2 K) is found at the local zenith 
angles near 54'. 

An important variable in Eqs. ( 1  a) and (1 b) is the 
scattering parameter (Q) which is generally related to 
cloud single scattering albedo (a), asymmetry factor 
(g) and optical thickness (z ) as follows: 

(2) 
1 

n(p)=-( l -ag)T.  
2P 2. THOERY 

For ice particles distributed according to a gamma 
function (Ulbrich, 1983), S2 is calculated with Mie 
theory and shown as a function of cloud ice water path 
(IWP); particle effective diameter (De) and particle 
bulk volume density (p; ) as follows: 

Corresponding author address: Fuzhong Weng, 
E/RA2,4700 Silver Hill Road, Stop 99 10, 
Washington, DC 20233-9910 
Email: fweng @ nesdis.noaa.gov 
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where QN is the normalized scattering parameter and 
dependent only on particle effective size parameter 
being defined as x, = 2n De /A. Figure l a  shows SZN at 
89 and 150 GHz against De. Clearly, for a smaller D,, 
QN at 150 GHz is significantly higher than that at 89 
GHz. However, for a larger De (greater than 1.5 mm), 
QN at both frequencies approach to the same value, 
indicating that the particle scattering may enter a 
regime of geometrical optics and become independent 
of wavelength. 

2 t ?., 

Figure 1. Normalized scattering parameters at 89 
and 150 GHz vs. particle effective diameter 

The above analyses show that dual frequency 
measurements are generally required to unambiguously 
determine both IWP and De for a given pi. A complete 
algorithm has been presented in a detailed study 
(Weng and Grody, 1998). First, the scattering 
parameters at 89 and 150 GHz are derived separately 
using the brightness temperatures at the base and top 
of ice clouds. There is a procedure also developed to 
estimate the brightness temperature at the cloud base. 
Then, a ratio of scattering parameters between two 

frequencies is computed and used to derive De. As 
shown in Fig. 1 b, an inversion from the ratio to De is 
nearly unique according to the gamma function of the 
particle size distribution. 

One of main sources of errors is caused by the 
particle bulk density. In fact, pi may vary substantially 
because ice particles are often formed as a mixture of 
air and solid ice. For example, pi of snow aggregates 
may as low as 0.1 g/cm3 whereas that of graupels may 
be on the order of 0.5 g/cm3. Recently, Illingworth 
(1994) has also reported that pi may be related to the 
particle diameter. 

3. APPLICATIONS 

A six channel Millimeter-wave Imaging 
Radiometer (MIR) has recently been built by the 
NASA Goddard Space Flight Center and Georgia 
Institute of Technology and flown on the NASA ER-2 
aircraft to measure atmospheric water vapor, clouds 
and precipitation parameters (Wang et al., 1997). The 
MIR measures microwave radiation at the three side- - 
band frequencies (1 83k7,183f3, 18333 GHz) near the 
strong water vapor line of 183.31 GHz and at three 
frequencies (89,150 and 220 GHz) in the window 
regions of the microwave absorption spectrum. It is a 
cross-track scanner that covers an angular swath of 
f50 degrees centered at nadir. Its polarization vector is 
parallelly and perpendicularly varying to the direction 
of the aircraft flight. 

the TOGNCOARE period (January 6 - February 24, 
1993) in the western tropical Pacific. Accompanying 
the MIR data are radar measurements from the 
Airborne Rain MAping Radar (ARMAR), installed on 
the NASA DC-8 aircraft, providing detailed vertical 
profiles of hydrological parameters with a resolution of 
60 m. Radar backscatter measurements were made at a 
frequency of 13.8 GHz and thus are most sensitive to 
hydrometeors at relatively large sizes. 

Figure 2a shows MIR measurements for a tropical 
cloud system on February 22, 1993 over the equatorial 
Pacific to northeastern Australia, whereas Fig. 2b 
displays a corresponding vertical cross section of 
ARMAR radar reflectivity at the nadir. Clearly, several 
precipitating ice clouds are identified. The 
precipitation between 21 :22:00 and 21:25: 19 is mainly 
stratiform because of an obvious melting bright band 
occurring near 4.5 km height. The rainfall type during 
21:21:59 and 21:35:19 is mainly convective due to the 
high reflectivity throughout the vertical column. A 
detailed classification of ice clouds is obtained using 
radar, infrared and microwave measurements (Fig. 2b). 

Measurements from the MIR were acquired during 
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It is important to recognize that the MIR (Fig. 2a) 
is affected by both precipitating and non-precipitating 
ice. This is clearly indicated at the ER-2 flight times 
between 21:31:28 and 21:34:48. Brightness 
temperatures at three window frequencies (89, 150 and 
220 GHz) gradually decrease before entering the 
precipitating regions. An initial decrease before 
21:32:00 is presumably due to thick anvil cirrus 
situated at higher altitudes. A detrainment of ice 
particles from the convective region is likely a primary 
process responsible for a generation of the anvil clouds 
(Houze, 1989). 
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Figure 2. (a) MIR measurements at 89, 150, and 
220 GHz and (b) ARMAR reflectivity 

Figure 3a shows the scattering parameters at 89 
and 150 GHz calculated from Eq. (la). Note that 
scattering signature is very weak over stratiform 
rainfall region and vanished over thin cirrus region. 
Over anvil cirrus region at the times between 21 :3 1 :28 
and 21:34:48, the scattering parameter at 150 GHz is 
much higher than that at 89 GHz. In deep convective 
region near 21 :38:08, both parameters are nearly 
identical. It is suggested that the ice particles aloft may 
have a large size and result in a scattering intensity 
limited by geometrical optics. 

a specified particle bulk density which may be only 
adequate for certain hydrometeors. The first retrieval 
is made with a solid-ice density of 0.92 g/cm3. 
Hydrometeors having such a density may originate as 
frozen large cloud droplets or raindrops, The drops 
may freeze by contact or immersion freezing or by 
collecting a small ice crystal (Cotton and Anthes, 
1989). These large frozen drops may rapidly fall 

Retrievals of De and IWP are presently made with 

through the population of cloud droplets collecting 
them to become high density graupel particles. Figure 
3b shows retrieved De distribution using the solid-ice 
density (solid line). As expected, the largest diameter is 
found over the convective region. There is a significant 
variation in De from the anvil cirrus to convective 
regions. 

The second retrieval is tested with a lower density 
of 0.50 g/cm3 which may be appropriate for those 
particles formed through vapor deposition and riming 
processes. The density of small graupels may be as low 
as 0.13 g/cm3. However, as the graupel particle grows 
larger and falls faster, the density of the rime deposit 
may increase. Figure 4b shows derived De (dash line). 
Apparently, over the cirrus region, De is not sensitive 
to the particle bulk density. However, over the 
convective region, it becomes larger than 3 mm and 
unrealistic in nature. Thus, ice particles in this region 
may have a density even higher than 0.50 g/cm3. 

Figure 3c compares IWP distributions derived 
from both densities. Apparently, The TWP derived from 
the lower density is much higher than that from the 
solid-ice density, especially over the cirrus anvil 
region. The large uncertainty in IWP may illustrate the 
significant difference of radiative properties between 
lower and higher bulk density particles. As indicated 
above, De derived from both densities is almost 
identical in the region. Thus, higher Twp and lower 
density radiometrically produce the same brightness 
temperature as lower IWP and higher density. 

Figure 3. (a) Scattering parameter, (b) retrieved 
particle effective diameter, and (c) icc water path 
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4. SUMMARY AND CONCLUSIONS REFERENCES 

A two-stream model is developed for solving for 
radiance emanating from clouds at any viewing angle. 
For a single cloud layer, the radiance at the microwave 
frequencies is shown as a function of cloud optical 
parameters. It is found that both upwelling and 
downwelling radiances are nearly independent of cloud 
layer temperature and are directly linked to a scattering 
parameter, $2 of ice clouds. It is shown that the 
accuracy of two-stream model is sufficient for 
microwave remote sensing of ice clouds. 

Airborne Millimeter-wave Imaging Radiometer 
(MIR) measurements at 89 and 150 GHz are used to 
infer cloud microphysical parameters. It is shown that 
anvil cirrus surrounding the convective region results 
in a significant decrease in brightness temperatures at 
three MIR frequencies (89, 150 and 220 GHz). 
Furthermore, over deep convective region, brightness 
temperatures at three frequencies are nearly identical. 
It is suggested that large ice particles might be present 
aloft and the scattering due to these particles is in  a 
regime of geometrical optics which is independent of 
wavelength. 

Cloud ice water path, IWP and effective diameter, 
D, are retrieved using MIR measurements at 89 and 
150 GHz. While MIR-derived D, appears reasonable, 
the magnitude of the I?VP remains highly uncertain 
due to insufficient information on the particle bulk 
density, pi .  Since the density of the ice particles varies 
significantly among snowflakes, graupels and pristine 
crystals, it is necessary to identify hydrometer types in 
clouds so that the relationship between brightness 
temperature and ice water path can be quantitatively 
parameterized. Alternatively, a third independent 
measurement (e.g millimeter-wave radar) may be 
obtained from ice clouds so that IWP, D, and pi can be 
uniquely determined. 

relationship between brightness temperature (radiance) 
and scattering parameter. The scattering parameter is a 
function of the ice water path and particle size for a 
given particle geometry (i.e. sphere) and particle size 
distribution (Le. gamma function). More studies are 
required to relate the scattering parameter to the 
optical parameters associated with other particle shapes 
such as plates and columns. 

The two-stream model provides a general 
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P5.41A A FAST RADIATIVE TRANSFER MODEL FOR IASl 

Marco Matricardi and Roger Saunders 
ECMWF, Shinfield Park, Reading, RG2 9AX, UK 

1. INTRODUCTION 

The IASl (Infrared Atmospheric Sounding 
Interferometer) is part of the core payload of the 
EUMETSAT Polar System (EPS) METOP-1 and will 
contribute to the primary mission objective of EPS which 
is the retrieval of meteorological parameters. To assimilate 
atmospheric and surface radiance measurements from 
satellites in a numerical weather prediction (NWP) model 
a fast radiative transfer model is required to compute 
radiances from the model first guess fields at every 
observation point. The model must be accurate and fast 
enough to cope with the processing of observations in 
near real time. 

The fast radiative transfer model that has been 
developed at the European Centre for Medium Range 
Weather Forecast (ECMWF) for using IASl radiances 
within the NWP variational analysis, contains a fast 
transmittance model that is generated computing 
accurate line-by-line transmittances for a set of diverse 
atmospheric profiles. 

For each atmospheric profile and six scan angles 
line-by-line transmittances are computed from 0.005 hPa 
to each of 43 standard pressure levels considered 
adequate for IASl simulations using the GENLN2 
(Edwards 1992) line-by-line model. The full resolution 
layer-to-space transmittances are then convolved with the 
appropriate lASl instrument spectral response function 
(ISRF) and used to compute the fast transmittance 
regression coefficients used by the transmittance model. 

To simulate the radiances recorded by the IASl 
instrument, the radiative transfer equation is then solved 
using the layer-to-space fast transmittances. 

2. THE DIVERSE PROFILE DATASET 

The profiles used to compute the database of line-by- 
line transmittances are diverse in the sense that they are 
chosen to represent the full range of variations in 
temperature and water vapour mixing ratio as found in the 
real atmosphere. 

The TOVS Initial Guess Retrieval (TIGR) dataset (for 
more details see Chedin et al. 1985) has been chosen to 
compile a set of diverse atmospheric profiles to be used 
for IASl radiative transfer calculations: 43 water vapour 
atmospheric profiles were selected in such a way to 
describe for each of the standard pressure levels the 
whole range of observed water vapour mixing ratio and 
temperature values. The quality of the radiosonde 
stratospheric humidity that comes with the TlGR data set 
is a matter of concern. 

*Corresponding author address: Marco Matricardi, 
ECMWF, Shinfeld Park, Reading, RG2 9AX, UK; e- 
mail:stm@ecmwf.int. 

Whin the framework of the regression based fast models 
it would be desirable to provide some kind of variability to 
the stratospheric water vapour. To provide such 
variability a compilation has been made by Imperial 
College, London of diverse water vapour profiles from 
HALOE ( Harries et ai. 1996) data for the stratosphere. 
The effective vertical resolution of HALOE varies between 
3-4 krn; six latitude bands are covered. For each of the 43 
ECMWF profiles, the specific humidity was extrapolated 
with a cubic law from 300 hPa to 100 hPa. The 100 hPa 
value is that obtained averaging the values from the 
HALOE profiles whose latitude band match the TlGR 
profile latitude band. The averaged HALOE water vapour 
values have also been used from 100 hPa to 0.005 hPa 
to add some kind of realistic variability to the stratospheric 
h urn idity. 

Finally, a compilation of 383 profiles from NESDIS 
(plus a few Antarctic profiles) has been used to select a 
dependent set of 34 diverse ozone profiles. For the minor 
absorbing atmospheric gases the US AFGL climatological 
profiles compilation was used. 

3. COMPUTATION OF LINE-BY-LINE 
TRANSMITTANCES 

The HITRAN (Rothman et ai. 1996) spectroscopic 
database has been adopted for the GENLN2 
computations. The 1996 edition contains almost 
1,000,000 spectral lines for 35 different molecules. In 
addition to the molecular database there are extensive 
infrared cross-sections at different pressures and 
temperature, for more exotic gases. 

3.1 Odimal reso lufion for IASl transmittance meet ra 

A study was carried out to define the optimal 
resolution of the line-by-line transmittance spectra for 
simulating the observed IASl spectra. Two extreme 
atmospheric profiles have been selected and radiance 
spectra at the top of the atmosphere were computed at 
0.05, 0.005, 0.0025, 0.001 and 0.0005 cm-' resolution 
overthe wavenumber range relevant to lASl(645 - 2760 
cm-I). The spectra have been convolved with the 
appropriate IASl ISRF and comparisons were made to 
study how changing the point spacing affected the 
radiances. Differences between radiances computed at 
0.0510.005,0.00510.001,0.002510.001 and 0.00110.0005 
cm-' resolution have been compared with the IASl noise 
figure. The greater differences were observed for the 
tropical profile spectrum in the strong 15 p-i COz 
absorption band. The best figure was that given by the 
difference between 0.001 and 0.0005 cm-' spectra in that 
the differences were well below the noise over the whole 
wavenumber range thus suggesting that 0.001 cm -' can 
be assumed as a sufticiint resolution for IASl simulations. 

3.2 The database of line-bv-line transmittances 
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The diverse profile data set described in 2. have 
been used to build up the database of line-by-line 
transmittances required by the IASl fast transmittance 
model. Transmittances have been computed from 0.005 
hPa to each of 43 standard pressure levels, at 0,001 cm-' 
resolution, for each atmospheric profile and six scan 
angles, namely the angles for which the secant has 
equally spaced values from I to 2.25. 

Two sets of transmittances are computed for each 
water vapour and ozone profile because the convolution 
of the transmittance of all the gases is not the same as 
the product of the transmittances of the single gases 
convolved individually. One set is computed for the 
combined effect of the so-called mixed gases (T& and 
one for mixed gases plus water vapour (T-). For ozone 
one set is computed for mixed gases plus water vapour 
(tcmiw) and one for mixed gases plus water vapour and 
ozone ( T ~ ~ ~ ~ ~ ) .  These transmittances are convolved 
with the appropriate IASl ISRF and water vapour and 
ozone transmittances are then computed as shown below 
( here * denotes convolution): 

Po, = T*n*nwv+oz I 

The total convolved transmittance of all the individual 
gases together is: 

Pmiw = PmiX T*, . t*, (3) 

As all the terms except r*,,,ozcancel, only the correct 
convolved sum is left. 

Mked gases are defined as CO,, N,O, CO, N,, CH,, 
O,, C F C I I  and CFC12. For all these constituents, 
tropospheric climatological values for the year 2005 are 
used following the recommendations of the 
Intergovernmental Panel On Climate Change (Schimel et 
al. 1985);CO, line mixing and CO,, H,O and 0, continua 
have been included in the GENLN2 computations. 
Aerosol scattering is not included. 

Finally the convolution of the 0.001 cm -' resolution 
spectra with the appropriate IRSF was performed in the 
Fourier space. 

4. THE FAST TRANSMITTANCE MODEL 

The radiance recorded by the IASl instrument is the 
atmospheric radiance convolved with the appropriate 
ISRF. The calculation of the monochromatic radiances 
(and the subsequent convolution with the ISRF) is too 
time consuming to be performed on line. Rather than 
solve the radiative transfer equation for the 
monochromatic radiances, an approximation is used that 
relates the convolved layer-to-space transmittances to the 
convolved radiances. If we exclude any scattering and 
reflection, the radiance recorded by IASl is given by 

5 

R = E, . B(T,) a t ,  +I ipl B(TJ * ( T - ~ i )  (4) 

where , denotes the atmospheric layers that are 
numbered from space to the surface, 1 to s, respectively. 

B(T,) is the Planck function for layer i at temperature T,, 
T is the layer to space convolved transmittance and T, 
and €,are the Earth's surface temperature and emissivity, 
respectively. Finally, T~ is the surface-to-space 
transmittance. 

The convolved radiances computed using eq. (4) 
have been compared with those obtained convolving the 
monochromatic radiances computed by GENLNZ. For 
the 43 profiles the average difference was found to be 
less than 0.12 K over the whole wavenumber range. As 
this difference is well below the IASl noise specification, 
this is an approximation that doesn't introduce any major 
inaccuracies. 

The layer-to-space convolved transmittances for a 
selected set of profiles are used as input data to compute 
the fast transmittances regression coefficients. The gases 
are distributed in three groups: water vapour and ozone 
are treated as variable gases while the other gases are 
considered fixed. The variable used to compute the 
regression coefficients are the layer optical depths. The 
optical depths are then related to a function involving 
profile dependent predictors. These predictors are thus 
used to parameterize the layer optical depth and depend 
upon various profile variables. 

The fast model developed at ECMWF simulates IASl 
level I C  radiances. The full resolution transmittance 
spectra are convolved with the appropriate ISRF, the 
latter being the convolution of a 0.5 cm-' full width half 
height (FWHH) Gaussian with a cardinal sinc function 
whose interferogram is a k2 cm box function. A peculiar 
feature of the convolved spectra is the occurrence of 
mixed gases and water vapour negative transmittances 
(encountered in strong absorption bands) due to the 
truncation of the interferogram at *2 cm and to the errors 
introduced by the FFT routine. In general as one loops 
down the layers, the transmittances turn negative from a 
given layer on, the layer-to-space transmittance of the 
layer above being not greater than typically IO4.  The 
occurrence of negative (convolved) transmittances 
doesn't allow Lambert's law (T =exp (-u), u is the optical 
depth) to be satisfied. However we tried to overcome this 
problem by shifting the transmittances by an offset value 
to be sure we are dealing with positive numbers. A layer 
optical depth can thus be obtained and the effective layer 
negative transmittance can be recovered using a 
straightforward regression. This approach allow us to deal 
with negative transmittances and is in general quite 
successful when dealing with mixed gases 
transmittances. In the case of water vapour the pattern 
shown by the optical depths that come from ratioing 
positiie transmittances is different from that obtained by 
ratiing (shifted) negative transmittances; we have also to 
account for the optical depths that come from ratioing 
positive transmittances with (shifted) negative 
transmittances. When (shifted) negative transmittances 
are involved in the computation of layer optical depths, the 
pattern shown by the latter is erratic and more difficult to 
model. 

A set of optimal predictors based on those developed 
over a number of years for various satellite instruments 
(Eyre 1988; Fleming and McMillin 1976; Mc Millin and 
Fleming 1977; Strow, University of. Maryland, personal 
communication )has been selected at ECMWF to model 
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to a satisfactory level of accuracy the optical depths of the 
gases used in the regression routine. 

For a given layer, the water vapour algorithm is split 
in two parts to account for the positive and negative 
transmittances of different regimes. This means that a 
running sum of the water optical depths needs to be 
maintained in order to use the appropriate regression 
coefficients. Tests have shown that sometimes this can 
result in using the incorrect coefficients leading to serious 
inaccuracies. As a matter of fact the contribution to the 
radiance coming from the negative transmittance layers 
is generally small and the layer optical depths don’t need 
to be reproduced to a high level of accuracy. A look up 
table has been derived that assigns to every channel a 
given threshold. When the layer-to-space transmittance 
gets below the threshold, the transmittance is scaled 
down and the sign is changed in order to force the 
algorithm to use the correct regression coefficients. 

The results of the model fd for IASl ozone, water 
vapour and mixed gases radiances are shown in figures 
1 and 2 where the bias and the standard deviation for 
ozone, mixed gases and water vapour are shown. The 
errors are calculated using the dependent diverse profile 
set comparing the radiances computed with eq. (4) using 
the line-by-line and the fast model transmittances. The 
average value of the difference is shown and what can be 
seen is that the largest errors are associated with the 
strong water vapour band at 6.3 pm, the strong ozone 
band at 9.8 pm and the strong CO, absorption band in 
the 4.4 pm region. Two IASl noise scenarios are shown 
and even in the more optimistic case the errors from the 
fast model computation are at or less than the noise 
except for the 9.8 vm ozone band where the error is still 
slightly above the noise. Recent work on the (A)TOVS 
fast model (Saunders et al. 1998) have shown the errors 
in the spectroscopy for some channels are larger than the 
fast model errors. 

5. CONCLUSIONS 

A fast radiative transfer model has been developed 
at ECMWF for using lASl radiances within the framework 
of a NWP variational analysis system. The model is fast 
enough to cope with the processing of observations in 
near real time and used profile dependent predictors to 
parameterize the atmospheric optical depths. The 
development of the model has involved the selection of a 
training set of atmospheric profiles, the production of a 
line-by-line transmittance database, the selection of 
optimal predictors for the gases considered in the study 
and the production of regression coefficients for the fast 
transmittance scheme. The model ffl to the line-by-line 
radiances shows that the fast model can reproduce the 
line-by-lme radiances to a degree of accuracy that is at or 
below the instrumental noise and accurately enough for 
NWP assimilation. 
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Figure 1. Mean value and standad deviation of the difference between GENLN2 line-by-line and /AS1 fast model 
radiances for the 43 diverse water vapour profiles. 
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USE OF A NEW, FAST RADIATIVE TRANSFER MODEL FOR DIRECT RADIANCE ASSIMILATION IN 
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1. DESCRIPTION OF OPTRAN 

A new fast radiative transfer model has 
been developed at the National Environmental 
Satellite, Data and Information Service, called 
OPTRAN, for Optical Path TRANsmittance 
(McMillin, et al., 1995) This model uses 
absorber amount along the line of sight as the 
independent variable, and intrinsically predicts 
the absorption coefficient as a function of that 
absorber amount. This is different from most 
other fast models which use pressure in the 
nadir direction as the independent variable. The 
three major consequences of this approach are: 
1) zenith angle is treated implicitly. It is not 
required to treat zenith angle explicitly with ad 
hoc approximations. 2) Since pressure is not 
the independent variable, it is available for use 
as a predictor. This is important because of the 
temperature-pressure dependence of 
spectroscopic parameters. 3) Since pressure is 
now a free variable, an arbitrary pressure profile 
can be used. This is especially valuable when 
used in a numerical model because it is not 
required to interpolate from the pressures 
associated with the model coordinate to those 
of the radiative transfer model. 

model, tangent linear model, adjoint model, and 
Jacobian model. The forward model gives 
radiances as a function of the model state 
variables (temperature, pressure, water vapor 
and ozone mixing ratio profiles, and skin 
temperature). The tangent linear model 
produces the sensitivities of the linearized 
radiances to the linearized model state 
variables. The adjoint model is the transpose of 
the tangent linear model, and produces the 

OPTRAN now is coded as a forward 

Corresponding author address: Thomas J. 
Kleespies, E/RA1, 4700 Silver Hill Rd, Stop 
991 0, Washington DC 20233-991 0; e-mail: 
tkleespies @ nesdis.noaa.gov 

sensitivity of the linearized model state 
variables to the linearized radiances. The 
Jacobian model (sometimes called the "K" 
model) is very similar to the adjoint. The 
difference is that the adjoint produces the 
sensitivity of each model linearized variable to 
all of the linearized radiances, and is a vector 
of length equal to the number of model state 
variables, whereas the Jacobian produces the 
sensitivity of each model variable to each of the 
linearized radiances, and thus is a matrix of size 
(number of variables) x (number of channels). 

The forward and Jacobian models are 
now being tested within the Global Data 
Analysis System (GDAS) at the Environmental 
Modeling Center of the National Centers for 
Environmental Prediction. Evaluation with 
radiances from the TlROS Operational Vertical 
Sounder (TOVS) and the Geostationary 
Operational Environmental Satellite (GOES) 
sounder is well underway, and preliminary 
results are encouraging. Evaluation with 
radiances are in the initial stages at the time of 
this writing. Preliminary results from GOES 
data comparisons will be shown here. 

2. EMISSIVITY MODEL 

In evaluating the GOES 9 radiances 
over the ocean, a pronounced zenith angle 
dependent bias was noted between the window 
channel radiances computed from the 6 hour 
forecast and the observed radiances (Schmit, 
personal communication). This bias was of 
particular concern because this difference is 
used to screen the observed radiances for 
residual cloudiness. Masuda et al. (1 988) 
provided tables to five decimal places of 
calculated infrared emissivity for sea water as a 
function of zenith angle and wind speed for a 
number of wavelengths. Since the adjoint to 
this emissivity model is required, an analytical fit 
was made the tabular values. This fit is of the 
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form 

A=k, +& W+k, W2 

B= k4 + k5 w+k6 W 2  

where W is wind speed, 8 is zenith angle, and e 
is emissivity. The parameters A and B are the 
predicted values of the emissivity from a 
quadratic fit to the wind at 0 and 60 degrees 
zenith angle respectively. The parameters y,, y2 
and y3 are from the nonlinear fit of the emissivity 
to both the wind speed and the zenith angle. 
The maximum difference of this fit to the tables 
is in the fifth decimal place. 

3. GOES RADIANCE EVALUATION 

The OPTRAN model was tested with 
GOES sounding radiances from 25 January 
1998,OO UTC * 3 hrs. Only data over the 
ocean were examined. The areal extent was 
from the West Coast of the United States to 
about 150 W, and from about 15 N to about 55 
N. Two cases were examined: first with the 
emissivity fixed at 0.992, and the second with 
the emissivity model described above. Figure 1 
presents the differences between the channel 8 
observed radiances and the radiances 
calculated from the GDAS 6 hour forecast valid 
at 00 UTC 25 January. In Figure 1 it can be 
seen that the largest difference between 
constant and variable emissivity are above 
about 45 degrees zenith angle. Figure 2 shows 
the mean difference between the model 
simulated values and the observed values as a 
function of brightness temperatures. Note that 
in comparing with Figure 1 the coldest 
brightness temperatures occur at the larger 
zenith angles. At the larger zenith angles 
(colder temperatures) there is considerable 
reduction in the bias. 

Figure 3 gives the standard deviation of 
the difference between computed and observed 
radiances, which is a measure of the 
information content of the radiances over the 
background field. The temperature field seems 
to be fairly well fitted, given the low standard 
deviations on sounding channels (1-5). The 

large standard deviation of water vapor 
channels (10-12) suggest that there is 
considerable water vapor information to be 
gained from these radiances. Similarly, ozone 
channel 9 has information to contribute to the 
ozone analysis. 

4. SUMMARY 

We have presented some preliminary 
results of radiative transfer calculations in a 
numerical analysis system using a new, fast 
transmittance algorithm and variable emissivity 
model. The use of a variable emissivity model 
is essential for eliminating a bias between the 
computed and observed brightness 
temperatures at higher zenith angles. 
Examination of the standard deviation of the 
difference between computed and observed 
radiances indicates that there is considerable 
additional information in the water vapor and 
ozone radiances above the background, with 
somewhat less in the temperature radiances. 
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Figure 2. Improvement in brightness temperature calculation by emissivity model over a constant 
emissivity 
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1. INTRODUCTION 

Assessment of the accuracy of satellite-derived 
hourly surface irradiances invariably rely on point mea- 
surements at the ground. However, the regional repre- 
sentativeness of these point measurements often is not 
well understood. In this study, we attempt to separate 
the intrinsic methodological imprecision associated 
with the satellite-to-irradiance conversion models, from 
the non-intrinsic imprecision associated with compa- 
ring spatially averaged satellite-derived estimates with 
ground-based point measurements. 

The spatial resolution of geostationary satellites in 
the visible channel is approximately one to ten kilome- 
ters. Estimated surface irradiances for such pixels 
compare with actual surface point measurements with 
a root mean square error (RMSE) of typically 20% to 
25%. The different components of this RMSE have 
been identified in previous studies but, due to the lack 
of adequate measurements, their respective im- 
portance is not well understood. 

Our main point is that the intrinsic satellite model 
error is considerably smaller than traditionally assumed 
once one removes the intercomparison noise. We base 
our considerations on one year of observations using a 
simple model applied to GOES-8 imagery over the nor- 
theastern United States. For one year of intercompari- 
sons with a 12-site surface solar monitoring network, 
the relative RMSE is found to be 23%. Examination of 
results for several carefully-selected conditions allows 
us to determine the contribution of the various com- 
ponents of this RMSE. 

The model is described in Section 3, after presen- 
tation of the ground and satellite data in Section 2. In 
Section 4 we describe the various components of the 
RMSE, how we proceed to determine their respective 
importance, and report the evidence that can be gathe- 
red about the micro-variability of the surface insolation 
field. This allows us to conclude (Section 5) that for the 

*Corresponding author address: A. Zelenka, Swiss Me- 
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users' point of view the estimations are definitely more 
accurate than suggested by the conventional 23% RM- 
SE. 

2. SURFACE AND SATELLITE DATA 

The ground observations used in this study origi- 
nate from two networks. One of them is located in the 
North East of the United States, the other one in 
Switzerland. Data from the NE US network are used 
both for satellite model ground truth and for analyzing 
geostatistical features of regional solar radiation fields. 
Data from the Swiss network are used only for the latter 
purpose. 

2.1 Networks 

The US North East test measurement network 
consists of a combination of the Atmospheric Sciences 
Research Center solar radiation monitoring station and 
the rotating-shadowband-based southern New YorW 
Massachussetts network. Sites extend from 71.28.W 
(Waltham, MA) to 74.08-W (New Paltz, NY) and from 
40.64'N (Freeport, NY) to 42.79'N (Colonie, NY). The 
smallest distances are in the Albany area (5 km bet- 
ween Albany and Colonie) and in Central Long Island 
(14 km between lslip and Stony Brook). Instrumentati- 
on and operations are described by Perez et ai. (1997). 

In the Swiss automatic meteorological network 
ANETZ 67 stations are equipped with Kipp CM6 pyra- 
nometers. Sites extend from 6.1 3'E (Geneva) to 9.53-E 
(Chur) and 45.85.N (Stabio) to 47.68.N (Schaffhau- 
sen). The smallest distances are located in the Zurich 
area (5.7 km between Kloten and Reckenholz) and in 
the South (7.1 km between Locarno and Magadino). 
Each site is calibrated once a year (Zelenka, 1984). We 
consider only 31 sites with altitude below 800 m and 
consider only 6-year averages (1 985-1 990) for the 
month of July which shows a low variabilty across the 
country. This choice helps keeping undesired "noise" 
as low as possible for the benefit of the study. 

2.2 Satellite DE& 
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The satellite data consist of intermediate resoluti- 
on images from the visible channel of NOAAs geosta- 
tionary weather satellite GOES-8. Ground resolution of 
these images in the considered region is of the order of 
10 km latitude by 13 km longitude. Navigated images 
covering the north American continent and the Atlantic 
Ocean are distributed on an hourly basis through the 
Internet Data Distribution System (1 995) to participa- 
ting US Universities. A portion of these images, cover- 
ing the mid-Atlantic region of the US has been locally 
archived since May 1995. 

3. SATELLITE-BASED ESTIMATION OF 
SURFACE IRRADIATION 

where 8, is the solar zenith angle, ? is the Sun-Earth 
distance modulating factor, and g, gmax and gmin are 
functions introduced to account for non-Lambertian 
effects. These effects are readily observed by monito- 
ring scattering mechanisms and corrected for by sim- 
ple empirical functions. In fact, only two such effects 
prove to have a conspicuous signature, both in gmin : 
(1) the clear atmosphere air mass effect at slanting 
scene illumination, and (2) the back-scattering effect 
near co-alignment between sun and satellite. On the 
contrary, cloud tops scatter rather isotropically, leading 

4. MODEL PERFORMANCE AND 

to gmax = 1. 

EFFECTIVE RMSE 
We formulate Schmetz's (1989) Equ. (9) as: 

4.1 Ordinarv RMSF with closest Dixel w r o a c h  

where Zatm(n) and Tatm(0) are the atmospheric 
transmittances for the cloudy and clear sky, respec- 
tively. The cloudiness is expressed with the cloud 
index n (Cano eta/., 1986) 

n = (atoa atoa,min / (atoa,max - atoa,min (2) 

where q,, is the instantaneous planetary albedo, 
while qOa,,in corresponds to a clear, clean and dry 
sky, and q,,,,,, corresponds to a heavily overcast 
sky. For the clear sky transmittance we adopt the 
model of Kasten et a/. (1 984) 

Zatm(0) = 0.84exp(-0.027TLm) (3) 

Besides the relative air mass m, its only parameter 
is the Linke turbidity factor TL. For temperate mid-lati- 
tudes, monthly averages of TL listed by Kasten et 
a/.(1984) lead to good results (Davies et a/, 1988). 
Alternatively, more accurate regional values may be 
used, as in the present study, where long term measu- 
rements allow determination of seasonal values. 

For the relation between the radiance observed by 
the satellite, LSat, and the planetary albedo we follow 
the line adopted by Beyer et a/. (1996). The cloud 
index n being a quotient of planetary albedos stoa , 
all the proportionality constants between LSat and 
cancel. In particular, the calibration factor converting 
the satellite counts Csat (or 4 Csat in the case of 
GOES-8) into Lsat do not need to be known. Thus, 
introducing a Lambertian normalized satellite count 

cc = c,,, I (3cose,) (4) 

leaves us with 

The model is validated against the 12 measuring 
sites in the NE US described in Section 2.1. The 12 
corresponding pixels are pre-determined assuming an 
ideal image orientation. No attempt is made a 
posteriori for correcting small misalignements of the 
actual images. Gauged in this way against 43'000 
ground-truth station hours distributed from May to 
December 1995 for the whole network and, additio- 
nally, from January to December 1996 for the Albany 
site, the average satellite RMS error for global irra- 
diance is 81 Wm-2, that is 23% of the average measu- 
red global irradiance, while the average mean bias 
error is 4 Wma2, that is 1.2% of the measured average. 
These figures are very similar to those reported hit- 
herto in various review papers (e.g., Schmetz 1989, 
Beyer et a/. 1996). We now proceed with analyzing the 
contribution of each of the 3 groups of effects which 
lead to this conventional RMSE. Group (1) encompas- 
ses both the simplifying assumptions in the models 
converting the satellite radiometric response into 
ground irradiance (essentially for retrieving irradiances 
from radiances and transforming narrowband spec- 
trally filtered into broadband unfiltered instrumental 
responses) and the satellite measurement errors. 
Group (2) consists of the errors inherent to pyranome- 
tric measurements, while group (3) comprises the dif- 
ference between instantaneaous pixels extended in 
space and single point measurements integrated in 
time. Geoverification, Le. the correct identification of 
the pixels containing the measuring sites, as well as 
cloud shadow effects at low solar elevations also 
belong to this third group. 

4.2 Ordinarv RMSE w ith optimum Dixel Wroac  h 

We consider a block of 9 pixels centered at the 
nearest pixel, and determine which of the nine pixels 
exhibits the lowest RMSE. For the majority of the sites 
and cases it happens to be the' West to Northwest 

9TH SAT MET/OCEAN 71 1 



pixel. The wind predominantly blows from this direction 
and the satellite scan is completed in the first quarter 
of the pyranometer integration hour. So it is plausible 
that, at the instantaneous scale, this pixel is frequently 
more representative than the closest (central) pixel of 
the conditions that will prevail during an hour at the lat- 
ter. 

Switching from the closest to these "optimum" 
pixels (which, otherwise, remain fixed as before) brings 
the overall RMSE down to 19%, corresponding to 70 
Wm-2 (see Table 1 for a four sites sample). Thus, if the 
RMSE were only attributable to the heterogenity of the 
data supports (Group (3)) it would amount to about 
13%. 
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4.3 Effective RMSE 

Irradiation fields are not as homogeneous in 
space as intuitively perceived. This is illustrated in Fig. 
1, which displays RMS differences as a function of 
distance (Fig. 1) for various integration times, namely 
10-minutes (only for the Swiss network), hourly, daily 
and monthly sums. The strong variability of the 10- 
minutes and hourly sums, remarkably consistent in the 
two climatologically distinct networks, over even short 
distances explains why an estimate can be registered 
as inaccurate although it may be correct for several 
points in the pixel. The RMS difference at sub-pixel 
distances may be considered as the intrinsic lower 
limit of validation accuracy. This difference, termed 
"nugget effect" in geostatistics, has its origin in both 

measurement errors by the surface instruments and 
the micro-scale spatial resolution limitations of the 
satellite sensors. For hourly sums (Fig. 1) the nugget 
effect is of the order of 14-15%. Considering the 19% 
RMSE above leads us to an effective, or intrinsic 
RMSE, that is, the one traceable to the satellite-to-irra- 
diance conversion model, of 12-13%. Two other possi- 
ble indirect measures of this intrinsic error may be 
obtained from (1) a self similarity/ideal pixel analysis 
and (2) a locally homogeneous conditions analysis. 

- Self similarityhdeal pixel approach: We return to 
the 9 pixel blocks, but center them now on the optimum 
pixel. Then considering that the fractal (hence self 
similar) structure of cloud patterns allows us to draw 
conclusions at the micro-scale (sub-pixel) from obser- 
vations at the meso-scale (9 pixel block), we select, 
within each block, the estimated value closest to the 
observation. The resulting RMSE drops then, for 
almost all locations (Table 1) to 1 1 YO. Somewhere near 
the considered pixel (hence within the considered pixel 
when accounting for fractal effects, remaining naviga- 
tion imprecision and timelspace differences) the 
RMSE is roughly equal to the conventional RMSE 
minus the nugget effect. 

- Locally homogeneous conditions approach: 
Homogeneous conditions are selected when the 
values within the 9 pixel block fluctuate within a 10% 
range, that is when no strong cloudiness gradient or 
scattered cloud conditions are present in the immedi- 

Fig. 1 Relative RMS difference between network sites as a function of distance for various integration times. 
The points for the Swiss Network are binned (1 0 lags) because of the very large number of station pairs. 

Points for the US North East network reflect each pair of stations. 
The consistency between the two climatologically distinct networks is conspicuous. 
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Table 1 
o/o RMSEs at 4 selected sites for different pixel combinations 

closest pixel optimum pixel homogeneous ideal pixell 
site best-of-9 

Albany 23.27 
New Paltz 21.59 
Waltham 21.03 
Mc Arthur 20.22 

20.65 
18.88 
19.12 
17.14 

17.77 11.25 
12.55 1 1.25 
13.89 11.95 
13.57 09.92 

ate vicinity of the ground station. The effect of cloud 
field structures and navigation imprecision should be 
minimized during these conditions. We restrict our 
data sample to those 4 sites (Albany, New Paltz, Dut- 
chess and Waltham) where the ground albedo is fairly 
homogeneous across the whole block. This four-sta- 
tion sample exhibits about the same closest pixel 
RMSE as the entire data set (22%). This RMSE drops 
down to 14% for locally homogeneous conditions 
(Table 1). 

Hence both indirect approaches confirm our esti- 
mate of hourly intrinsic accuracy (of the order of 12- 
13%) with a nugget effect of similar magnitude. 

5. CONCLUSIONS 

The relative RMSE of hourly irradiance estimates 
with a simple satellite-based model amounts to 23% 
after verification against 8 site-years of data in the Nor- 
theastern US. This performance fits well in the interval1 
of 20-25'70 reported world-wide in current literature. 
Validation results for several adequately selected con- 
ditions allows us to delimit the contribution of the 
various components of this RMSE. A substantial por- 
tion of this error is attributable to measuring errors by 
the surface instruments and, more importantly, to the 
genuine mico-variability of the irradiation field. It 
results that the satellite pixel-to-irradiance conversion 
error is only of the order of 12-13%, that is consi- 
derably less than conventionally assumed. It is remar- 
kable that this conclusion is reached with a very 
elementary satellite-to-irradiance conversion model, 
requiring only pixel brightness as an input. The use of 
more sophisticated algorithms could only strengthen 
this conclusion through a further reduction of this 
intrinsic error. Furthermore, as the simple model does 
not neglect anisotropies in the relation between counts 
and planetary albedo, more rigorous algorithms are 
not expected to signifacantly modify our assessment of 
the intercomparison noise near the 19% RMSE level. 

The practical meaning of this effective RMSE 
should not be underestimated: the precision of satel- 
lite-derived irradiance is likely to be of the order of 
12%, while the RMS difference between irradiances 5 

km apart already amounts to 15%. So if the modelled 
value differs, e.g., by 20% from the observation at one 
verification site, it is very likely to be registered as cor- 
rect only a few kilometers away. With this in mind, we 
strongly recommend the use of satellite-based irra- 
diance estimates, even near a measuring site, when 
sitehime specific information is needed. 
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P5.45A INTERCALIBRATION OF GOES, METEOSAT, GMS, HIRS, AND AVHRR 
INFRARED RADIANCES 

Steve Wanzong * 
Cooperative Institute for Meteorological Satellite Studies 

W. Paul Menzel and Geary Callan 
NOAA/NESD IS 

1. INTRODUCTION 

lntercalibration of the polar orbiting and 
geostationary satellite systems is necessary to achieve 
consistency of data sets involving more than one 
sensor. Within the lifetime of one sensor, there is a 
need to determine fluctuations in the calibration 
associated with the seasonal cycle for the spinning 
geostationary sensors (such as Meteosat, GMS, and 
GOES-VAS), the diurnal and seasonal cycle for the 
three axis stable geostationary sensors (such as 
GOES-IJKLM, GOMS, and MTSAT), and the day-night 
cycle for the polar orbiting sensors (such as NOAA, 
METOP, and NPOESS). The community of satellite 
operators needs to begin a program to intercalibrate 
their current sensors to reduce the calibration 
uncertainty and maximize calibration uniformity. For 
climate or trend analyses, all temporal transitions from 
one sensor to another should be covered with an 
independent sensor. This poster presents the approach 
developed at the CIMSS for calibrating the 
geostationary satellites with a polar orbiting satellite 
using temporally and spatially collocated 
measurements. Example comparisons will include the 
GOES-8/9, Meteosat-6, and the GMS-5 with the NOAA- 
14 HlRS and the AVHRR. Initial focus has been 
restricted to comparisons of the infrared window 
radiances measured by these systems; the goal is 
calibration within 1 C for infrared and water vapor 
bands. 

The HlRS data undersamples the area of data 
comparison (nadir view ground resolution is 17.4 km 
and distance between scan lines is 42 km), however 
the distribution of sampled radiances within the 
histogram is not greatly affected. The AVHRR data has 
a resolution of 4 km at nadir. The GOES imager data 
has a nadir view ground resolution of 4 km, 
oversampled in the east west direction by a factor of 
1.7. Meteosat-6 and GMS-5 have a nadir view of 
ground resolution of 5 km. Comparisons are made at 
each sensors full resolution, without adjusting for any 
oversampling or differences in resolution. To mitigate 
the possible effects of small scale features in the 
scene, comparisons are also made with radiances from 
each sensor averaged to 50 km and 100 km resolution. 

A histogram of all the radiances from the HIRSIAVHRR 
and the geostationary (full resolution, 50 km and 100 
km) FOVs are compared and a mean radiance for each 
sensor is computed. To account for differences in the 
spectral response function (shown in Figure I ) ,  forward 
calculations are performed to determine the expected 
clear sky radiance for each satellite for the current 
atmospheric state and the current surface temperature. 
The observed radiance difference minus the forward 
calculated clear sky radiance difference is then 
attributed to calibration differences. 

Thus 
2. I ntercom parison Procedures 

Polar orbiting data offer a fixed reference for all of 
the geostationary satellites. Collocation in space and 
time (within 30 minutes) is necessary. In order to 
minimize viewing angle differences, only data within 10 
degrees from nadir for each instrument is  selected for 
the intercomparison. Histograms of radiances of similar 
spectral channels from the two sensors can be 
compared; clear sky scenes are preferred but no 
attempt is made to screen out clouds from the area of 
intercomparison. 

ARcal 2 ARmean - ARclrsky 
or 
ARcal = RGmean - RGclrsky - [RHmean - 
RHclrsky] 

where G indicates geostationary, H indicates HIRS, 
mean indicates mean of the histogram, and clrsky 
indicates clear sky forward calculation. Conversion to 
temperatures is accomplished by 

ATcal = 

{ [RGmean] / [dB/dT]~~~~~" - [RGClrSky]/[dB/dT]~~c~rsky} - 

{[ RH mean]/[ dB/dT]~~mean - [ RHcl rsky]/[ d B / ~ T ] T H c I ~ ~ ~ }  
* Corresponding authors' address: University of 
Wisconsin Madison, Space Science and Engineering 
Center, 1225 West Dayton St., Madison, WI 53706 
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3. Datasets 

The table below shows the datasets that have been 
collected (not all are processed) as of 4 March 1998. 

GOES-8 
Morning 

97311 07152 
97319 07152 
97321 07152 

GOES-9 
Morning 

97315 11452 
97316 11302 
97317 11152 

Meteosat-6 
Morning 

97322 14452 
97323 14302 
97343 14152 

GMS-5 
Morning 

97302 17302 
97303 17302 
97307 16302 

Evening 

97335 19002 
97351 19302 

NA NA 

Evening 

97338 19002 
97339 19302 
98054 23452 

Evening 

97326 02452 
97327 02452 
97328 02302 

Evening 

97302 04452 
97303 04452 
97307 05302 

Future comparisons may include GOES-IO and FY-2. 

4. lntercomparison Results 

Table 1 shows ATcal for the imager on GOES-8 
and the HIRSIAVHRR on NOM-14 for three days in 
November of 1997. Figure 2 shows the area of 
intercomparison for 7 November 1997 (day 9731 1). 
Differences in the brightness temperatures due to 
spectral response differences are small (ATSR is about 
0.1 C). GOES-8 - NOM-14 HlRS differences due to 
calibration average 1.2 C for all resolutions. The 
GOES-8 - NOM-14 AVHRR differences due to 
calibration average 0.6 C for full resolution and 50 km, 
and 0.5 C for 100 km. Table 2 shows ATcal for the 
imager on GOES-9 and the HIRS/AVHRR on NOM-14 
for the three different days. Again, differences in the 
brightness temperatures due to spectral response 
differences are small (ATSR is about 0.1 C). GOES-9- 
NOM-14 HlRS differences due to calibration average 0 
C for full resolution but show some day to day variation 
(ranging from -0.5 C to 0.3 C). At 50 and 100 km 
resolution the differences average -0.2 C. The GOES-9 
- N O M - I 4  AVHRR differences due to calibration 
average -0.2 C for full resolution, but once again show 

some variation. The average for 50 and 100 km is -0.3 
C. Table 3 shows ATcal for GMS-5 and NOM-14 
HIRS/AVHRR for three days in their overlap region. 
Differences in the brightness temperatures due to 
spectral response differences are small (ATSR is about 
0.1 C). GMS-5 - NOM-14 HlRS differences due to 
calibration average -.I  C for full resolution, and 0 C for 
50 and 100 km. The GMS-5 - NOM-14 AVHRR 
differences due to calibration average -0.4 C for all 
resolutions. The GMS-5 averages vary a little because 
of the positive temperature differences for the first day. 
Results for all three comparison show less day to day 
variation at 100 km resolution than full sensor 
resolution. 

Table 1. Comparison of GOES-8 Imager and N O M -  
14 HIRWAVHRR IRW Calibration (near GOES-8 nadir 
at the equator at 75 W longitude) 

Morning - Full Resolution 

DAY TIME HlRS AVHRR 
ATcal("C) ATcal("C) 

97311 07152 1.2 0.5 
97319 07152 1.4 0.7 
97321 07152 1.1 0.6 

Morning - 50 km 

DAY TIME HlRS AVHRR 
ATcal("C) ATcal( "C) 

97311 07152 1.1 0.4 
97319 07152 1.2 0.7 
97321 07152 1.4 0.6 

Morning - 100 km 

DAY TIME HlRS AVHRR 
ATcal("C) ATcal("C) 

97311 07152 1.2 0.5 
97319 07152 1.3 0.6 
97321 07152 1.0 0.5 

Table 2. Comparison of GOES-9 Imager and N O M -  
14 HIRWAVHRR IRW Calibration (near GOES-9 nadir 
at the equator at 135 W longitude) 

Morning - Full Resolution 

DAY TIME HlRS AVHRR 
ATcal( "C) ATcal("C) 

97315 11452 -0.5 -0.4 
97316 11302 0.3 0.0 
97317 11152 0.2 -0.2 

Morning - 50 km 

DAY TIME HlRS ~ AVHRR 
ATcal("C) ATcal("C) 
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97315 11452 -0.3 -0.4 
97316 11302 -0.2 -0.1 
97317 11152 -0.2 -0.3 

Initial GOES-8 results indicate about a 1 "C 
disagreement. 

6. REFERENCES 
Morning - 100 km 

DAY TIME HlRS AVHRR 
ATcal( "C) ATcal("C) 

97311 11452 -0.3 -0.3 
97319 11302 -0.4 -0.2 
97317 11152 0.1 -0.3 

Table 3. Comparison of GMS-5 and NOM-14 
HIRWAVHRR IRW Calibration (near GMS-5 nadir at 
the equator at 140 E longitude) 

Morning - Full Resolution 

DAY TIME 

97302 17302 
97303 17302 
97307 16302 

Morning - 50 km 

DAY TIME 

97302 17302 
97303 17302 
97307 16302 

Morning - 100 km 

DAY TIME 

97302 17302 
97303 17302 
97307 16302 

HlRS 
ATcal("C) 

0.2 
-0.3 
-0.1 

HlRS 
ATcal("C) 

0.2 
-0.3 
0.0 

HlRS 
ATcal("C) 

0.3 
-0.2 
-0.1 

AVHRR 
ATcal("C) 

-0.3 
-0.5 
-0.4 

AVHRR 
ATcal("C) 

-0.3 
-0.5 
-0.4 

AVHRR 
ATcal("C) 

-0.3 
-0.4 
-0.5 

Comparisons of Meteosat-5, and GOES-IO still need to 
be done. Results from night time observations will be 
presented to characterize any diurnal effects. 

5. CONCLUSIONS 

This paper describes one approach for calibrating 
all geostationary sensors with respect to a polar 
orbiting sensor. Radiances from both sensors with 
near nadir view of a scene containing clear and cloud 
shy are averaged to 100 km resolution. Differences in 
mean scene radiances are corrected for spectral 
response differences through clear sky forward 
calculation. The corrected mean differences are 
attributed to calibration differences. Initial results 
suggest that the infrared window sensors on GOES-9 
and GMS-5 are in good agreement with NOM-14. 
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Figure 1. Spectral response functions (indicated on the left) for the infrared window channels on the 
HlRSlAVHRR NOM-14, G O E S 4 9  imager, Meteosatd imager and GMS-5 superimposed on High 
spectral resolution Interferometer Sounder (HIS) measurements of atmospheric brightness temperature 
(indicated on the right). 

290 

280 

270 

260 

250 

240 
750 800 850 900 950 lo00 1050 

290 

280 

270 

260 

250 

240 
750 800 850 900 950 '1000 1050 

1 .o 290 

0.8 280 

0.6 270 

0.4 260 

0.2 250 

0.0 240 

Wavenumber (cm.') 
750 800 850 900 950 io00 1050 

9TH SAT MET/OCEAN 717 



P5.46B 

CORRECTION FOR SPURIOUS TRENDS IN THE 31 REANALYSIS OF TOVS DATA 

R. Armante, L. Crbpeau, N.A Scott, A. Chbdin 
Laboratoire de Mbtborologie Dynamique 

Ecole Polytechnique, RD36, 91 128 Palaiseau, Cedex 

1. INTRODUCTION 

For many years, the TOVS instrument onboard 
the NOAA operational meteorological satellites 
has been involved in studies related to 
meteorology or climatology. 
From the point of view of the retrievals accuracy 
and the monitoring of climate variability and 
trends, systematic biases between computed 
and observed brightness temperatures can be 
particularly damaging. These biases may 
originate from intersatellite changes in the 
spectral intervals used and instrumental drifts 
or/and individual channel evolution over lifetime 
of a given satellite. 
LMD has developed an automatic correction 
scheme to infer and regularly update these 
necessary adjustments, also referred to as 
radiance tuning. Eventually, use is made of the 
collocated satellite-radiosonde datasets (from 
TIROS-N to NOAA-xx). Such an approach is 
described within the frame of the reanalysis of 
TOVS data at LMD (NOANNASA Pathfinder 
Programme). 
Even if exhaustively validated as far as the 
physical parameterizations and associated 
algorithms are concerned, the reanalysis tools 
(forward and inverse algorithms) have to be 
regularly calibrated and adjusted to follow these 
changes and avoid the emergence of spurious 
trends. 

2. RADIANCE TUNING IN THE 31 
SYSTEM 

To retrieve atmospheric and surface variables 
from the TOVS, the 31 physical retrieval method 
makes use of the difference between observed 
and computed brightness temperatures to 
adjust the values of derived geophysical 
parameters. Also, the 31 algorithm requires an 
initial guess which is found within the TlGR 
dataset through a pattern recognition approach. 

2.1 Forward modeling 

The whole 31 retrieval system requires using 
forward models 
Various forward radiative transfer models for the 
computation of the vertical and spectral 
distributions of the infrared radiation have been 
developed. We currently have at our disposal a 
suite of such models ranging from the standard 
line-by-line to parameterized and highly 
parameterized codes, all providing the same 
degree of accuracy but the latter requiring less 
and less computing time: 4A (Automatized 
Atmospheric Absorption Atlas),(Scott and 
Chedin 1981) and 3R (Rapid Radiance 
Recognition), (Flobert et al, 1986). 
All these models are regularly updated 
(Tournier et al, 1993) and validated with respect 
to high spectral resolution observations in order 
to take into account with all. the required 
accuracy, the sensitivity of the thermal radiation 
to all the relevant parameters (for instance, 
continuum or line interference effects, trace 
gases influence ,...). 

2.2 Calibration and aroup ina ofrad iance da ta ; 

Starting from level 1B data, HlRS and MSU 
observations are calibrated according to 
calibration coefficients provided by NOAA using 
the procedures set forth in NOAA Polar Orbiter 
User‘s Guide. 
The spatial resolution of the 31 algorithm is a 
compromise between the spatial resolutions of 
the HlRS and MSU sounders. A (3 x 2) or (3x3) 
or (3x4) array of HlRS spots is grouped together 
and collocated with the nearest MSU spot(s). 
Such ” boxes ” represent a surface of nearly 
100 x 100 km2, and retrievals are performed for 
each of the above mentioned array of spots. 
The same kind of mapping is applied to the 
topography dataset which describes the 
elevation and the percentage of water. 

2.3 The TlGR dataset 

In the 31 system, many steps (eg air mass 
classification, cloud detection, cloud clearing, 
initial guess determination, temperature and 
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water vapor retrievals, ...) make use of the so- 
called TlGR (Thermodynamic Initial Guess 
Retrieval) dataset. 
This library of atmospheric situations, TIGR, 
consists of 1761 situations carefully sampled 
out of several thousands of radiosonde reports 
by statistical methods and physical thresholds 
(Chedin et al, 1985, Escobar, 1993). 
Atmospheric transmittances, radiant energies 
for all HIRS-2 and MSU channels are 
precomputed for every TlGR atmospheric 
situation (temperature and humidity profile) 
using the 4A (Automatized Atmospheric 
Absorption Atlas), forward model in order to 
simulate << real world TOVS )) observations (10 
scan angles, 19 surface elevations, 2 
emissivities). Moreover, these 1761 situations 
are classified into 5 classes, based upon their 
temperature profile. This classification results 
from a principal component analysis [Achard, 
19911. So far, the TlGR dataset is computed for 
a given set of filter functions corresponding to 
eg NOAA-a (a belonging to the range 5 to 14). It 
goes without saying that processing satellite of 
the series NOAA-b with b different from a 
requires taking into account the differences in 
radiances originating from the differences in the 
shape or spectral range and centers of the filter 
functions.(see an example on figure 1) 

TIROS-N 

NOAA 6 

NOAA 7 

NOAA 9 

NOAA 10 

NOAA 11 

NOAA 12 

3. REMOVAL OF OBSERVATIONAL 
AND COMPUTATIONAL BIASES 

DATE RANGE OF DATA 
1 979/01/30 to 266 

1979/08/16 to 270 

1983/01/16 to 332 

1986/05/14 to 83 

1986/10/30 to 1290 

1989/07/19 to 1337 

1991/06/17 to 604 

1980/03/25 

1986/08/26 

1984/02/20 

i98a/o4/26 

1991 /09/05 

1993/06/29 

1993/06/29 

The estimation of such biases makes use of 
collocated satellite and radiosondes 
information. Such an information comes from 
NOAA/NESDIS: the so-called DSD5 files. 
Eventually, for radiance tuning, a complete 
representation of the atmosphere is required 
including temperature, water vapor and minor 
constituents profiles, surface temperatures, ... 
From the launch of TIROS-N, NOAA/NESDIS 
has collected and collocated satellite and 
radiosonde data. Part of this data set is 
illustrated in the Table 1. Additional files have 
been archived by NOAA for NOAA-11 and 
subsequent satellites starting mid-July 1 992. 
(E. Brown and C. Paris, personal 
communication, 1996). 

I I DATA I DAYS 

Table 1 (from Uddstrom and Mc Millin, 1993) 

Different types of data (scenes) are found in the 
DSD5 files: cloudy, partly cloudy and clear, sea 
and land; day and night. 
The nominal DSD5 files display TOVS radiances 
which are angle I' corrected " and, for window 
channels 8,18,19, water vapor and emissivity 
corrected: these characteristics heavily hamper 
the determination of the required empirical 
adjustments. 
Most of the time, they do not include 
information on ozone (total content or profile) 
nor on surface temperature. In the first case, we 
are using the 0 3  climatology as in the TlGR 
dataset. For surface temperature, adjustments 
have been made from blended results of 
Reynolds and Smith (1 994), 31 and the DSD5. 
In order to make the use of DSD5 files a 
valuable tool to the purpose of controlling the 
potential drifts of all the HlRS and MSU 
channels, we have developed our own system 
of collocation with the radiosondes: it starts from 
the level 1B radiances and delivers values with 
none of the above mentioned corrections. 
Doing so, we are as closely as possible 
interfacing the 31 system. 

A severe screening of the radiosonde reports is 
further made as far as the quality and the 
number of information on the vertical - between 
surface and 30 hPa - are concerned. Then, they 
are used as inputs to our forward model (3R or 
4A) which simulates brightness temperatures 
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for all the infrared and microwave HIRS and MSU 
channels. These simulated brightness 
temperatures are compared with the observed 
ones: doing so, we get averages and standard 
deviations of such differences between the 
observed and the simulated values. 
Since clear or cloud-cleared radiances are used 
in the inversion process, empirical adjustments 
are computed for clear only situations of the 
DSD5 files: 

- on a 3-month basis (running mean), 
- for land and sea situations separately, 
- for three air-mass types (tropical, mid- 

latitude , polar). 

As an example, Figure 2 displays the empirical 
adjustment coefficients for channels 12 and 15, 
as a function of time (from July 1987 until 
September 1991) and airmass type. 
Figure 3 indicates the number of radiosondes 
used for such an estimation. 

4. CONCLUSIONS 

Despite their sparsity and their lack of 
exhaustive description of the thermodynamic 
state of the atmosphere, the DSD5 files have 
offered an unique and unvaluable tool for our 
radiance tuning. Some seasonal variations of 
the related empirical adjustments are under 
study. 
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Figure 1: Difference in filter functions for channel 12 (left) arid channel 15 
(right,) for NOAAlO and N O A A l l  
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P 5.47A THE USE OF SATELLITE INFORMATION IN CORRECTING 
MODEL-PREDICTED CLOUDS 

Dongsoo Kim(l), John Brown(2), Stanley Benjamin(2), Tatiana Smirnova(1) 

(1)Cooperative Institute for Research in Environmental Sciences (CIRES) 
University of Colorado/NOAA Forecast Systems Laboratory, Boulder, Colorado, USA 

(2) NOAA Forecast Systems Laboratory, Boulder, Colorado, USA 

1. INTRODUCTION 2. MODEL PREDICTED CLOUDS 

The soon-to-be operational new version of the Rapid 
Update Cycle (RUC) Four-Dimensional Data As- 
similation system at the National Centers for Envi- 
ronmental Prediction (NCEP) of the U.S. National 
Weather Service contains an explicit prediction of 
cloud liquid water, cloud ice, rain, snow and graupel 
as part of its predictive component (Benjamin, et al. 
1998). Presently, although fields of the traditional 
variables (wind, temperature, pressure and mixing 
ratio) are updated hourly by combining the model 
forecast initialized the previous hour with all avail- 
able observations, the hydrometeor fields from the 
previous 1-h forecast are simply carried forward as 
the initial fields for these quantities for the next fore- 
cast. Although this procedure avoids spinup prob- 
lems arising from initializing these fields to zero for 
each successive model run, it makes no use of the 
knowledge of cloud cover available from satellite. 

In this paper we describe our initial attempt to ex- 
amine how the background cloud fields from the pre- 
vious model forecast might be combined with cur- 
rent satellite information to produce an improved 
analysis of the hydrometeor fields for the next fore- 
cast. The examination includes: 1) an hourly point 
evaluation of cloud-top pressure as a function of 7 
predictive moisture variables that extends over a 
several-month period, and 2) a broader-scale com- 
parison of model-predicted clouds with the GOES-8 
derived cloud product for a more restricted set of 
cases. The point evaluation is being done at the 
RUC grid point closest to the ARM/CART cen- 
tral site in northern Oklahoma, U.S., the location 
of cloud profiling radar. Both evaluations are be- 
ing performed using an experimental version of the 
RUC, known as the Mesoscale Analysis and Predic- 
tion System (MAPS) running at NOAA's Forecast 
Systems Laboratory. 

Author address: Doiigsoo Kim, NOAA/ERL/FSL,  
325 Broadway, R/E/FS1, Boulder, CO, 80303-3328, 
e-mail: dkim@fsl.noaa.gov 

The MAPS cloud physics scheme is the MM5 level 4 
scheme described by Reisner et al. (1997). Predicted 
variables include a water vaper mixing ratio (q,,), a 
cloud water mixing ratio (qc ) ,  a rain water mixing 
ratio (qr ) ,  an ice mixing ratio ( q i ) ,  a snow mixing 
ratio (qB) ,  a graupel mixing ratio (qs)  and a number 
concentration for ice particles (qin). For compari- 
son with the inferred satellite cloud cover, we iden- 
tify grid points showing clouds where the sum of the 
mixing ratios for the liquid and solid hydrometeors 
exceeds a threshold value of 0.5~10-~Kg/Kg.  The 
fractional cloud coverage at grid point is not pre- 
dicted in the MAPS model. 

288 

700 

a00 

t l t  

: .  

Fig. 1. MAPS I-hour forecast product during the 
10-day period of 7 - 17 November 1997. Fag. l a ,  
top. Total precipitable water. Fig. 1 b, bottom. Grid 
points where the MAPS forecast indicates the pres- 
ence of cloud. Data interval is nominally one hour; 
gaps in the time-series of Fig. l a  help to  identifi 
gaps in Fig. l b  if they indicate missing forecasts or 
clear sky. 
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3. GOES-8 DERIVED CLOUDS 

The cloud product from GOES is one of several 
GOES sounding products available from the Coop- 
erative Institute of Meteorological Satellite Studies 
(CIMSS, Menzel et al. 1997). The scheme checks 
for any cloudy sounder data in a 5 x 5 field-of-view 
(FOV) window, which changed to a 3 x 3 FOVs be- 
ginning late December 1997. Thereafter, either tem- 
perature/humidity retrieval or the cloud retrieval 
procedure take place. 

388 WISC CLOUD TEMP 
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Fag. 2. Sounder data from GOES-8 for  the same 
period and location as Fig. 1.a. Fig. 2.a, top. 
Cloud-top brightness temperature. Fig. 2.b, middle. 
Cloud-top pressure. The bars indicate the spread be- 
tween max imum and minimum pressures in the 5 x 
5 FOVs. Fig. 2.c, bottom. fractional coverage of 
clouds. 

4. DISCUSSION 

Figures 1 and 2 present a summary of comparisons 

of the model and satelliteinferred cloud information. 
For the MAPS cloud depiction, at each point where 
cloud liquid water exceeds threshold value, a small 
circle is placed; where ice or snow or graupel ex- 
ceed threshold value, a small asterisk is placed (very 
difficult to see); and where rain exceeds the thresh- 
old value (e.& at low levels on day 313), a dot is 
indicated. In many cases, more than two hydrome- 
teors coexist. Because the MAPS hybrid coordinate 
can vary with pressure as temperature varies at a 
constant pressure (Benjamin et al. 1998), the lo- 
cation of symbols above about 800 mb follows the 
time-history of isentropes corresponding to hybrid- 
coordinate levels. The GOES-8 data, of course, only 
include cloud top and cloud fraction information. 

The GOES-8 sounder-derived cloud products pro- 
vide an excellent opportunity to correct model-generated 
corresponding products, and further assimilate the 
model (Aune, 1996). In the comparisons between 
GOES-derived clouds and MAPS/RUC 1 hour pre- 
dicted clouds, the general agreement is seen when 
it is overcast. However, vertical distribution, or the 
depth of cloud is not seen. We are trying to deter- 
mine the best combination of model moisture vari- 
ables which make the closest cloud-top pressure with 
GOES-derived clouds. 
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P5.51 A 
SIMULATION OF TROPICAL CONVECTIVE RAINFALL IN THE 

U.K. MET. OFFICE GLOBAL NWP MODEL 

Mark A. Ringer* 
U.K. Met. Office, Bracknell, U.K. 

1. INTRODUCTION 

A comparison is presented of tropical convective 
rainfall fields from the U.K. Met. Office global model 
analyses and forecasts with estimates derived from 
geosatationary satellite infrared imagery (in this case 
the GOES Precipitation Index). Of particular interest 
in these comparisons are the delineation of areas of 
convective rainfall, the representation of the diurnal 
cycle of convection and the simulation of day-to-day 
variability. These comparisons have been performed 
lb assess the model's representation of convective 
rainfall prior to the possible assimilation of satellite- 
derived rainfall estimates using a latent heat nudging 
technique currently operational in the Met. Off ice's 
mesoscale forecast model. 

2. DATA 

An initial study was performed over the Meteosat re- 
gion using data for the ten day period covering 22-31 
October 1997. Infrared brightness temperatures at 
three-hourly intervals (0, 3, 6, 9, 12, 15, 18 and 212) 
were used to derive rain rates on the model's regular 
(approximately 1.25' x 0.83') latitude-longitude grid. 
These rainfall rates were compared with the global 
model's convective rainfall fields, available at the four 
daily analysis times of 0, 6, 12 and 182. 

3. MEAN FIELDS 

Figure 1 shows the mean daily accumulated convec- 
tive rainfall rates over the ten day period. The basic 
delineation of the areas of convective rainfall seems 
to be fairly well represented in the model. However, 
in comparison with the GPI the model seems to gen- 
erally underestimate the rainfall, over both land and 
ocean, save for a region covering part of West Africa 
and the Gulf of Guinea. 

Mean CRR(mm da :22-31 OCT 1997 
(0 1 Jd: T+OO 

(b)GP I 

Figure 1: The mean convective rainfall patterns for 
22-31 October 1997. 

* Corresponding author address: 
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Figure l(Contd): The difference of the mean convec- 
tive rainfall patterns. 

155 

255 . 
"3mr )(II Jor 

4. DIURNAL CYCLE 

Figures 2 and 3 show the ten day mean fields of the 
model and GPI rainfall rates at 122 and 182 respec- JQI 

tively. Consideration of these fields, together with 2y( 
those at 0 and 6Z (not shown) shows that the diurnal 
variation of convective rainfall in the model analyses iw 
differs quite considerably from that of the GPI. Of par- 
ticular interest is the diurnal cycle over Africa. The y( 
model analyses show a maximum in convective rain- 
fall at 122 and very little at the three other analysis 
times. This is in contrast to the GPI, which follows the 
well-documented pattern of diurnal behaviour with a 
steady build up during the day leading to a maximum 
in the late afternoon / early evening. Convection in 
the model thus appears to peak at the time of maxi- 
mum solar heating, switching off soon afterwards so 
that the observed lag between the insolation and con- 
vection maxima is not reproduced. Inspection of the 
model's convective cloud amount fields (not shown) 
also shows this to be the case. 

This can be appreciated more easily by considering 
Figure 4, which shows the mean diurnal Cycle of con- 
vective rainfall Over all land grid points within the 
large area extending from 10"s - 10"N and from 10" - 
40"E. Figure 4b, which shows the percentage of the 
mean daily rainfall accumulated during each of six 
hour analysis periods, demonstrates how the model's 
total convective rainfall is dominated by the contribu- 
tion around the time of maximum solar heating. 

(b)GPI (mm/hr): 122 

lrn 

15s 

10s 

Figure 2: The mean convective rainfall rates at 122. 
Contours are shown at 0.25, 0.5, 1, 1.5 and 2.5 mm 
hrl. 
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(a)UM CRR(mm/hr) : 182 
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(a) Rain Rate 
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OZ 32 6Z 9Z 122 152 18Z 212 

(b) Accumulated Rainfall 

" 
0-62 6122 12-182 18-242 

Figure 3: The mean convective rainfall rates at 18Z. 
Contours are shown at 0.25, 0.5, 1,  1.5 and 2.5 rnrn 
hrl. 

Figure 4: (a) The mean diurnal cycle of the convec- 
tive rainfall rate in mm hrl and (b) the percentage of 
the daily rainfall during each of the four analysis times 
for the area covering 10"s - 10"N, 10" - 40"E (land 
points only). 
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5. Daily Variability 

Figure 5 shows the daily standard deviations, Le. the 
standard deviation of the ten daily mean values, of 
the model and GPI convective rainfall rates. Both the 
model and satellite estimates indicate that the areas 
of highest mean daily variability correspond to the 
areas of highest mean rainfall (c.f. Fig. 1). In regions 
having approximately equal mean values, those with 
higher daily standard deviations correspond to areas 
of higher altitude but less persistent cloud cover. 
Given the relation between the mean and variability 
fields, it is not surprising to find that the day-today 
variability of the GPI is generally larger than that of 
the model's convective rainfall save for a few isolated 
regions, most notably the Gulf of Guinea. 

6. Discussion 

This brief summary of comparisons between the tropi- 
cal convective rainfall field simulated by the UKMO 
global NWP model and estimates derived from IR 
brightness temperatures has been presented to give 
an overview of the validation studies currently being 
carried out at the U.K. Met. Office. These studies are 
a necessary precursor to the proposed assimilation of 
satellite-estimated rainfall into the operational fore- 
cast model. A more detailed analysis of this work with 
consideration of, amongst other things, the effect of 
model spin-up will be presented at the conference. 

25N 

so 

(b)GPI :Da i  l y  S.D.(mm/day) 

Figure 5: The daily standard deviation of the convec- 
tive rainfall rates. Contours are shown at 0.2, 0.4, 0.6, 
0.8 and 1 mm hr'. 
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P5.52B 
THE CLOUDS AND THE EARTH'S RADIANT ENERGY SYSTEM (CERES) EXPERIMENT 

Gary G. Gibson, Bruce A. Wielicki, and Bruce R. Barkstrom 

NASA Langley Research Center, Atmospheric Sciences Division 
Hampton, Virginia 

1. INTRODUCTION 

NASA's Earth Observing System (EOS) is 
part of an international program for studying the 
Earth from space using a multiple-instrument, 
multiple-satellite approach. This EOS program is 
criiical for providing a scientific understanding of 
ongoing natural and human-induced global climate 
change and providing a sound scientific basis for 
developing global environmental policies (Wielicki 
et al. 1995). 

The Clouds and the Earth's Radiant Energy 
System (CERES) experiment (Wielicki et al. 1996) 
is one of the highest priority scientific satellite 
instruments being developed for NASA's Earth 
Observing System (EOS). CERES will measure 
both solar-reflected and Earth-emitted radiation 
from the top of the atmosphere to the Earth's 
surface. It will also determine cloud properties 
including the amount, height, thickness, particle 
size, and phase of clouds using simultaneous 
measurements by other EOS instruments such as 
the Moderate Resolution Imaging Spectro- 
radiometer (MODIS). Analyses of these data, 
building on the foundation laid by previous 
missions such as the Earth Radiation Budget 
Experiment (ERBE; Barkstrom 1984), will lead to a 
better understanding of the role of clouds and the 
energy cycle in global climate change. One of the 
major sources of uncertainty lies in the impact of 
clouds upon the radiative energy flow through the 
Earth-atmosphere system. For example, an 
intercomparison of 19 climate general circulation 
models (GCMs) shows a factor of 3 to 4 variation 
in the modeled sensitivity of the Earth's climate 
(Cess et al. 1990). The source of this variation 
was traced to the different parameterizations of 
clouds in the GCMs. The CERES experiment is 
designed not only to monitor changes in the 
Earth's radiant energy system and cloud systems, 
but to provide these data with sufficient 
simultaneity and accuracy to examine the critical 
cloudclimate feedback mechanisms which may 
play a major role in determining future changes in 
the climate system. 

Corresponding author address: G. G.  Gibson, 
NASA Langley Research Center, Atmospheric 
Sciences Division, Mail Stop 420, Hampton, VA 
23681 -0001 ; e-mail: g.g.gibson@ larc.nasa.gov 

2. CERES MISSIONS 

The first CERES instrument was successfully 
launched from Tanegashima, Japan on the 
Tropical Rainfall Measuring Mission (TRMM) on 
November 27, 1997; CERES will also fly on the 
EOS satellites starting in 1998 and extending over 
at least 15 years. Multiple satellites are needed to 
provide adequate temporal sampling as clouds 
and radiative fluxes vary throughout the day. The 
instrument covers on the CERES TRMM instru- 
ment opened on December 27, 1997. Since that 
time, CERES has been making observations of 
reflected sunlight and emitted terrestrial energy. 
The initial data from CERES already suggests that 
the CERES instruments are substantially improved 
over the ERBE instruments. The new data show 
lower noise, improved ties to the ground 
calibration in absolute terms, and smaller field of 
view. 

CERES should provide radiative fluxes with a 
factor of 2 to 3 less error than the ERBE data. 
Table 1 shows the CERES error budget for top-of- 
atmosphere net flux. 

3. SCIENCE PRIORITIES 

CERES is focused on four of the five main 
science priorities of the NASA Earth Sciences 
Enterprise. 

Long-Term Climate Variability - Radiation 
and clouds strongly influence our weather and 
climate. Clouds can cause either cooling or 
heating of Earth. For example, low, thick clouds 
reflect incoming solar radiation back to space 
causing cooling. High clouds trap outgoing 
infrared radiation and produce greenhouse 
warming. ERBE has provided critical data that 
indicate that clouds have an overall net cooling 
effect on the Earth (Harrison et al. 1990), but much 
more information is needed about clouds and 
radiation and their role in climate change. The 
largest uncertainty in climate prediction models is 
how to determine the radiative and physical 
properties of clouds. CERES observations will 
contribute to improving the scientific understanding 
of the mechanisms and factors which determine 
long-term climate variations and trends. 
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Seasonal - to - lnterannual CIirnate 
Prediction - Global observations of clouds and 
radiation provide for better scientific understanding 
to improve long-term climate forecasts. For 
example, ERBE showed that the El Nino/Southern 
Oscillation (ENSO) has a pronounced radiative 
pattern in the central Pacific Ocean. Strong 
shortwave and longwave radiative anomalies 
(relative to a non-ENS0 time period) were 
observed during the mature phase of the 1987 
ENSO event. Radiative features and variability 
were closely related to changes in the amount, 
type, and thickness of clouds. CERES will provide 
more accurate radiation data as well as the cloud's 
physical and microphysical properties needed to 
improve our knowledge of such large-scale climate 
perturbations. 

Source of Error Monthly Avg Global Monthly Avg Daily Avg 
Bias Regional, lo Regional, la 

Angular Sampling 0.9 1.2 3.5 
Time Sampling 1.1 2.3 8.1 

Instrument Calibration 1.6 1.6 1.6 
Total 2 3 < 9  

Science Requirement 0.2 - 1 2 - 5  5 - 1 0  - 

Natural Hazards - CERES will provide global 
data for evaluating the radiative effects and 
climatic impact of natural events such as volcanic 
eruptions and major floods and droughts. Volcanic 
activity has long been suspected of causing 
significant changes in short-term climate. 
Powerful, ash-laden volcanic eruptions typically 
inject huge quantities of gases and ash into the 
stratosphere where they may remain for several 
years. 

Beginning on June 12, 1991 , a series of 
spectacular eruptions of the Mount Pinatubo 
volcano in the Philippines produced the greatest 
ash clouds observed since the beginning of the 
satellite era. Radiative heat flow (or flux) 
anomalies derived from the ERBE were used to 
determine the volcanic radiative forcing following 
the eruption of Mount Pinatubo (Minnis et al. 
1993). Because of their small size, volcanic 
aerosols are more effective at reflecting shortwave 
solar radiation than they are at absorbing the 
longer wavelength, Earth-emitted radiation. Thus, 
the aerosols alter the Earth's radiation balance by 
reflecting more of the Sun's energy back to space 
while permitting the Earth to cool radiatively at 
about the same rate as before the eruption. The 
result is a net loss of energy for the Earth- 
atmosphere system, or a cooling of the 
atmosphere and the surface. The Mount Pinatubo 

aerosol cloud depressed the mean global 
temperature by about 0.5-1 .OC. The primary effect 
of volcanic aerosols is to increase albedo over 
both clear and cloudy areas. Simultaneous 
observations of radiation and clouds by CERES 
and other EOS instruments would yield important 
new data on how clouds and the climate are 
affected by the volcanic particles. 

Land-Cover Change and GIobaI 
Productivity - CERES surface radiation budget 
(SRB) data will help us understand the trends and 
patterns of changes in regional land-cover, 
biodiversity, and agricultural production. In 
particular, CERES can detect variations in surface 
albedo and longwave emission that signal 
potential changes in the nature of the land, such 
as desertification. The SRB provides data on solar 
energy available at the surface, useful for locating 
sites for solar power facilities and for architectural 
design applications. The data set also provides 
estimates of photosynthetically active radiation 
(PAR) which is important for predicting crop yields. 

4. CERES INSTRUMENT 

The CERES instrument (Figure 1) consists of 
a three-channel scanning broadband radiometer 
which uses precision thermistor bolometers to 
achieve radiometric measurements with high 
accuracy and stability. The CERES instrument is 
a new design based on the successful ERBE 
scanning radiometer with several improvements 
to accommodate upgraded performance 
requirements and hardware developments. 
CERES radiometers consist of a precision 
thermistor bolometer detector located near the 
focus of the secondary mirror of a Cassegrain 
telescope with an 18mm aperture. Mirrors are 
silver-coated to provide broadband spectral 
flatness. Each radiometric channel incorporates a 
matched pair of precision thermistor bolometers in 
a bridge network to measure radiant flux. The 
CERES field of view at nadir is 10 km and 20 km 
for TRMM and EOS, respectively. CERES is a 50 
kg, 50 Watt class instrument with a design life of 5 
years. 
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tungsten filament lamp and collimating optics 
provide a multi-level stimulus on command. For 

Base solar calibration, a special mirror attenuator 
mosaic (MAM) reduces the solar intensity to within 
the range of the shortwave and total channels. 

In addition, the CERES instruments can 
rotate in azimuth, so that they can retrieve 
complete samples of the angular distribution of 
radiances. With this new sampling of the angular 
distribution, CERES will provide a long-term data 
set for obtaining highly accurate Angular 

5. DATA PRODUCTS 

Main 

estd Distribution Models (ADMs). 

The CERES data processing flow is shown in 
figure 2. These are three principal CERES 
products that will be available after launch. Other 
products will also be developed and made 
available. 

ATMOSPHERE Products - These use cloud 
physical properties, temperature and moisture 
fields, ozone and aerosol data, CERES observed 
surface properties, and a broadband radiative 

CERES tneaSureS radiant flux in three transfer model to compute estimates of shortwave 
spectral Channels: Shortwave (0.3 - 5Pm), total and longwave radiative fluxes at the surface, at 
broadband (0.3 - 100Pm), and thermal radiation in levels within the atmosphere, and at the top of the 
the 8 - 1 2 ~  'Window.' Internal calibration sources atmosphere. These products are designed for 
consist of blackbodies which include integral studies of energy balance within the atmosphere, 
platinum resistance thermocouples and heaters for as well as climate studies which require consistent 
calibration against a range of blackbody cloud, top-of-atmosphere, and surface radiation 
temperatures. For the shortwave channel, a data sets. 

Telescopes 

Figure 1. The CERES instrument. 

CERES 

Diurnal 
Models 

GEOSTATIONARY 

CERES Tine Average 

Figure 2. CERES Data Processing Flow. 
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ERBE-like Products - These are as identical 
as possible to those produced by the previous 
generation ERBE instruments. These include 
shortwave, longwave, and net radiative fluxes for 
both cloudy-sky and clear-sky conditions. These 
products are used for climate monitoring and 
climate change studies when comparing directly to 
ERBE data sources. 

Top-of-Atmosphere (TOA) and SURFACE 
Products - These use cloud imager data for 
scene classification and CERES measurements to 
provide radiative fluxes for both cloudy-sky and 
clear-sky conditions. Surface radiation budget 
estimates are based on direct relationships 
between top-of-atmosphere and surface fluxes. 
These products are used for studies of land and 
ocean surface energy budget, as well as climate 
studies which require high accuracy fluxes. 

6. SUMMARY 

The scientific justification for the CERES 
measurements can be summarized by three 
assertions: (1) changes in the radiative energy 
balance of the Earth-atmosphere system can 
cause long-term climate changes, including a 
carbon dioxide induced global warming; (2) 
besides the systematic diurnal and seasonal 
cycles of incoming solar energy, changes in cloud 
properties (amount, height, optical thickness) 
cause the largest changes of the Earth's radiative 
energy balance; and (3) cloud physics is one of 
the weakest components of current climate models 
used to predict potential global climate change. 

One CERES instrument is already flying 
aboard the TRMM spacecraft. Early indications 
are that the instrument is functioning normally and 
the data quality is excellent. Follow-up CERES 
satellite missions are planned on EOS satellites 
starting in 1998 and continuing through at least 15 
years to provide a long-term history of highly 
accurate radiation and cloud data for climate 
analyses. CERES data and scientific 
investigations will answer long-standing questions 
about how to handle clouds in climate models. 
The long-term CERES data set will provide a basis 
for scientific understanding of the mechanisms and 
factors such as cloudlclimate feedback which 
determines long-term climate variations and 
trends. CERES will help us understand how 
clouds influence the Earth's energy balance and 
the role of clouds in regulating our climate. With 
this increased understanding, scientists will be 
able to improve long-term climate forecasting in 
the coming years: hotter summers, colder winters, 
stronger storms, etc. They will be able to 
investigate on-going natural and human-induced 

global climate changes. The CERES radiation 
budget data are also planned for use in a wide 
range of other EOS interdisciplinary science 
investigations including studies of ocean, land, 
biological, and atmospheric processes. 

The CERES instrument is managed by the 
NASA Langley Research Center in Hampton, 
Virginia and built by TRWs Space and Technology 
Group in Redondo Beach, California. For further 
information contact: Bruce A. Wielicki at (757) 
864-5683; b.a.wielicki@larc.nasa.gov; or access 
the CERES homepage on the internet at: 
http://cirrus.larc.nasa.gov/ceres/ASDceres.html 
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HIGH SPECTRAL RESOLUTION RADIATIVE TRANSFER MODEL 

FOR IR AND NIR ATMOSPHERIC AND CLOUD REMOTE SENSING APPLICATIONS 

Gautier Catherine', Yang Shiren and Paul Ricchiaui, 
University of California Santa Barbara 

1. INTRODUCTION 

In view of the next generation of high spec- 
tral resolution sensors to be soon launched, 
there is a need to have spectrally equivalent 
radiative transfer models to accurately simulate 
these data and develop improved retrieval al- 
gorithms. While a large number of radiative 
transfer models exist, accurate high resolution 
spectral models that can be used to investigate 
cloud/radiation properties to be provided by 
instruments such as the Atmospheric Infra Red 
Sensor (AIRS) or even the MODerate resolution 
Infrared Sensor (MODIS) are missing or cumber- 
some to use. This paper describes a new 
method to compute high spectral resolution 
radiances in clear and cloudy conditions. 

2.LOW SPECTRAL RESOLUTION MODEL 

We have developed a computer code ca- 
pable of predicting SW and near-IR radiation at 
low spectral resolution (20 cm-I), SBDART 
(Santa Barbara DISORT Atmospheric Radiative 
Transfer, Ricchiazzi et ai., 1998. It accesses a 
large and diverse set of physical models de- 
scribing absorption, emission and scattering i n  
the Earth's atmosphere and is based on gas ab- 
sorption band models from LOWTRANG 
(Kneizys et al., 1983). SBDART is designed to 
handle a wide variety of radiative transfer prob- 
lems encountered in satellite remote sensing. 
It has been used successfully to model the ef- 
fect of clouds on ocean photo-biology, and to 
analyze radiation measurements in Antarctica 
and Finland. The SBDART code is the starting 
point on which we base the high resolution 
model described in Section 3. 

3.HIGH SPECTRAL RESOLUTION MODEL 

3.1. Overview 

The computation of gaseous absorption 
and thermal emission has been done for many 

years with the main goal of obtaining an accu- 
rate determination of atmospheric heating and 
cooling. The two main issues that must be ad- 
dressed by these models are the computation of 
non-gray absorption due to spectral lines of the 
principal absorbing gases and the representa- 
tion of the effects of pressure broadening on the 
spectral line absorption coefficients. One ap- 
proach is obviously monochromatic line-by-line 
computations using a comprehensive line pa- 
rameter data base, but the computation costs 
make this approach feasible only for limited 
applications. 

At the other extreme are the band models 
which express the transmission over spectral 
bands analytically in terms of band model pa- 
rameters that are based on an assumed statisti- 
cal distribution of absorption lines (Goody, 
1952). They offer computation economy but at 
the cost of reduced accuracy. 

An in-between approach, which we have 
adopted, employs a drastically different meth- 
odology based on the correlated k-distribution 
and condensed versions of the line data base. 

3.2. Traditional Correlated k-distribution 

The correlated k-distribution method 
(Goody et al., 1989, Lacis and Oinas, 1991) 
avoids the redundant computations of line-by- 
line models by taking advantage of the fact that 
the transmission within a band is independent 
of the spectral sampling order. sorting the 
quadrature in order of increasing absorption 
coefficient within the given spectral interval 
produces a relatively smooth, monoton ica I I y 
increasing function, which requires many fewer 
quadrature points to obtain good numerical 
accuracy. 

3.3. LBLRTM 

Central to our new approach are key com- 
ponents of the LBLRTM (Clough et al., 1981) 
computer program that computes atmospheric 
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spectral transmittance and radiance based on 
the HITRAN data base. We use the components 
of the software that allow line-by-line optical 
depth computations to be performed. In addi- 
tion, the continuum contributions for self and 
foreign broadened water vapor absorption, car- 
bon dioxide absorption and collision induced 
bands of nitrogen are also included. 

4. SBDIR 

4.1 Overview 

The model now presented is called SBDIR 
(Santa Barbara DISORT InfraRed) model. In 
SBDIR scattering is computed using the 
SBDART modeling framework described in  
Section 2, while gaseous absorption optical 
depth is computed based on the LBLRTM line- 
by-line model and converted through the corre- 
lated-k method. Cloud and aerosol absorption 
and scattering optical depth is based on their 
concentration and optical properties. SBDIR is 
illustrated through its application to the forward 
computations of AIRS data. 

A main feature of SBDIR is its capability to 
accurately compute the spectral radiation field 
at reasonable computing time costs compared 
to line-by-line models. The computing time 
reduction is achieved in three ways: (1) by sig- 
nificantly reducing the spectral line data base 
through elimination of very weak absorption 
lines, (2) by using computing techniques to 
minimize the data retrieval requirements, and 
(3) by using a more efficient quadrature over 
the spectral band as a result of the k-distribution 
algorithm. 

4.2 HITRAN Line Selection 

A significant computational economy can 
be realized by removing extremely weak ab- 
sorption lines and those that fall outside AIRS 
vavenumber coverage from the line parameter 
database. HITRAN96 is a 100 Mbyte database 
containing one million gaseous abslorption 
lines from 0.000001 to 22656.4657 cm- . The 
culling process we applied, which uses a rejec- 
tion criterion of lines that correspond to a peak 
value of transmittance from top to bottom of the 
atmosphere greater than 0.99995, reduces the 
database to about 5 Mbytes, about a factor of 
20 less than the orginal HITRAN96 database. 

4.3 Correlated absorption method applied 
to AIRS 

We apply a modified correlated-k approach 
to the AIRS spectral channels which are only a 
few cm-’ wide. In this case, the statististical dis- 
tribution of overlapping lines do not in general 
follow the random-overlap assumption used by 
Lacis and Oinas (1991). To address this issue, 
we split the AIRS channels into a number of 
sub-bands, with the goal of separating the over- 
lapping lines as much as possible. This ap- 
proach produces significant improvements i n  
accuracy when a small number of sub-divisions 
are adequate to separate overlapping spectral 
features. 

4.4 Optical Parameters 

Besides gas absorption, the other optical 
parameters required to simulate radiation in the 
near-IR are the solar spectral irradiance, sur- 
face albedo, and the optical thickness, single 
scattering albedo and asymmetry factor of 
Rayleigh scattering, aerosol and clouds. These 
parameters have been adopted from the physi- 
cal models in SBDART. 

5. VALIDATION 

5.1. Clear Sl<r 

We calculated radiance using SBDIR, 
MODTRAN 3.5 and LBLRTM for clear sky con- 
ditions without aerosols. For ease of comparison 
we present the results in terms of equivalent 
brightness temperature. The radiances calcu- 
lated by LBLRTM were convolved with the 
AIRS trapezoidal filter function. As shown in  
Fig. la, the brightness temperatures calculated 
with LBLRTM and SBDIR are very similar. Re- 
sults computed by MODTRAN3.5 are close to 
the smoothed brightness temperatures calcu- 
lated with LBLRTM or SBDIR in most AIRS 
channels. Also shown in Fig. l a  is the differ- 
ence betweenTB calculated with LBLRTM and 
SBDIR. More than 98% of AIRS IR channels 
have brightness temperature differences (ATB) 
less than 1.0 K. However, there are some strong 
03, H20 and COZ absorption bands with differ- 
ences as large as 3 K. These large discrepan- 
cies occur mainly within the wavenumber re- 
gions that have significant absorption from 
overlapping spectral bands of two or more mo- 
lecular species. 

To address this issue of overlapping and 
uncorrelated absorption lines, we divided each 
of these channels into two equal sub-bands. 
The correlated-r coefficients were calculated 
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separately for each of the resulting sub-bands 
and used as inputs to SBDIR. The brightness 
temperature difference of the 1290 and 1355 
cm- channels are reduced to negligible levels 
when four sub-bands are used. 

5.2. Cloudy Sky 

For validation of the model’s multiscattering 
capability, we used it to compute radiances for 
cirrus clouds .The cloud optical depth calcula- 
tions ranged from 0.1 to 5.0. Cirrus clouds were 
composed of spherical ice particles with an 
effective radius of 106 pm. 

We derived the required line-by-line results 
by first using LBLRTM to calculate the optical 
thicknesses of gaseous absorption at each at- 
mospheric layer, at a spectral resolution of 
1000 samples in each AIRS IR channel. The 
radiances were then calculated by running 
DISORT on each of the 1000 spectral points 
and convolving the result with the AIRS filter 
function. These calculculations used the same 
cloud and aerosol parameters as used in the 
SBDIR runs. We have repeated the line-by-line 
calculations at even higher spectral resolution 
and have obtained identical results, indicating 
that the Beer‘s law applies in these small 
wavenumber intervals. The solar zenith angle 
in the line-by-line and SBDIR calculations is 30 
degrees. 

Since the line-by-line calculations are 
rather time consuming, we limit our compari- 
sons to a set of 24 representative AIRS chan- 
nels. Figure I b  shows ATB between the line-by- 
line and SBDIR computations for cirrus at the 
range optical depth mentioned above. These 
results indicate that in most AIRS channels the 
presence of clouds affects ATe in the direction 
of reducing the discrepancy. This effect seems 
most pronounced in the 1028 cm-’ channel, 
which contains strong ozone and water vapor 
lines. The magnitude of the AT8 decreases 
from 1.2 K to 0.1 K as the cirrus cloud optical 
depth is increased from 0 to 5. 

6. DISCUSSION AND CONCLUSION 

The high spectral resolution of the AIRS IR 
sensors will provide a dramatic increase in the 
information available for the analysis of atmos- 
pheric structure. In developing SBDIR, our 
main goal is to be able to analyze this informa- 
tion under general atmospheric conditions, in- 
cluding the effects of clouds and aerosols. To  
demonstrate how such an analysis may be car- 

ried out we have used SBDIR to simulate the 
brightness temperature in the AIRS IR channels 
for several cloud conditions over an ocean sur- 
face. The results of these calculations are 
shown in Figure IC. The IR spectrum is highly 
sensitive to cirrus clouds. Varying the cirrus op- 
tical depth between 0 and 5 produces a 30 K 
variation in the brightness temperature 
throughout most of the IR spectrum. 

Certainly, more research is required to de- 
velop these and other retreival techniques that 
operate in the cloudy atmosphere. A cirrus 
cloud with optical depth as small as 0.1 can 
suppress the brightness temperature by 2.5 K. It 
is therefore essential to develop sensitive meth- 
ods to detect thin cirrus clouds in order to carry 
out the AIRS program goal of determining tem- 
perature profiles within 1 K throughout the at- 
mosphere. 
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1. INTRODUCTION 

To fulfil global coverage and sampling 
requirements, measurements of the Earth Radiation 
Budget (ERB) have to be made from space 
(Ramanathan et a/, 1989). Satellite data are used in a 
wide range of basic studies of the radiative forcing of 
the climate, such as understanding the effects of 
variations in trace gases, clouds and the surface. 
They also provide essential validation for climate 
models. All such measurements to date have been 
made from satellites in low earth orbit (LEO). There 
are strong diurnal variations in the radiation budget, 
particularly over land, in response to the diurnal 
variation of solar heating. Diurnal sampling of the ERB 
requires the inclusion of suitable sensors on 
geostationary satellites thus allowing excellent 
temporal sampling. The Geostationary Earth 
Radiation Budget instrument (GERB) is a highly 
accurate visible-infrared radiometer designed to make 
unique measurements of the outgoing short-wave and 
long-wave components of the ERB from geostationary 
orbit. Such measurements have not been achieved 
previously, and are extremely important, because they 
will permit a rigorous test of our understanding of the 
diurnal variations in the ERB. 

Through open competition, GERB has been 
selected as an 'Announcement of Opportunity' 
instrument on board the first flight of Meteosat Second 
Generation (MSG) in the year 2000 and an 
international consortium consisting of the UK (RAL, 
Imperial College, Leicester University), Belgium 
(IRMB) and Italy (Laben) , has been set in place to 
provide the instrument, with support provided by the 
Natural Environment Research Council (NERC) in UK, 
Services Federaux des Affaires Scientifiques, 
Techniques et Culturelles (SSTC) in Belgium and the 
Agenzia Spaziale ltaliana (ASI) in Italy. Both short- 
wave (0.32-4 pm) and total (0.32-30 pm) radiance 
measurements will be made, with long-wave (4-30 
pm) data obtained by subtraction. The accuracy 
requirements are 1% in short-wave and 0.5% in long- 
wave. The instrument is self-calibrating in flight, using 
a blackbody and an integrating sphere for long-wave 
and short-wave calibration respectively. The 
availability of GERB on MSG will also allow improved 
calibration of the principal MSG operational sounding 
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London, SW7 2BZ,UK; e-mail: r.mossavati@ic.ac.uk. 

instrument, SEVlRl (Spinning, Enhanced Visible and 
InfraRed Imager). 

2. INSTRUMENT CHARACTERISTICS 

In order to satisfy its scientific requirements, 
GERB has to make high absolute accuracy 
measurements of the short-wave (0.32-4pm) and 
long-wave (4-30pm) radiances received at 
geostationary orbit, sampling spatially at 44.6 km at 
the sub-satellite point on the surface, and temporally 
every 15 minutes. The specific requirements are listed 
in Table 1 below. 

The GERB instrument consists of two units: the 
Instrument Optics Unit (IOU) (see Fig.1) and the 
Instrument Electronics Unit (IEU). The latter receives 
detector data, formats it and passes it on to the 
spacecraft data handling system; it also provides 
regulated power to all the subsystems, thermal control 
of the IOU, command and data interfaces and 
instrument monitoring and control functions. 

/ 
r.11101, 

I", 

DC.IC,Hl 
111 3rror 

Figure 1 : The GERB IOU. 

The principal design features of the instrument 
can be summarized as follows: 

3 mirror anastigmatic system, 
0 

0 Rotating scan mechanism, 

Blackbody for thermal calibration, 

Wide band thermoelectric detector array, 

Channel separation via quartz filter, 
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Integrating sphere for monitoring pre-launch 

Passive thermal design, 

Radiometric 2-point in-flight calibration. 

short-wave calibration, 

Separate optics and electronics units, 

At the heart of the GERB instrument is a 
broadband, three-mirror telescope housed in the IOU. 
The IOU views the Earth with a blackened wide-band 
detector array, providing measurements of the Earth's 
output radiation over the required spectral range. A 
quartz filter placed in and out of the beam at the front 
of the telescope provides the switching between 
bands. In order for the detectors to receive sufficient 
energy to meet the signal-to-noise requirement, 3 sets 
of complete Earth-view measurements are integrated 
to give 15 minute MSG products. To accommodate 
GERB on the 100 rpm spinning MSG platform, GERB 
provides a de-spin mirror to increase the length of 
available exposure per revolution. 

The face of Earth visible from the MSG platform 
will be viewed with a detector array via the de-spin 
mirror, the three-mirror anastigmatic telescope and a 
de-polarisation fold mirror. The detector is a 256 
element thermoelectric array, blacked with a gold 
black coating to give broadband spectral coverage 
from 0.32 - 30 pm, and has an instantaneous field-of- 
view (FOV) of 0.28" by 18" and an overall FOV of 
24"(E-W) by 18"(N-S). The pixel area is 55 pm square 
with a fill factor of 82%. The detector has a time 
constant of 10 ms and is designed to operate at room 
temperature. 

Field Sampling 

MTF 

GERB Pixel FOV location 
knowledge 

Time coverage 

SW accuracy per pixel 
LW accuracy per pixel 
SW GERB noise per pixel 
115 minute) 
LW GERB noise per pixel (15 

Table 1: GERB Measurement Requirements 

-100 r.p.m, nominally 
about a NS axis (O"N,O"E) 
-256 x 250 pixels with no 
uncalibrated pixels at BOL 
To give a 15 min. product 
with ground resolution 
better than IOOkm, with 
low aliasing 
One SEVlRl pixel r.m.s. 
(-3 km) 
Diurnal x 365 days a year, 
(MSG instruments are off 
during long sun eclipses) 
1% (q2.4 w-m.*-ste<') 
0.5%(<0.4 W-m"-stel.') 
~ 0 . 8  W-m'*-ste<' 

~ 0 . 1 5  W-rn-*-ste<' 

Components of 
Earth Radiation Budget 

View 

Platform 

minute) 
Calibration I Radiometric 2-point in- 

flight calibration 

The telescope is designed so that the baseline 
detector pixel size of 55pm is imaged at sub-satellite 
point to be 44.6km square. The same telescope and 
detector are used to make measurements in the two 
spectral bands and the required long-wave 
measurement is obtained by subtraction during 
ground processing. This dual use of telescope and 
detector ensures physical co-registration between 
bands but individual measurements cannot be made 
temporally coincident. The full Earth disk on both 
channels will be measured in 300 sec. These data are 
averaged to produce a 15 min image during ground 
processing. 

The telescope views the Earth or calibration 
sources via a de-scan mirror which sweeps past the 
aperture of the IOU in a direction counter to the 
spacecraft spin at half the spacecraft spin rate. The 
East-West(E-W) FOV of the instrument aperture, 
combined with this motion, effectively produces a 
shuttered frozen Earth view for a period of 40ms. The 
scan mirror is required for two reasons: to freeze the 
Earth-view so that enough signal can be collected; 
and to provide a signal from the reference blackbody 
and calibration monitor. The detector collects data 
when viewing the Earth, calibration monitor and 
blackbody during each revolution of the spacecraft. 
The scan mirror speed is adjusted such that 
successive strips build up a full image of the Earth. 

3. CALIBRATION 

GERB is calibrated in orbit using an on-board 
blackbody and space view. Possible degradation of 
the SW spectral response can be corrected by means 
of occasional comparisons with a begin-of-life 
characterised solar-illuminated integrating sphere on 
board. The basic measurement cycle comprises data 
from the channel covering the complete spectrum, 
and those from a SW channel, in which a quartz filter 
absorbs radiation of wavelength greater then 4pm. 
The calibration algorithms allow the establishment of a 
well-defined traceable link between the filtered 
radiances and SI standards. 

The ground testing of the instrument provides 
necessary input parameters for the calibration 
algorithms. The accuracy of these parameters must 
be within a limit that allows the overall accuracy 
requirements for filtered radiances to be achieved. 
The additional information necessary to complete the 
secondary data processing (e.9. geo-location and 
viewing angle data) will also be provided during 
ground testing. Blackbodies provide excellent 
standards for the ground calibration in the thermal 
spectral domain. For GERB, a blackbody at about 
300K represents an Earth-like source (warm 
blackbody, WBB), and a second blackbody at liquid 
nitrogen temperatures is an approximation to the 
space-view (cold blackbody, CBB). These will be 
provided by the National Physical Laboratory (NPL) 
and are traceable to SI through both the ITS-90 
temperature scale and primary radiometric units. The 
visible, and near-infrared solar spectral region will be 
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calibrated using a ground based lamp-illuminated 
integrating sphere provided by the NPL. The use of 
novel calibration techniques based on spectrally 
narrow-band filter radiometers of very high accuracy 
(Fox, 1995) will ensure that the science requirements 
are achieved. The spectral radiance of the NPL 
integrating sphere can be characterised with sufficient 
accuracy (~0 .5% in terms of spectral radiance) over 
the required spectral range. This will be achieved by 
using a group of filter radiometers with spectral bands 
interspersed across the spectral region of interest 
supplemented by spectrally continuous 
measurements against a high temperature black body 
using a spectro-radiometer. The sphere can then be 
traced via the filter radiometers to the NPL primary 
standard for optical radiation measurements, the 
Cryogenic Electrical Substitution Radiometer (Fox et 
a/., 1996). The WBB and CBB sources can also be 
calibrated by filter radiometers, as well as through 
platinum resistance thermometers to the ITS-90 
temperature standard (Fig.2). Thus both LW and SW 
sources are traceable to the same standard. The 
sources would simulate a homogeneous, infinite 
source in the near field. The SW calibration monitor in 
flight will also be an integrating sphere. 

blackbody calibration i I 

Figure 2: GERB ground calibration scheme. 

Visible calibration source 10.1% 1 

The operation of the de-scan mirror on the 
ground would require covering an East-West (E-W) 
viewing angle of 24", leading to an unacceptably large 
calibration system. This can be resolved by slowing 
down the mirror, thus allowing smaller sources 
(100mm diameter) to be used. To cover the complete 
18" N-S FOV (256 pixels), the calibration is repeated 
a number of times at different instrument elevations. 
Initial gains and offsets for the detector signal are 
obtained by stopping the de-scan mirror, attaching a 
chopper and pointing to the small calibration sources. 
To compare the radiance of the ground sources with 
that of the blackbody the chopper is removed and the 
detector is operated in a steady-state mode. 

Table 2: GERB Calibration and characterisation tests 

' Initial short-wave gains Gsw, I A:0.5% 1 Essential for I \ gain ratio B, Filter B:0.5% 1 radiometric I :..!!a ?S.E!?S jonTl-cp_~e"~~~"_/T:0.l%calibration J 

I factor A I I I 

L J.... 
! j Interpretation 

Spectral Response r(h) I 1% 1 Essential for 

Point Spread Function 

blackbody at second 

Gain 
Point source reiection ratio 1 2% i I 

4. Conclusion 

The GERB experiment has been designed to 
exploit the geostationary orbit to make unique 
measurements of the ERB. The high time resolution 
possible from this orbit will allow new studies of many 
aspects of the ERB, including cloud effects, the 
diurnal cycle, land surface energetics, and others. The 
instrument is currently under development: instrument 
calibration will start in November 1998; the GERB 
flight model is due to be delivered to EUMETSAT for 
integration into MSG in Jan 1999. 
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P5.58B, THE EARTH RADIATION MISSION - A TOOL FOR IMPROVING CLIMATE PREDICTION 

P. Ingmann’ and W. Leibrandt 
European Space Research and Technology Centre, Noordwijk, The Netherlands 

1. INTRODUCTION 

For the post-2000 time-frame two general classes of 
Earth Observation missions have been identified to 
address user requirements (see ESA, 1995), namely: 

Earth Watch Missions - these are pre- 
operational missions. 

Earth Explorer Missions - these are 
research/demonstration missions. 

Nine Earth Explorer missions had been identified as 
potential candidates for Phase A study. After a 
selection process four mission were recommended for 
further study including among others the Earth 
Radiation Mission (ERM) (ESA, 1996). The first 
mission concept was focused on climatology (e.g. 
Ingmann, 1995). In the meantime, the mission 
objectives have been tightened up by requiring the 
observation of processes relevant for General 
Circulation Models (GCMs) which would also provide 
data sets for establishing climatologies. 

The objectives of the mission support the goals of the 
World Climate Research Programme (WCRP) and, in 
particular, of its subprogramme Global Energy and 
Water Experiment (GEWEX) which are aiming at an 
improved understanding of energy and water fluxes 
within the climate system to secure reliable forecasts 
at various scales of weather and climate through 
measurements that are critical for the Earth radiation 
balance. 

2. SCIENTIFIC BACKGROUND 

Transformation of energy is the driving process in the 
Earth atmosphere. In a simplified model, incoming 
shortwave radiation is absorbed and reflected by the 
atmosphere (clouds, aerosols) and the Earth’s 
surface (land, oceans). Incoming energy is absorbed, 
re-emitted or reflected by atmospheric trace gases 
and clouds (atmosphere) and possibly transformed 
into sensible and latent heat (Earth’s surface) which 
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drive atmospheric processes like condensation and 
cloud formation. 

Climate anywhere on Earth depends on the global 
circulation of atmosphere and oceans, and this 
circulation is, at least in part, driven by the 
geographical distribution of absorbed solar 
radiation flux, and leaves its mark on the distribution 
of emitted thermal longwave radiation flux. These 
distributions are strongly affected by clouds, which 
themselves depend on the atmospheric circulation. It 
is crucial to understand how incoming and outgoing 
radiation fluxes - or of their difference, Le. the 
radiation balance - will be affected by natural or 
anthropogenic changes in atmospheric or surface 
properties. A more detailed discussion on the role of 
the Earth radiation budget can be found in Webster 
(1994). 

3. THE OBJECTIVES OF THE EARTH 
RAD I AT1 0 N MISS I ON 

The scientific objective of the Earth Radiation Mission 
(ERM) is, for the first time, to provide a multi-year set 
of cloud profiling and aerosol observations essential 
to progress in understanding the transport of energy 
and water between the Earth’s surface and the top of 
the atmosphere. The ERM components will: 

measure vertical structure of cloud and aerosol 
fields and their horizontal distribution, over all 
climate zones; 

measure the radiation budget components at the 
top of the atmosphere. 

From these observations the vertical structure and 
horizontal distribution of radiation budget 
components, cloud water and cloud ice content, 
cloud/aerosol optical thickness, and other 
geophysical parameters will be derived, using the 
ERM measurements in synergy with other 
simultaneous data. 

As is generally recognised, the treatment of 
cloudlaerosolhadiation interaction is the most 
uncertain aspect in climate modelling. While progress 
in climate modelling is closely linked to progress in 
numerical weather prediction, these observations 
would also prove useful for operational meteorology. 
For this purpose, data would be most valuable if 
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Earth Surface 

Surface characteristics 

FIGURE 1 : The mission objectives of the Earth Radiation Mission (F = radiative flux, dF/dz = vertical radiative 
flux gradient). The objective is to determine the radiative flux gradients within the atmosphere as well as the 
radiative fluxes at the Earth's surface, at the same time as the measurements of radiative fluxes at the top of the 
atmosphere. The left-hand part of the figure schematically shows the atmospheric elements to be observed. 

////./././..~ 

Top-of-the-atmosphere shortwave radiation (reflected) 
Top-of-the-atmosphere longwave radiation (emitted) 

Cloud and aerosol characteristics I 

/ Net surface flux 
//////I//// 

- Vertical distribution (tups, bass) 

- Fractional coverage 

- Optical thickness 

- Effective particle size 

arid for clouds 

- Liquidnce water content 

= not provided by this (satellite) mission but necessary for the scientific mission lzizzzl 
FIGURE 2: Products required from the Earth Radiation Mission (shaded products require ancillary data). 
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available in near real-time but could still show a 
positive impact if used in an off-line mode. 

The ERM will provide constraints essential to further 
improve atmospheric numerical models, both for 
climate simulation and prediction and for weather 
forecasting. 

4. OBSERVATIONAL REQUIREMENTS OF 
THE EARTH RADIATION MISSION 

The products can be classified into three categories, 
namely those at the top-of-the-atmosphere (TOA), 
within the atmosphere (e.g. clouds, aerosols), and at 
the Earth’s surface as depicted in Figure 2. Shaded 
products would require ancillary data from other 
sensors assumed to be in space at the time of the 
ERM. The accuracies required for the net radiative 
fluxes have been based on the requirements of the 
World Climate Research Programme (WCRP) (e.g. 
WMO, 1984). 

There are two general classes of products from the 
ERM, namely ”snapshot” data for direct use by 
models through data assimilation and climatological 
data forming the basis for cloud or aerosol 
climatologies. The climatological data would form the 
basis for a statistical data set. The driving 
requirements for the mission, however, are related to 
instantaneous products. 

5. ELEMENTS OF THE ESA EARTH 
R AD1 ATlON M lSSl ON 

Reflecting the above requirements on Earth Radiation 
Mission Products the following elements are required 
for the Earth Radiation Mission in order to fulfil the 
mission objectives as stated in Section 3. 

The core set would consist of:- 

A broadband radiometer, 
this would provide measurements of the reflected 
SW and emitted LW radiation at the TOA; 

An active sounder package consisting of a cloud 
profiling radar and a backscatter lidar, 
this would allow the detection or retrieval of cloud 
tops, cloud bases and vertical distribution of 
thick clouds (cloud radar) and will detect aerosol 
layers and thin clouds (i.e. clouds containing 
very small particles) (backscatter lidar); 

A passive visible (VIS)/infrared (IR) high 
resolution imager (resolution compatible with the 
active instruments), 
this would be required to validate the 
representativity of measured cloud fields by the 

active instruments (backscatter lidar and cloud 
radar) and provide complementary 
measurements of cloud optical properties, 
horizontal structure and cloud top. 

The supplementary set would consist of: 

A geostationary, passive VIS/IR high resolution 
imager on an operational Earth observation 
platform, 
this would provide observations of day and night 
variations of cloud coverage, cloud and surface 
discrimination and classification, water vapour 
distribution, cloud top, land and sea surface 
temperature, and cloud top pressure estimation: 

A passive microwave (MW) imager, 
this would provide, in addition to a passive 
VIS/IR imager, sensing of surfaces covered by 
overlaying clouds (ocean, land) and provide 
liquid and ice water columnar contents (and 
profiles from synergetically processed data); 

A passive sounding package consisting of a 
VIS/IR sounder (e.g. HIRS, IASI) and a passive 
MW sounder (e.g. AMSU, MHS), 
this would provide the necessary vertical profiles 
of temperature and water vapour in the 
atmosphere at medium vertical but high 
horizontal resolution; 

A solar irradiance monitor, 
this would provide observations of solar 
irradiance ( = shortwave radiation input). 

The core set consists of instruments having the 
highest priority. The supplementary set consists of 
instruments whose data would provide the highest 
possible scientific return from the mission when used 
in combination with the core instruments. They are 
assumed to be embarked on other satellites (e.g. 
MSG, METOP, GOES, POES, EOS). 

6. S T A T U S  O F  T E C H N I C A L  
IMPLEMENTATION 

Based on preliminary instrument studies for the two 
active instruments, namely the backscatter lidar and 
the cloud radar, a preliminary design at satellite level 
has been elaborated. The estimated weight of the 
satellite would be about 1400 kg (wet mass) with a 
power requirement of about 1100 W. An outline design 
is shown in Figure 3. 

The ERM satellite is planned to be launched into a 
450 km sun-synchronous orbit with an equator 
crossing time of 14.00 hrs (descending node). 
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FIGURE 3: Potential design for the Earth Radiation Mission satellite with the four core instruments, namely 
(cloud profiling) radar, (broadband) radiometer, (high resolution) imager and (backscatter) lidar. 

A refined concept is expected from the system level 
Phase A study which is planned to start in early 
summer 1998. 

7. CONCLUSIONS 

The Earth Radiation Earth Explorer Mission is one of 
the four missions recommended for further study 
which are considered in the context of future Earth 
Observation missions. The synergy between active 
and passive instruments on board ERM is unique and 
essential to test to what extent and under what 
conditions the incomplete information derived from 
passive instruments can match the information on the 
full vertical profiles in both clear and cloudy areas 
derived at some times in some places from the active- 
passive combination. Simultaneous collocated active 
and passive observations are essential to this 
synergy. 

For the first time, the ERM will provide the quasi 
3-dimensional spatial and temporal structure of 
clouds, aerosols, and radiative transfer at the TOA 
and within the atmosphere at the time of overflight. 

This will allow: 

The quantification of key radiative processes, 
controlling the Earth's climate; 

. The improvement, constraining and validation of 

Numerical Climate Models used to predict future 
climate response to perturbations; 

A major step forward in climate research and, 
most probably, also in operational meteorology 
compared with the current status. 
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1. INTRODUCTION 
To predict changes in the global climate or to 
understand all relevant processes governing the 
hydrological cycle and the energy cycle in the 
climate system, an improved knowledge about 
clouds and their spatial distribution in the atmos- 
phere is needed (Chahine, 1992). To observe and 
characterize the full hydrological cycle, an inter- 
national programme known as the Global Energy 
and Water Cycle Experiment (GEWEX) is imple- 
mented (WMO, 1990). This programme itself con- 
sists of several components, projects and experi- 
ments. One of the regional continental-scale pro- 
jects is the European contribution, the Baltic Sea 
Experiment (BALTEX / Raschke, 1995). The key 
objectives are to explore and to model the vari- 
ous processes determining the energy and water 
budgets of the BALTEX region including the sur- 
roundings, to relate these processes to the large- 
scale circulation systems, and to develop trans- 
portable methodologies in order to contribute to 
basic needs of climate, climate impact, and envir- 
onmen ta I research. 
Therefore, it is important to diagnose all relev- 
ant components describing the energy and wa- 
ter cycle. This was the motivation for the current 
study, based on satellite data analysis for the BAL- 
TEX region. To infer the main important compon- 
ent of the energy budget at surface, the net ra- 
diation, NOAA-AVHRR data as well as Meteosat 
data were analysed. This gives either high spatial 
resolved or high temporal resolved net radiation 
fields at surface. Here the general scheme will 
be presented with results from the NOAA-AVHRR 
analysis, applied on data in May and June 1993. 
Another attempt to study the processes in the 
Earth-atmosphere system is the simulation with a 
regional model, like REMO, with a spatial resolu- 
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tion of 18x18 km2 (Karstens et al., 1996). These 
results can be validated using satellite inferred res- 
ults. This study will present first results of the val- 
idation. 

2. METHOD AND ANALYSIS 

The satellite analysis scheme to infer surface ra- 
diation budget components, separately for NOAA- 
AVHRR and Meteosat, can be divided into a few 
main parts, like a cloud classification, a determin- 
ation of cloud optical properties, and a determina- 
tion of surface fluxes. 
After calibration and transformation into a ste- 
reographic projection, a detailed cloud classific- 
ation could be carried out. This cloud classi- 
fication, comparable for NOAA-AVHRR and Met- 
eosat data, is based on the maximum likelihood 
method and classifies more than twenty cloud 
classes. The needed trainings data to define in- 
dividual cloud classes were determined automat- 
ically using reflectances in the solar and emitted 
fluxes in the terrestrial spectrum (Berger, 1995). 
These basic informations are related to different 
geographical and atmospheric conditions, like a 
variable tropopause temperature (Oort, 1983). In 
a further step, the classified clouds were used 
to define their microphysical properties (Steph- 
ens, et al., 1984). To complete this part of 
the analysis, a threshold technique could be ap- 
plied to distinguish snow and sunglint areas from 
clouds. A second technique, considering reflect- 
ances of both AVHRR bands as well as the NDVI, 
could be used for a simple land use classification. 
Both techniques could only be applied to NOAA- 
AVHRR data, where the results could be used for 
AVHRR analysis and for Meteosat data analysis. 
Deriving cloud optical properties and surface ra- 
diation budget components from remotely sensed 
data, additional information about atmospheric 
conditions are needed. Therefore, synoptical ob- 
servations were analysed witti respect to relat- 
ive humidity, horizontal visibility near the surface 
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Figure 1: Absorbed Solar Radiation at Surface at 
June 11, 1993, 14:03 UTC [Wm-2]; inferred from 
NOAA-AVHRR data 

and cloud base height. For the satellite analysis 
monthly means were generated. In the case of 
cloud base heights, the heights were related to the 
classified cloud types. 

In the next two steps, cloud optical thickness 
and surface radiation budget components were in- 
ferred based on an inverse remote sensing tech- 
nique. It takes into account comprehensive radiat- 
ive transfer calculations considering mostly all at- 
mospheric and cloudy conditions with respect to 
the local climatological conditions. For the solu- 
tion of the radiative transfer a delta two-stream ap- 
proximation is used with a 40 layers atmosphere 
for different geometrical conditions. Considering 
the different cloud and surface types, relations 
between cloud optical thickness at 550 nm and 
broadband shortwave reflectance at top of atmos- 
phere or shortwave reflectance at top of atmos- 
phere for each individual satellite band could be 
determined. These results show that increasing 
solar zenith angles and/or increasing cloud depths 
lead to a non-linear increase of shortwave reflect- 
ances (Berger et al., 1996). The analysis shows 
further that narrowband satellite information lead 
to an increasing accuracy determining cloud op- 
tical depth, especially for thick clouds with optical 
depth larger than 10. In general, validating the 
satellite inferred cloud optical depth a slight under- 
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Figure 2: Hourly Mean of Absorbed Solar Radi- 
ation at Surface at June 11,1993 (1 3:OO until 14:OO 
UTC) [Wm-2]; generated with the regional model 
REMO 

estimate can be observed. 
Using the results from the radiative transfer cal- 
culations, further relations (look-up tables) for sur- 
face radiation budget components could be es- 
tablished. These look-up tables consider as an 
additional parameter, the cloud optical depth. To 
consider topographic effects the elevation, derived 
from a digital terrain model, was taken into account 
to modify the net solar radiation at surface. 
As an example, for June 11, 1993 14:03 UTC the 
absorbed solar radiation at surface is displayed 
in Figure 1. It shows the result of NOAA-AVHRR 
data on a reduced spatial resolution (1 8x1 8 km2), 
which is the current model resolution of REMO 
(Karstens et al., 1996), and where the coordin- 
ate system is rotated to ensure equal area grid 
cells. The net solar radiation includes the results 
from the simple landuse classification (represent- 
ative reflectances) and shows a reduction of ab- 
sorbed shortwave radiation below the convective 
clouds up to 100 Wme2 (dark / black areas) Le. 
only the difference between diffuse and reflected 
diffuse radiation. It can further be seen that in the 
clear-sky regions the net solar radiation is about 
750 Wm-2 for ocean and about 600 Wm-2 for land 
surfaces. Comparisons of satellite inferred results 
with ground based observations show reasonable 
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agreements, where in general a slight overestima- 
tion of the satellite inferred net solar radiative flux 
can be noticed (Berger et ai., 1996; Mecklenburg 
et al., 1998). This can be explained due to an un- 
derestimation of cloud optical depths. 
Figure 2 shows the results of the model gener- 
ated absorbed solar radiation at surface, where 
in contrast to the simultaneous satellite observa- 
tion, an hourly mean (1 3:OO until 14:OO) is plotted. 
Similiar pattern can be found. Dark, black areas 
in the center of the target area correspond to re- 
duced absorbed solar radiation due to a low cloud 
field. Thus, further comparable patterns can be 
seen in the North East corner (low thick clouds), 
in the East (thin cirrus cloud layer) as well as 
in the South West and South, where convective 
cloud cells could be classified. After the general 
agreement between the two results, differences in 
the absolute net solar radiation must be noticed. 
These difference can be explained by the two dif- 
ferent time intervals. In the case of the REMO res- 
ult, the evolution, especially in the case of convect- 
ive clouds, and the cloud motion lead to smoothed, 
time integrated influences on the net solar radi- 
ation at surface. Similar effects must be noticed 
in the case for clear-sky area, where the hourly 
means are influenced by the air motion corres- 
ponding to cloud evolution and changes in atmos- 
pheric conditions (aerosol concentration and/or at- 
mospheric humidity). Both effects together lead 
a reduced difference between the maximum and 
minimum net solar radiation. In Figure 1, larger 
differences can be seen due to the instantaneous 
satellite observation. These effects can be seen in 
nearly all model validations, where in general the 
evolution in the atmosphere can be well described 
with the regional model. 
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Table 1 : Empirical coefficients to determine the re- 
duction of emitted infrared radiation due to clouds 
(both in Wm-2) 

Mid clouds 
High clouds 

.d 
" 

2 

Concerning the longwave components derived 
from meteorological satellites, simple empirical re- 
lations could be found for cloudy conditions to 
modify the clear-sky estimates. The first, very pre- 
liminary assumption has assumed that the out- 
going longwave radiation at surface below the 
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Figure 3: Net Longwave Radiation at Surface at 
June 11, 1993, 14:03 UTC [Wm-2]; inferred from 
NOAA-AVHRR data 

clouds is the same as for the nearest clear-sky 
pixel. The new empirical relationships are based 
on the decrease of the emitted infrared radiation 
due to cloud occurrence, cloud optical thickness, 
and spatial resolution (Mecklenburg et ai., 1998, 
Sedlak, 1996): 

where A,ifL,4,,cloud and A.ifLL,,clear, t are the emitted 
infrared fluxes in Wm-2 for cloudy and clear-sky 
conditions. f is a geometrical parameter, which 
considers the surroundings of center pixel de- 
pending on cloud type. For low clouds a 5x5 
pixel, for mid-level clouds a 9x9 pixel and for high 
clouds a 21x21 pixel neighbourhood were taken 
into account. Q and b are empirical coefficients in 
Wm-2 to determine the reduction of emitted in- 
frared fluxes at surface, which depends on cloud 
optical thickness at 550 nm. The empirical coeffi- 
cients are summarized in Table 1 and are defined 
at Anchorstation Tharandt, where a 40 m tower al- 
lows measurements above a dense spruce forest. 
These relations could be applied to compute more 
accurately cloud base temperatures, depending 
on their climatological heights. Results of net long- 
wave radiation inferred from the satellite analysis 
and generated by the regional'model REMO are 
plotted in Figure 3 and Figure 4, where the range 
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Figure 4: Hourly Mean Net Longwave Radiation at 
Surface at June 11, 1993 (1 3:OO until 14:OO UTC) 
[Wm-2]; generated with the regional model REMO 

of both results is simliar. Also a few specific pat- 
tern can be found, which could be detected ana- 
lysing the net solar radiation field. But it is much 
difficult to see comparable patterns in the satellite 
derived net longwave radiation due to the hetero- 
geneous cloud field structure. But nevertheless, 
in the center of the target area an increase in net 
longwave radiation up to 0 or + 20 Wm-2 can be 
detected. This increase, reduced lost, can be ex- 
plained with thick low level clouds in this area. 
Finally, the net radiation at surface, the main rel- 
evant component of the energy balance, could be 
computed as the sum of the two net components. 
It can be noticed that there are high energy fluxes 
over sea surfaces (up to 600 Wm-2) and reduced 
fluxes over land surfaces (up to 450 Wm-2) in the 
clear-sky case. Below clouds the energy flux is re- 
duced up to 50 Wm-2, which corresponds mainly 
to the net shortwave radiation. 
3. OUTLOOK 
This investigation shows that meteorological satel- 
lite data can be used to infer surface radiation 
budget components, where the accuracies of the 
inferred results are in the same order of magnitude 
as ground based observations. Despite the large 
scatter of cloud properties, and therefore of net ra- 
diation, a more detailed information about the spa- 
tial variability of the radiation field can be given. 

This study is also encouraging in the validation 
of model generated fluxes at surface. It could be 
shown that a realistic radiative field pattern, in the 
shortwave as well as in the longwave spectrum, 
can be derived. Therefore, further detailed valid- 
ation purposes will be carried in the near future. 
In another future step, the temporal variability on 
an hourly basis and the spatial variability on 18x1 8 
km2 resolution will be studied in more detail. This 
will allow an improved knowledge about the spatial 
structure of the radiative field and as an element- 
ary component, of the radiation balance, which is 
the main driver for latent and sensible heat fluxes. 
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1. INTRODUCTION 

The estimation of the downward surface shortwave 
irradiance from satellite observations has been subject 
to numerous investigations in the past. Different meth- 
ods from simple transmittance-reflectance correlations 
to the extensive use of radiative transfer calculations 
have been applied leading to generally satisfying re- 
sults with an accuracy almost independent of the cho- 
sen method. 

In the framework of the European Community re- 
search project SATELLIGHT an attempt is made to use 
satellite methods to derive daylight and solar irradiance 
data with a continuous spatial coverage for Western and 
Central Europe from Meteosat images. For potential 
end users these data will be placed in a data base in 
the Internet (Fontoynont et al., 1998). 

In daylighting applications, knowledge of the lumi- 
nance distribution of the sky is of primary concern. 
Thus, beyond the retrieval of surface global irradiance, 
the separation of diffuse and direct components as well 
as a better representation of these quantities for low sun 
elevations had to be derived in the scope of this project. 

We present improvements and additions to an exist- 
ing method for the derivation of the global irradiance. 
This includes new correction schemes for the influence 
of atmospheric extinction processes. These have been 
partly developed by simulating the satellite signal for a 
cloudless atmosphere using the radiative transfer code 
MODTRAN. In addition, the derivation of the diffuse ir- 
radiance is briefly outlined. 

2. METHOD 

The Heliosat method as proposed by Can0 et 
al. (1986) is an estimation technique to infer the short- 
wave surface irradiance from satellite images. For 
this purpose a measure of cloud cover is derived from 
METEOSAT visible counts C. The method is basi- 
cally driven by the strong complementarity between the 
planetary albedo recorded by the satellite's radiometer 
and the surface shortwave radiant flux. The planetary 
albedo increases with increasing atmospheric turbidity 
and cloud cover. 

* Corresponding author address: Annette Hammer, 
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2.1. Normalization of radiometer counts 

For a correct estimation of the change in the albedo 
the influence of the incoming radiation on the total ra- 
diation reflected by an image element has to be con- 
sidered. Therefore a normalization with respect to the 
zenith angle of the sun is applied: 

c - co p = -  
I '  

where Co represents an offset in the registration and 
I the incoming radiation. Originally, I was assumed 
to be the surface global irradiance under a clear sky 
Ieleor (Bourges, 1979). Instead, here the extraterres- 
trial global irradiance le=, is used. In this case p is a 
measure for the planetary albedo. 

2.1 .l. Registration offset 

Within the original Heliosat method the registration 
offset C0 is assumed to be constant. Beyer et al. (1996) 
have attempted to describe the dependency of CO upon 
the sun's position for METEOSAT4 data by 

(2) co = COB + Cat",. 
= 4.3, 

c 0 s 0 ~ ' 6 ( 8 )  c<*t,,,,,,, = 4.5 ' (1 + COSZ(t/,)) CO.O."rj) ' 

where 8 is the sun zenith angle, a) is the satellite 
zenith angle and t / ~  is the angle between the sun and 
the satellite as measured from the ground. Con and 
/I,,,, are the instrument offset and the contribution by 
backscattering effects, respectively. 

The atmospheric backscatter term was derived by 
Beyer et al. (1 996) from cloudfree ocean pixels in Cen- 
tral Europe for sun elevations exceeding 15 degrees. 

To extend the validity of the backscatter term to the 
total European area and to lower sun elevations time 
series of METEOSAT5 counts for 26 different ocean lo- 
cations over Europe have been investigated. The time 
series include the days 0-60 and 120-180 of the year 
1996. To restrict the analysis to cloudfree cases, the 
10% lowest counts for each zenith angle interval have 
been selected for each site. 

From these data and an instrument offset of Cog=5 
(Moulin et ai., 1996) the registration offset is 

(3) 
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con = 5, 

f ( e )  = -0.55 + 25.2 cos e - 38.3 cosz e + 17.7~0~' e. 
The third order polynom f(0) accounts for the low 

solar elevations. 

2.2. Cloud index 

for each pixel: 
As a measure of cloud cover a cloud index is derived 

(4) P - P g  

Pc - P g  

where pB and pc refer to the planetary albedo in the 

n = -, 

cloudfree and total cloudy case, respectively. 

2.3. Atmospheric transmission 

In solar energy applications the atmospheric trans- 
mittance is commonly expressed in terms of either the 
clearness index or the clearsky index. 

The clearness index k is defined as the ratio of sur- 
face global horizontal irradiance to the extraterrestrial 
horizontal irradiance: 

(5 )  Ifl 
I e z t  

The clearsky index k' is defined as the ratio of sur- 
face global horizontal irradiance to the global horizontal 
irradiance under clear sky conditions: 

k=-. 

(6) k'- 1, 
Iclear ' 

where Zclear has to be inferred from a clearsky irradi- 
ance model. 

2.3.1. Clearsky global irradiance model 

In the scope of the SATELLIGHT project a clearsky 
model is used which includes the sun elevation, the al- 
titude of the site t and the Linke turbidity TL as param- 
eters. The surface global irradiance under cloudless 
skies is modeled as a sum of direct and diffuse irradi- 
ance: 

Iclear = Id i r  COS 0 + Zd,s. 
The direct component is given by Page (1996) as 

(7) 

Idir = I o c e x p ( - O . 8 6 6 2 T ~ ( 2 ) p ~ ( m ) m ) ,  (8) 

where Io and c are the solar constant and the eccen- 
tricity correction factor, respectively. 

The Linke turbidity TL is a measure for the opti- 
cal thickness of the atmosphere with respect to the 
Rayleigh optical thickness of dry and clean air: 

TL (m> = P(m)/PR(m). (9) 
The relative airmass m is given by Kasten and Young 

(1989): 
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Figure 1: Diffuse fraction of global horizontal irradi- 
ance with respect to sun elevation and clearness index 
(Skartveit and Olseth, 1987). 

with L in meter and 0 in degrees. The Rayleigh optical 
thickness p R ( m )  is taken from Kasten (1996): 

p ~ ( n a ) - '  = 6.ti296 + 1.7513m (1 1) 
-0.1202711' + 0.0065m3 - 0.00013m4. 

For the diffuse component of clearsky global irradi- 
ance a parameterization of Dumortier (1994) is used. 
It has been derived empirically from 5 min averaged 
global and diffuse horizontal irradiance data measured 
in Vaulx-en-Velin (1 992-1 994): 

Zdln = ~ot(0.00~5 + (-0.045 + 0.0646T~(2))~0~6' 
-( -0.014 + 0.0327Tr. (2)) COS 0'). (12) 

2.4. Relation of cloud index and clearsky index 

In the original Heliosat method a linear relationship 
between clearness index and cloud index is assumed 
(k = n l  . 7 1  + bl). Beyer et al. (1996) have shown 
that a closer relationship holds for the clearsky index 
(k* = rc2 . tl + bz ) .  The coefficients a i  and bi result 
from a linear regression with ground data. For German 
data the generic relationship (IC' = 1 - 71) led to satisfy- 
ing results. Analyses for additional European sites have 
shown that this relationship can be applied for the Eu- 
ropean region. However, the use of the clearsky model 
makes information on the atmospheric turbidity a critical 
issue. Fontoynont et al. (1998) present a nonlinear rela- 
tionship between cloud index and clearsky index which 
accounts for the overcast case. 

2.5. Global irradiance from satellite counts 

The global irradiance at the ground is determined by 
the atmospheric transmittance and the clearsky irradi- 
ance. While the clearsky irradiance is modeled with a 
site specific turbidity, the atmospheric transmittance is 
derived from the satellite images. It is represented by 
the clearsky index, which is closely related to the cloud 
index. The cloud index is derived from the normalized 
satellite counts. 
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2.6. Diffuse fraction model 

In the cloudless case the diffuse irradiance can be 
derived from eqn. 12. Skartveit and Olseth (1987) sug- 
gested an allsky model for the diffuse fraction of hourly 
global radiation, assuming that the diffuse fraction de- 
pends on the clearness index and the solar elevation 
la. For a clearness index below a certain threshold the 
hourly radiation is expected to be completely diffuse. 
With increasing clearness index the diffuse fraction de- 
creases. For high clearness index values it increases 
again due to cloud reflection effects. The position of the 
minimum of diffuse fraction depends on the solar eleva- 
tion (fig. 1). An improved version of this model also ac- 
counts for the hour-to-hour variability of the clearness 
index (Skartveit et al., 1998). 

35 

3. COMPARISON WITH RADIATIVE TRANSFER 
CALCULATIONS 

In this section the empirical findings for the atmo- 
spheric backscattering and the clear sky diffuse ir- 
radiance are supported by radiative transfer calcula- 
tions. These calculations have been performed using 
the computer code MODTRAN (Kneizys et al. 1996). 

3.1. Atmospheric backscattering 

For the MODTRAN simulation of the radiance re- 
flected by the ocean surface towards the satellite po- 
sition the wavelength band was set to the range from 
0.4 to l. lpm. The simulation was carried out for the 
day 132. Variation of the sun's position and of the satel- 
lite's position was achieved by choosing the time pe- 
riod 1200-1900 UCT and a 3x3  pixel array located in 
an area given by 40-60" N and 0-20" E, respectively. 
As additional input for MODTRAN the US-Standard- 
atmosphere with maritime aerosols and 23 km visibility 
and the default ocean albedo was used. 

Fig.2 shows a comparison of the MODTRAN ra- 
diances with the counts Co calculated from eqn.3. 
The calibration functions for METEOSAT4 and ME- 
TEOSATS as given by Kriebel and Amann (1 993,1996) 
are plotted. These functions are assumed to be lin- 
ear, which is only valid for high radiances (Moulin et 
al. 1996). The use of the offset value Go introduced in 
eqn. 3 results in a good approximation of the instrument 
offset Coo p5. 

3.2. Clearsky diffuse irradiance 

Radiative transfer calculations have been performed 
by Beyer et. al (1997) to express the clearsky diffuse 
irradiance as a function of Linke turbidity and solar 
zenith angle only. For MODTRAN calculations the tur- 
bidity has to be expressed in terms of visibility, this re- 
lationship has been derived from direct irradiance Val- 
ues calculated by MODTRAN for different visibilities 
(US Standard Atmosphere). With the resulting relation 
VIS-53/(TL -2.5) the diffuse irradiance was expressed 
as : 

0 5 10 1s 2o 25 
Simulated Ocean Counts 

Figure 2: MODTRAN radiances compared to parame- 
terization of ocean counts, eqn. 3. 

n = 0.017991 rl = -0.112593 $1 = -0.019104 
b = -0.003967 e = 0.10182B Ii = -0.022103 
c = 0.000203 f = -0.006220 i = 0.003107 

This model gives similar results as the model of Du- 
mortier (eqn. 12) for low solar elevations but differs dis- 
tinctly for high elevations. Both models were tested 
with data for 7 locations. While the model of Dumortier 
shows an underprediction for high diffuse irradiances, 
eqn. 13 leads to an overprediction, especially for loca- 
tions with high atmospheric turbidity. 

4. RESULTS 

For ground truth time series of 30-min-averaged irra- 
diance data for several European sites have been con- 
sidered. The stability of the relations for different solar 
elevations was of special interest. 

Although the rmse lies around 30% for global irradi- 
ance and is even higher for diffuse irradiance, the statis- 
tical characterizations of the sites which are important 
for applications are reproduced (distribution of clearsky 
index, percentage of time a given irradiance threshoid 
is exceeded). As an example Freiburg data are given in 
fig.3. 

5. CONCLUSION 

The Heliosat method, an operational satellite-based 
method for the derivation of surface solar irradiance, 
has been enhanced towards the needs of daylighting 
applications. 

For the normalization of counts a generalisation 
of the atmospheric backscatter term from Beyer et 
al. (1996) has been derived from a database of 26 
ocean counts spread over Europe with special empha- 
sis on low solar elevations. 

The normalized radiometer counts are directly con- 
verted into the clearsky index. Using a clearsky irradi- 
ance model and a diffuse fraction model the global and 
diffuse irradiances are calculated. 
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Figure 3: Ground measured and satellite derived data for Freiburg, Germany, April 1993-March 1994. Top: Global 
horizontal irradiance. Bottom: Diffuse horizontal irradiance. Left column: Comparison of 30-min-averaged irradi- 
ances. Center column: Frequencies of occurrence of clearsky index values. Right column: Percentage of time a 
certain threshold of irradiance is exceeded. 

It could be shown that the statistical characterizations 
are well reproduced by the data. This feature is essen- 
tial for the use of irradiance data in daylighting applica- 
tions. 
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P5.61 A WAVE MODEL ANALYSIS IMPROVEMENT BY USING ALTlMETRlC 
WAVE HEIGHTSMEASUREMENTS 

BARCKICKE Jean' and MENARD Yves 
C.N.E.S., 18 avenue Edouard Belin, 31055 Toulouse Cedex, France. 

1. INTRODUCTION 
The aim of this study is the improvement 

of the wave fields obtained from satellite 
altimeter measurements or outcoming from wave 
model. In order to obtain the best wave height 
estimations, we merge the VAGATLA model 
outputs (Htl3) and the altimeter data of TOPEX 
(SWH) by using an Optimum Interpolation (01) 
scheme. The 10 consists in solving a linear 
system whose both matrix and second member 
are statistical fields, theoretically computable 
from the data, but with difficulty accessible in 
practice. We use the results of several cross- 
calibrations to define a model of computation of 
these fields. The mean error fields are then taken 
into account in order to remove the observation 
bias. We refine the scheme calibration thanks to 
an adaptative version. The model is applied to 
the three first years of collocated 
VAGATLMTOPEX data. The resulting 01 system 
produces more realistic wave fields than the ones 
of VAGATIA alone. 

2. APPLICATION OF THE IO METHOD TO 
THE WAVE FIELDS 

M6teo-France uses operationally the 
VAGATLA model on the North Atlantic. We have 
chosen to improve its results by resettling it 
owing to the SWH (Significant Wave Height) 
parameter measurement, which is very close to 
HIl3 obtained as a model output. We use 
therefore measurements comprising some errors 
to force a model also exposed to errors. The 
most simple method allowing theoreticaly to solve 
this problem is the optimum interpolation. We 
look for the increment to add to Hm, as an 
interpolation of the differences observed between 
the model and the measurement on several 
points close to the point of interest. 

'Corresponding author address: Jean Barckicke, 
SCEM, 42 avenue G. Coriolis, 31 057 Toulouse; 
e-mail: Jean.Barckicke@meteo.fr 

2.1 Definition of the theoretical problem 

At one moment, corresponding to an 
output of the wave model, we are looking for an 
analysed value HA verifying: 

HA-Hma = Np 4Ei (1) 
i=l 

where Nabs is the number of observations 
available at this instant, and E =Hobs-Hmd. 

This equation is valid only for one fixed 
grid-point, and the hi coeff icientz must minimise 
the mean square error <(HA- HT) >. 

=O 
aw, - w21 For each hi, we solve 

where &,,,a =-e is the model error. 

We note aij = -dei> and A=(ai,j),si,jsNdk, 

The system to solve for a fixed grid-point is : 
bi = <&e> and 

Ab', where k ( & ) l s i s N , , h v  (2) 

The accuracy of the results of the 0.1. 
scheme depends on the precision of the 
estimation of the A and 6 terms. The A matrix 
can be computed directly from the data, by using 
the 6-hours temporal windows in which both i and 
j grid-points are observed. These values are then 
interpolated to the unobserved pairs. But the 
computation of the second member necessitates 
some statistical assumptions. 

2.2 The matrix of the linear system 

All numerical resolution have been done 
with the cycles 1 to 11 2 of, ALT (TOPEX) over the 
domain of the model, the North Atlantic. The data 
have passed a strong quality control before to be 
used. The computation of the A matrix is the one 
of the terms for all i, j pairs. The chosen 
method consist in modelling .the term cov(e',d), 
and then to add to it the <E'> <E'> 

~~ 
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product. Therefore cor(Ei,&), <& and the 
standard deviation of fields must be estimated. 
All these terms have been computed from the 
data, then selected by a statistical test, in order to 
preserve only the most significant values. The 
obtained correlations are plotted in the figure 1, 
as well as the curve fitted on these data. This 
model has then been used to compute the 
correlations for all i, j pairs. Then the significant 
standard deviations have been interpolated to 
lead to a standard deviation field allowing to 
compute the covariance between E' and d, for all 
i, j grid-point pairs. Endly the significant values of 
<E~> have been interpolated in order to achieve 
the estimation of the A matrix. 

Correlation versus distance 
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Figure 1 

2.3 Estimation of the second member 

We must compute the term < &e' >, where 
cannot be obtained directly from the ei = 

data. This problem . .  is solved by starting with: 
E'<,= & q b i  + dei 

E'd = &I6 - &ob i  Gb! + hod i  &obsi 

By temporal averaging, and by using the 
hypothesis that the errors of forecast and of 
observation are uncorrelated, we obtain: 

Two terms of the right member of the 
equality (3) are unknown: COV(&obsi, &ob/) and 
<&&sj>. The property of narrowing of the SWH 
histograms -see Cotton and Carter, (1994) and 
Guillaume (1 994)- lead us to put: 

<&obsi> = %bs (<Hob:> - Hcenlre) (4) 

where G b s  is a coefficient to evaluate and Hcentre 
is close to the peak value of the histogram. 

We suppose that the observation error 
covariance is spatially stationary, and that it could 
be written: 

CT denotes the standard deviation, and f(d) 
uses the formulation of the correlation of the 
difference between SWH and H1l3 versus 
distance (see 2.2). 

The choice of the correlation length has 
been done in order to verify compatibility 
relationships between the observation, forecast 
and difference error covariances. These relations 
have allowed us to use the same value for the 
three correlation lengths. 

The evaluation of the observation error 
variance field is obtained by assuming that the 
standard deviation is proportional to the value. So 

averaging at HT = cst., we obtain: 
We put down <(&bs) 2> = p H: +< Eobs >2. By 

with SI' = (Hobs - Hcentre)2 

sobs 
Hobs - Hcentre 

observations 

observationsrko 1 + aobs 
S'L = 

observations< kn Hobs - 1 + "obs Hcentre s3 = P arobs 

i 

i 

where N is the total number of 
observation available to compute the statistical 
terms and k,, is the first integer superior to 

Hcentre, when the observations are a ohs 

+ aohs 

supplied as integers. 
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After selection of the <Hob/> by a average 
statistical test then interpolation, and after 
choosing Hcentre , o$bs. p and C, (4) and (5) allow 
to close the system. In practice, we start from an 
estimation of HCentre and o$bs., obtained by taking 
into account the results of Cotton and Carter 
(1994) and the ones of Guillaume (1994). These 
results concern comparisons of altimetric wave 
heights with wave model outputs or buoy 
measurements. Then, we estimate p in order to 
compute <(&&s) 2> and var(bbs). The tuning of 
the parameter Hcemre and o$bs and p is done by a 
convergent loop defined by compatibility 
relationship induced by the closing equation (4) 
and (5). After the parameters are fixed, the 
resolution of (2) allow to access to the &. We 
obtain then the increments, allowing to compute 
the new wave heights field. 

2.4 Removing of the observation bias 

The solving of the problem has lead us to 
define closing equation, in order to estimate the 
required error fields. In particular, after choosing 
%be and Hcentre, the equation (4) allows to obtain 
the observation mean error field. After estimation 
of this field, it would be more simple to use it by 
subtracting the observation bias from the data, 
then to reconsider our IO problem. We should 
use then unbiased observations, which allows to 
simplify the scheme. The first simplification 
occurred in the computation of the A matrix, that 
gets the sum of the departures covariance matrix 
and the model error products matrix. Secondly, 
the second member gets more simple, since the 
equation (3), with unbiased observations, could 
be rewritten: 

The computation have followed the 
developments presented in 2.2 and 2.3, until the 
observation mean error field has been estimated. 
After this step, the computation of the A and B 
matrix are done as it has been explained in this 
part, i.e. by substracting <Eobs> to each 
observation at the i grid-point, then by putting 
down in the several equations that the (&&si) term 
is equal to zero. 

Of course, in the computation of the 
increments field, the (estimated) Observation bias 
is substracted from the departure that we sent in 
input of the equation (1). 

i 

Beyond the attempts to construct a realistic 
sheme, let keep in mind that many 
approximations have been used. For example, 
we recall that all the fields entering in the different 
equations, like (3), (4) and (6), are the results of 
interpolations of their significant values toward all 
grid-points. 

2.5 The adaptative 01 

This determination procedure could run in 
an adaptative manner, intented to move the 
resulting wave fields towards data 
measurements. The adaptative version minimise 
a cost function (square distance from the buoy). 
The main difficulty of the adaptative IO is the 
computation of the gradient of the cost versus the 
parameter of interest, i.e. Cbbs and Hmnt,. Indeed, 
a modification of the parameters of (4) changes 
the error fields, which influence the increment 
field. We move the values of G b s  and Hcentre in the 
direction opposite to the gradient, until the result 
is satisfying enough.Note that at each time this 
modification is done, the loop induced by (4) and 
(5) for the computation of /3 run, with the 
possibility to modify again Hmntm, and %bs. 

The final values of these parameters are 
Hmnlre= 2. m and a&s=lo%. 

3. PRELIMINARY RESULTS 

The results we have obtained correspond 
to a first tuning of the 01 coefficients. They could 
be improved by a better choice of the cost 
function, for example by integrating the buoy 
errors, or by choosing better quality buoy data. 

3.1 Situation study and properties of 
the scheme 

We have worked on selected situations, 
underlining the model's defects. The increments 
absolute values are often over one meter, as it is 
the case for the increment field of the 94/12/06 at 
18 TU, presented in the figure 2. The maximum 
impact of the use of the measurements is 
observed around the footsprint, with resulting 
wave height values closer to the satellite value 
than to the model value. This property is clear 
when the difference between the model and the 
altimeter is strong, as it is the case in the eyes of 
the stroms. This property vanishes by going off 

~ ~~ ~~ 
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the footsprint, and the correction gets closer to 
the opposite of the model mean error field. Let us 
note a physical result of this property: the 
scheme often reduce the wave fields on the point 
50 degres north/50 degres west, in a shallow 
water area, where the model overestimates the 
wave energy. On the contrary, the scheme often 
increases the too weak estimations of sea-state 
given by the model on the Carribean. 

60 
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94/12/06 at 18 TU (m) 
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Figure 2 

3.2 Comparisons with buoys 

The figure 3 is a comparison between the IO 
results and the wave heights measurements of 
the NDBC 44011 buoy. When the footsprint is 
close to the buoy, the dq-mture to the buoy 
measurements of the mo;~4 corrected by the IO 
coul reached i,!nd?~ '1.1 r:m. These cases 
correspond to the fva!\\ .-T die 10 curve towards 
the buoy measurw.wr'L~ .:Ime. In order to 
quantify the improvemeril h e  to the scheme, we 
have compared our results with the 
measurements of three NDBC buoys during one 
month, then with a buoy used during the 
SEMAPHORE campaign (one month of data). 

The score that we have obtained for this 
validation is a reduction of the distance between 
the model and the buoys equal to 30% (10 cm) in 
bias and 5% (7 cm) in standard deviation 

Comparisons/NDBC buoy 4401 1 

A 
6oo . . :. . bptirnlfrn 'interpblot'ion' ' ' ' 

-model done  

0 20 40 60 
Dote number (one volue per 6 hours) 

Dote number 0 for the 94/12/1/0 

Figure 3 

4. CONCLUSION AND PERSPECTIVES 

The main conclusions of this study are: 
1. An evaluation of the TOPEX altimeter wave 
heights errors. This results has been obtained 
comparativeky to the SEMAPHORE buoy data. 
2, By calibrating on an independant data set, we 
have obtained a perfect agreement between the 
10 scheme results and the NDBC buoys 
measurements, confirming that the IO scheme 
respect at best the statistical and physical 
properties of the SWH and H1l3 fields, and 
improves the resulting wave heights fields. 
Perspectives: The cost function will be improved. 
Then the IO scheme will be integrated in a 
Kalman filter, to keep at each step the benefit of 
the ontroduction of the observations of the steps 
before. 
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this performance depends on the initial value of the 
network parameters). 

3. GENERATION OF THE DATABASES 

We generated the learning database by using the 
IWAVES (Ice-Water-Aerosol-Vegetation-Soil multi- 
layered medium) radiative transfer model of laquinta 
and Pinty (1 997) which considers ice or water clouds as 
well as aerosols and computes the corresponding 
upward/downward radiation fields. We considered in this 
study very thin atmospheric (semi-transparent) layers 
which makes the problem difficult because of the 
complex contribution of the underlying layer (Le., soil 
covered by vegetation). The scattering phase function of 
the modelled ice crystals, water droplets and aerosols 
are computed with a ray-tracing code (laquinta et al., 
1995), a Mie calculation, and the Henyey-Greenstein 
function, respectively, while the cloud (or aerosol layer) 
is characterised by its optical thickness (4). The 
vegetation and sol properties are described through the 
values of the Leaf Area Index (L,), leaves reflectance (r,) 
and transmittance (t,), hot-spot parameter (2rA), 
Average Leaf inclination Angle (ALA) and soil albedo 
(R,) as fully detailed in laquinta et al. (1997). 

Simulations were conducted for different values of 
the model parameters as well as for various illumination 
geometry (i.e., Sun location). Each database (aerosols, 
ice crystals, water clouds) is made up of 76800 
examples which represent 5 different solar angles, 48 
scattering angles, 2 values of &,r,,tL,2rA,ALA,R,, and 5 
optical thickness values of the atmospheric layer. The 
learning database is only one half to the complete 
dataset and then are composed of 38400 vectors (9 
components). 

4. RESULTS 

The basis of our method is to adjust the parameters 
driving the wavelet network (in particular weights and 
number of cells) by the assimilation of such dataset. A 
particular wavelet network is constructed for each 
learning databse; the number of hidden cells ranges 
from 15 to 54 depending on the particle characteristics 
(aerosols, ice, water). 

Figures 2a, 2b and 2c show the downward radiation 
(in the principal plane) as a function of various 
scattering angles for a cloud (ice, water, aerosol) optical 
thickness of 0.15 (thin lines) and 1.25 (bold lines). The 
solid lines represent the 'true' values (computed by the 
radiative transfer model) while the dashed lines 
correspond to the values issued from the wavelet 
networks. The agreement between the 'true' values and 
those computed by the networks is very good. For few 
points, the computation is less accurate, in particular for 
ice crystals, because of the high complexity of the 
scattering phase function, therefore more scattering 
angles are necessary. 

Similar results are found for the upward radiations: 
the mean value of the absolute error is 1.6% in the case 
of an aerosol layer while it is 1.7% for water clouds and 
3.7% for ice crystals. 
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Figure-2: Downward radiation derived from IWAVE 
and issued from the wavelet network 

5. CONCLUSIONS 

As a result, and in addition to a very impressive 
decrease of the computer time compared to that 
typically consumed by radiative transfer models, our 
method allows a much more realistic representation of 
the small-scale spatial fluctuations that that authorised 
by usual parameterisations. 
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Sea-Air Temperature Differences Derived from the GLA TOVS 
Retrievals 

E. Anyamba*and J. Susskind 
NASA Goddard Space Flight Center, Code 910.4, Greenbelt, MD 20771 

1. INTRODUCTION 
Air-sea sensible and latent heat fluxes over the 

global ocean are an important component of the 
global energy budget. However, the conventional 
surface observations used to  estimate these fluxes 
have poor global coverage and are mainly con- 
fined to major shipping routes in the north At- 
lantic and Pacific oceans. Satellites provide high 
temporal and spatial resolution data that should 
give better estimates of global-scale energy fluxes. 
The Goddard Laboratory for Atmospheres (GLA) 
has processed a data set of geophysical fields from 
TOVS radiances for the period 1985-1995. The 
retrieved fields include skin and surface air tem- 
peratures over land and ocean. The TOVS instru- 
ments are primarily sensitive to coarse layer atmo- 
spheric temperatures and integrated water vapor 
amounts, as well as surface skin temperature. In 
addition to these parameters, the use of an interac- 
tive forecast-retrieval-analysis system (Susskind et 
al, 1997) produces retrievals of surface air temper- 
ature and specific humidity. These surface fields 
are produced by using both the shape of the model 
forecast field in the boundary layer and the TOVS 
measurements in those channels that peak at  the 
surface. These products may be potentially bet- 
ter than stand-alone model analyses or satellite re- 
trievals. 

An earlier study of the TOVS ocean skin and 
air temperatures indicated that the sea-air tem- 
perature differences may be of a higher quality 
than the individual skin and surface air temper- 
atures as a result of a near-cancellation of biases 
of like sign in the two quantities (Anyamba and 

*General Sciences Corporation, NASA GSFC, Code 
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Susskind, 1998). However, there were significant 
differences between TOVS and analyzed COADS 
data (da Silva et al, 1994) in the East Pacific and 
Indian ocean that required further investigation. 
Some of these differences are shown in Figure 1 
for selected regions in the East Pacific, North In- 
dian Ocean, North Atlantic Ocean and Northwest 
Pacific. The solid curve is TOVS monthly mean 
T,-T, while the dotted curve is the corresponding 
COADS data. In the North Atlantic and North- 
west Pacific regions where the in-situ ship observa- 
tions are good, the agreement between TOVS and 
COADS is quite good. In the East Pacific and In- 
dian Ocean, COADS T,-T, remains fairly constant 
while TOVS values show interannual and seasonal 
signals, respectively. 

The purpose of the present study is to examine 
a longer time series of the TOVS data with higher 
temporal resolution (pentad instead of monthly) in 
an effort to  understand the source of these differ- 
ences. We include a comparison with ground (SST) 
and 2 meter temperatures extracted from the God- 
dard Earth Observing System (GEOS-1) reanaly- 
ses (Schubert et al, 1993). A frozen version of the 
GEOS-1 model is used to generate first guess fields 
for the GLA TOVS retrievals. Hence the compar- 
ison with these products gives an indication as to 
what extent the features observed in TOVS data 
are due to  first guess fields. In the next section we 
give a, brief overview of the known sources of errors 
in the TOVS skin and air temperatures. 

2. ACCURACY OF TOVS SKIN AND AIR TEM- 
PERATURES 

The basic GLA TOVS retrieval process involves 
generating surface and atmospheric fields that are 
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consistent with radiance observations in the appro- 
priate HIRS2 and MSU channels (see references 
in Susskind et al, 1997). Anyamba and Susskind 
(1998) have compared the TOVS skin and air tem- 
peratures with COADS, TOGA buoy, ECMWF, 
and NCEP temperatures. They also give a brief 
discussion of the known sources of errors. In the re- 
trival procedure, HIRS2 channels 13 (4.57 pm)and 
14 (4.52 pm), and MSU channel 2 (53.74 GHz) 
are used for cloud clearing. The window channel2 
HIRS2 8 (11.14 pm),  18 (3.98 pm), and 19 (3.74 
pm) are then used for the retrieval of skin tem- 
perature. During the day, there are two estimates 
of skin temperature, one from channel 8 and the 
other from 18 and 19. At night there are three es- 
timates, one from each of the channels. The final 
skin temperature written out is a quality-weighted 
mean of the two (daytime) or three (night-time) 
individual estimates. The surface air temperature 
is determined as part of the temperature profile re- 
trival. The retrieved profile is given as the first 
guess plus a vertical correction that varies gradu- 
ally with height in a way that best matches ob- 
servations of the temperature sounding channels ( 
HIRS2 1,2,4,13,14,15, and MSU 3,4 (Susskind et 
al, 1997). 

The most significant source of error is the ef- 
fect of clouds. During the cloud-clearing process, 
under- or over-accounting for the effect of cloud on 
the observed radiances can lead to a cold or warm 
bias, respectively. This bias tends to be of the same 
sign in both skin and air temperatures, but has a 
higher effect on the former. Hence, though there 
is a near-cancellation of cloud-clearing errors when 
sea-air temperature differences are derived, there 
can be residual biases that could even lead to the 
wrong sign of air-sea sensible heat flux. A sec- 
ond source of error is the influence of water vapor 
attenuation on observed radiances. The skin tem- 
perature estimates most affected by this error are 
those from channel 8. However, compared to the 
shortwave channels, channel 8 generally gets a low 
weight in deriving the final product in regions of 
high water vapor content. Hence, the water-vapor 
attenuation errors do not adversely affect TOVS 
product. Lastly there are errors due reflected solar 
radiation in the daytime estimates from channels 
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18 and 19. Both water-vapor attenuation and re- 
flected solar radiation errors would affect the skin 
temperature estimates more than the air tempera- 
ture, since the air temperature is retrieved as part 
of the whole atmospheric temperature profile. 

Given the nature of the interactive retrieval pro- 
cess, it is not easy to separate and estimate the 
magnitude of the individual errors. Anyamba and 
Susskind found the TOVS skin temperature to  
have a monthly mean cold bias of less than 0.5 K 
relative to  NCEP T, while the air temperature had 
a mean cold bias of less than 1.0 K. These biases 
are much less when the TOVS data are compared 
to  TOGA buoy data (0.18 K for skin and 0.28 K for 
surface air temperature). Moreover, they include 
a possible 'cool skin' bias as well as diurnal sam- 
pling biases since the TOVS data used were from 
observations taken at 0730 and 1930 local time. 
Hence we are confident that the TOVS data are 
at  least as good as the other data sets currently 
being used in climate studies involving air-sea in- 
teractions. In addition, these data provide global 
coverage with high temporal (daily) and spatial (lo 
by lo) resolution. In the next section we present 
the evolution of TOVS Ta-Ta over key regions of 
the world ocean including the East Pacific (NINO 
3 region), North Indian Ocean (Somali Current), 
North Atlantic (Gulf Stream) and Northwest Pa- 
cific (Kuroshio Current), for the period 1985-1995. 
We also compare the TOVS data to the GEOS-1 
data for the period 1987-1989. 

3. TEMPORAL EVOLUTION OF THE GLA 

1 AND COADS DATA 
(a)East Pacific 

Figure 2 (top panel) shows the evolution of 
TOVS T, (thick curve) and Ta (thin curve) in the 
NINO 3 region from 1985 to 1995. The correspond- 
ing data from GEOS-1 and COADS are shown in 
the top panels of Figures 3 and 4, respectively. At 
the moment we have only analyzed 3 years (1 987- 
1989) of these data. (The dip in the GEOS-1 data 
in January, 1988 is probably due to use of incor- 
rect boundary conditions in generating the data 
that are currently held by the DAAC) 

We note that the negative values of TOVS T,- 

TOVS T,; Ta AND COMPARISON WITH GEOS- 



Ta in Figure 1, are actually due to a time lag 
between T, and Ta such that the skin tempera- 
ture leads the air temperature. Hence, the skin 
is warmer than the air during the warming phase 
of the seasonal cycle and cooler during the cool- 
ing phase. This leads to negative values of T,-Tu 
during the latter phase. This behavior is, however, 
most evident during the warm ENS0 years of 1987, 
1991 and 1992 and could be associated with the 
re-establishment of upwelling along the Peruvian 
coast and advection of cold surface water to the 
equatorial eastern Pacific. In 1988 (La Nina), the 
air remained colder than the skin throughout the 
year. This lead-lag relationship between T, and T, 
is absent in the GEOS-1 SST and 2 meter temper- 
atures (Figure 3, top panel) and in the analyzed 
COADS T, and T, (Figure 4, top panel). 

(b) North Indian Ocean 
The TOVS T, and T, time series for the north 

Indian Ocean are shown in Figure 2 (second panel). 
We note once again that the negative T,-Tu values 
observed earlier in Figure 1 are due to the different 
seasonal evolution of T, and Tu. While the skin 
temperature has a marked semi-annual signal with 
a dominant peak in April/May and a weaker one 
in October/November, the latter maximum is very 
weak or absent in the air temperature. The slower 
cooling of the air relative to  skin following the 
Spring maximum results in negative values of Ts-Ta 
in the Summer months and positive values in the 
Winter. Both GEOS-1 and COADS show a phase- 
locking between T, and Tu so that T,-Tu values re- 
main positive and nearly constant throughout the 
year. Individually, TOVS Tu and GEOS-1 2 meter 
temperatures are very similar. The major differ- 
ence is the stronger semi-annual signal in TOVS 
T,. In particular, the TOVS T, is much cooler (by 
about 1.0 K)  than GEOS-1 and COADS SST dur- 
ing the Summer months. Consequently, TOVS T,- 
Ta would yield negative sensible heat fluxes during 
the Summer months in agreement with surface ob- 
servations (Hastenrath and Lamb, 1978) 

(c) Northwest Pacific and North Atlantic Oceans 
The third and bottom panels of Figures 2, 3, 

and 4 show the TOVS, GEOS-1, and COADS T, 

and Tu in the north Atlantic and northwest Pa- 
cific regions, respectively. These figures show ex- 
cellent agreement between all three data sets. T, 
and T, differences are positive throughout the year. 
The highest values are observed during the winter 
months when cold continental air flows over rela- 
tively warmer ocean waters in the Gulf Stream and 
Kuroshio current. 
3. CONCLUSION 

The aim of this study is to understand the source 
of the observed differences between TOVS T, and 
Tu and T, and Ta derived from other data sets. 
These differences are most noticeable in regions 
with sparse in-situ data so it is difficult to  deter- 
mine which of the data sets give a more realistic 
representation of the truth. In areas where there is 
good in-situ data, there is excellent agreement be- 
tween TOVS and both GEOS-1 and COADS. The 
COADS data used here are the analyzed version 
of the original ship and buoy observations. The 
GEOS-1 SST is simply Reynolds monthly mean 
SST which have been blended with ship and buoy 
observations. The GEOS-1 system linearly inter- 
polates Reynolds SST to the day. The GEOS-1 2 
meter temperature is diagnosed from in-situ upper 
air observations. Hence the excellent agreement in 
the data-dense regions attests the accuracy TOVS 
data in these regions. Elsewhere, it appears that 
the TOVS skin temperature may be capturing the 
effects of upwelling and associated negative T,-Tu 
in the Somali current and east Pacific better than 
the other data sets. 
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GLOBAL WARMING ESTIMATION FROM MSU 

C.Prabhakara*, Robert lacovazzi, Jr., Jung-Moon Yoo, Giusseppe Dalu 
NASA Goddard Space Flight Center, Greenbelt, MD; Raytheon STX, Greenbelt, MD; 

EHWA Woman's University, Seoul, South Korea; CNR, Cagliari, Italy 

1. Introduction 

Microwave Sounding Unit (MSU) Ch 2 
radiometer observations (53.74 GHz) sense the 
mid-tropospheric temperature. Studies of 
Spencer and Christy (1 990) (SC) and Christy et al. 
(1997) (CSL) suggest that there is potential to 
monitor the global temperature change with time 
using these data. The above studies lead one to 
infer that there has been a global cooling of about 
0.05 K per decade in the time period 1979 to 
present. However, studies based on conventional 
data analysis of surface air and sea surface 
temperatures, such as those by Hansen et al. 
(1995) and Jones et al. (1994), indicate that there 
is a global warming of about 0.2 K in the same time 
period. This disagreement between conventional 
and satellite estimates of the global temperature 
trend needs to be reconciled. 

2. Method 

In order to estimate variations of global 
temperature on the order of 0.1 K over a decadal 
time scale, the satellite radiometer measurements 
made from sequential, polar-orbiting NOAA 
operational satellites must meet at least three 
requirements. First, the measurements must 
correspond to the thermal state of the earth and 
atmosphere. Second, annual and diurnal 
temperature cycles and intersatellite calibration 
errors must be removed cleanly from the data. 
Third, the measurements must have a stable 
calibration on a decadal time scale, with a precision 
that is substantially better than 0.1 K. 

Since the MSU Ch 2 measurements have only a 
small contamination due to hydrometeors in the 
atmosphere and the surface emissivity, these 
measurements correlate highly with mid- 
tropospheric temperature. Except for a small error 
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introduced into the data from these contamination, 
which we can estimate, the first requirement is 
satisfied. 

The annual temperature cycle can be 
removed completely from the MSU data of a given 
satellite by averaging these data over one or more 
discrete number of years. On this basis, for each 
one of the successive NOAA operational satellites, 
we calculate an average Ch 2 temperature over a 
two or three year time period. 

Removal of the diurnal cycle and 
intersatellite calibration errors in the MSU Ch 2 data 
is more difficult. This is because one group of the 
NOAA operational satellites has an orbital 
geometry with local equatorial crossing times close 
to 7:30 AM and 7:30 PM; while another group has 
local equatorial crossing times close to 2:30 AM 
and 2:30 PM (NOAA, 1997). The life span of the 
MSU on each satellite is limited, so we have to put 
together data from several satellites to get a long 
time series. In the sequence of the operational 
satellites, often a morning satellite is followed by an 
afternoon satellite, and vice versa. This introduces 
significant discrepancies in the time series of the 
temperature, because of diurnal temperature 
variations and intersatellite calibration errors. We 
need to determine temperature adjustments to 
remove these discrepancies. This can be done 
satisfactorily with the help of one full year of 
overlapping data between successive satellites. 
However, when the data is not spanning a full year, 
such as the three month overlap between NOAA 9 
and NOAA 10, there will be a small error in the 
estimated temperature adjustment. After applying 
the adjustments to all but the first satellite in the 
series, one can get a record of temperature that is 
continuous in time. 

The calibration procedure developed by 
NOAA (1997) to create the MSU Ch 2 brightness 
temperature data is adopted in this study. To 
perform a quality check on the calibrated data, we 
partition them into land and ocean by their 
equatorial crossing times. This separation allows 
us to diagnose systematic errors in the data 
introduced by drifts in the satellite orbit and 
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changes in the instrument calibration. The above 
systematic problems in the data tend to be minor in 
the first few years of the satellite lifetime, but 
subsequently they can grow nonlinearly. In order 
to minimize the impact of these drift and calibration 
induced errors, we limit the data from each satellite 
to a time span of about two to three years in order 
to develop the time series. 

3. Results 

We have utilized the MSU Ch 2 data from 
the satellites NOAA 6, 7, 9, 10, 11, 12, and 14, to 
cover the time period from 1 January 1980 through 
31 December 1996. Using the method described 
earlier (see also Prabhakara et al., 1998), we have 
generated separate time series of the Ch 2 
temperatures over global land and ocean. This 
separation is done to get an indication of the 
systematic effects of satellite drifts in the time 
series. We expect the drift induced effects will 
differ between global land and ocean, mainly 
because of differences in the diurnal cycle over 
these regions. 

For the period 1980 to 1996, we estimate 
the temperature trend over global land and ocean 
by applying a linear regression fit to the adjusted 
mean temperatures given by each individual 
satellite. From these trends, we estimate that the 
increases in temperature over the global land and 
ocean are 0.15 K and 0.18 K, respectively. As 
stated earlier, this difference in warming is likely 
due to satellite orbital drift effects. Weighting the 
temperature changes over the global land and 
ocean by their fractional area, we estimate the 
increase in the temperature over the globe to be 
0.17 K in the same period. In Figure 1, we show 
the time series of the corrected MSU Ch 2 global 
temperatures and the monthly temperature 
anomalies derived from all the successive NOAA 
operational satellites that were used in the global 
temperature estimation. 

Since our analysis is based on MSU Ch 2 
mean temperatures over the entire global land or 
ocean on an annual time scale, we expect that the 
errors in these mean temperatures due to 
instrument noise and sampling are going to be 
very small, less than kO.01 K. From the 
investigations of Prabhakara et al. (1 995a, b), we 
estimate that the errors in the MSU Ch 2 global 
estimates due to interannual variations of 
hydrometeors and surface emissivity are on the 
order of f0.03 K. Together with the possible 
random errors introduced by the overlap 
temperature adjustments, we estimate the 

uncertainty in the global temperature change in 
this method to be about k0.04 K. 
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Figure 1. The corrected MSU Ch 2 global temperature as a function of time. Solid lines correspond to the scale on the left ordinate and 
represent global mean temperature deduced from successive satellites (NOAA 6, NOAA 7, NOAA 9, NOAA 10, NOAA 11, NOAA 12, and NOAA 
14) covering the period 1980 to 1996. The MSU observed warming from 1980 to 1996 is 0.17 K. Dots correspond to the scale on the right 
ordinate and denote monthly temperature anomalies with respect to the 17 year mean annual cycle. These monthly anomalies are show for 
illustrative purposes only. 
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The European Space Agency (ESA), has been very 
successful in the development and operations of two 
polar remote sensing satellites ERS-1 and ERS-2 
embarking mainly radar based instruments. One main 
objective of both satellites, was to contribute to 
oceanographic measurements by means of a SAR 
operating in the so-called wave-mode, a radar altimeter, 
a wind scatterometer, plus an advanced radiometer. The 
measurements of winds, waves, sea surface temperature 
and related Ocean circulation are now available for a 
period covering more than six years, and will span until 
the new generation of satellites are launched. This 
includes the ENVISAT-1 to be launched in 1999, and 
the meteorological satellites (MSG and MetOp), the 
latter in co-operation with the European Organisation 
for the operational exploitation of meteorological 
satellites, EUMETSAT. As regards the contribution to 
oceanography, ENVISAT will add ocean colour 
measurements to the suite of those provided by 
advanced altimeter and SAR instrument. MSG and 
Metop will ensure operational continuity to the SST 
and wind vectors. The synergetic use of the wealth of 
data provided by the future programs is expected to 
contribute to the improvement of oceanographic and 
other applications, as well as to many areas of Earth 
Sciences research. 

2. THE PAST AND PRESENT EXPERIENCE 

The European Space Agency (ESA) started its 
contribution to Earth Observation from space as early as 
1977, date of the launch of the successful series of 
geostationary meteorological satellites Meteosat, which 
images are now familiar to all Europeans. Meteosat have 
greatly contributed to the improvement of weather 
monitoring over Europe and Africa, including the 
surrounding oceans. The principal payload of the 
satellite is a multi-spectral radiometer, providing images 
every 30 minutes in the visible light band (0.5-0.9 
micron), the thermal InfraRed band (10.5-12.5 micron) 
and the InfraRed water vapour absorption band (5.7-7.1 
micron). 

The Meteosat satellites are now under the control and 
responsibility of EUMETSAT, a dedicated organisation 
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that took over operations from ESA in November 1995. 
The last (seventh) of the Meteosat satellites was 
launched in September 1997. 

The next big step for ESA was the development and 
operations of the polar remote sensing satellites ERS-1 
and ERS-2, embarking mainly radar based instruments. 
One main objective of both satellites was to contribute 
to oceanographic measurements by means of a SAR 
operating in the so-called wave-mode, an altimeter, an 
scatterometer, plus an advanced radiometer. The wave 
measurements (significant wave height, spectra, 
direction), wind over the oceans (speed and direction), 
sea surface temperature and related ocean circulation 
and surface topography (altimetric information over the 
seas) are now available for a period covering more than 
six years. They will span until the new generation of 
satellites are launched. 

3. DEVELOPMENTS 

ENVISAT-1, the ambitious multi-mission satellite to 
be launched in 1999 will add oceanographic 
measurements to the suite of those provided by an 
advanced altimeter, an advanced radiometer and a SAR 
instrument, which ensure the continuation and 
enhancement of the ERS oceanographic mission. The 
Medium Resolution Imaging Spectrometer MERIS will 
contribute to the monitoring of the ocean’s clorophyll, 
yellow substance and suspended matter, thus providing 
information for the observation and mapping of sea 
pollution, coastal erosion and sea ice. 

Following the success of Meteosat, ESA and 
EUMETSAT are co-operating in the development of a 
highly improved new series of geostationary satellites, 
MSG. The main features include a major upgrading of 
the radiometer, the Spinning Enhanced Visible and 
Infrared Imager SEVIRI, which will scan the earth disc 
every 15 minutes in 12 spectral bands. This will allow a 
much close monitoring of rapid developing events due to 
better resolution and higher re-visiting frequency. The 
first MSG is planned to be launched in the year 2000, 
and will be followed by other two satellites, assuring 
operations for at least 14 years. 

A similar co-operation exists for the development of 
the European contribution to the World Weather Watch 
polar satellite system, MetOp, as they will replace one of 



the meteorological satellites flying in the morning orbit, 
provided at present by the U.S. MetOp will embark 
similar instruments to the ones flying in the NOAA 
TIROS satellites, plus European advanced instruments. 
The payload includes instruments geared to give detailed 
information on the atmospheric temperature and 
humidity profiles, essential for weather forecasting. In 
particular, MetOp will embark an advanced 
scatterometer which will ensure operational continuity 
to the ERS missions, with a better coverage thanks to 
continuous functioning and a double swath. The 
prototype M e t 9  will be launched in 2003, and followed 
by at least another two. 

4. FUTUREPLANS 

In line with the objectives set for ESA in the field of 
Earth Observation by Ministers in charge of space, 
ESA will support in the future two types of missions: 
Earth Explorer and Earth Watch. The former are 
research and demonstration missions to advance the 
understanding of the different Earth system processes, 
including the demonstration of associated new 
observing techniques. The latter are prototype 
operational missions serving the operational 
applications-oriented needs of the market. ESA is in the 
process of refining the requirements for such missions, 
which certainly will include an oceanographic 
component, research and applications oriented. 

5. CONCLUSIONS 

ESA, through its Earth Observation Programs has 
always been very active in the provision of information 
from space, related to the oceans, where data otherwise 
are very sparse. Being the oceans a fundamental 
component of the Earth system, ESA’s mandate to 
contribute to the knowledge of the Earth and to the 
preservation of its environment assures the continuation 
and enhancement of such provision. 
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P I .  58B SAMPLING ERROR ESTIMATION FOR SATELLITWMICROWAVE RAINFALL CLIMATOLOGIES 
AND THEIR VARIATION WITH TYPES OF RAIN 

Thomas L. Bell and Prasun Kundu 
Laboratory for Atmospheres 

NASA / Goddard Space Flight Center 
Greenbelt, MD 20771 

1. INTRODUCTION 

Global maps of monthly averaged rainfall are now 
routinely prepared based on satellite observations at 
visible, infrared and microwave frequencies. It is clear 
that these maps delineate reasonably well the areas 
where precipitation occurs and the relative amounts of 
precipitation, but their overall accuracy is not easy to 
assess. Progress in this area will probably be slow for 
some time to come, because of the inherent problems of 
remote sensing of rain, the observational characteristics 
of the satellites, and the difficulty of obtaining calibrating 
measurements from ground-based observations. 

Satellites that observe in the microwave range 
produce the most trustworthy rainfall estimates. These 
satellites are all in low-altitude orbits, and see any given 
spot on the earth only a few times per day. Their 
estimates of monthly averaged rainfall are subject to 
"sampling error." Estimates from geosynchronous 
satellites can be used to interpolate between the 
microwave estimates, but the interpolation is noisy and 
a residue of the sampling error remains. There have 
been nearly a dozen studies during the past decade of 
sampling error in the microwave estimates, especially 
for the Tropical Rainfall Measuring Mission (TRMM) 
satellite. Astin (1 997) has recently given an overview of 
these studies. 

The first estimates of sampling error suggested that 
TRMM would provide monthly averaged rainfall 
estimates over 5" grid boxes with an accuracy of the 
order of 10%. Subsequent studies based on 
simulations with other datasets, however, almost 
invariably found that sampling error could be much 
higher. 

Some of this variability in the findings can be 
explained by the tendency of relative sampling error to 
increase where rain is light, because averages over 
what a satellite sees when observing an area with little 
rain are much noisier than averages of observations 
taken over an area with a lot of rain. In fact, if the 
satellite observations are far enough apart in time, the 
satellite averages tend to be distributed around the 
"true" value by an amount inversely proportional to the 
square root of the observations, as would be predicted 
by the Central Limit Theorem. A more careful 
discussion of this fact can be found in Bell and Kundu 
(1996). In order to make this statement more precise, 
some of the quantities referred to above need to be 
defined. 

2. SAMPLING ERROR MODEL 

Let R(x , t )  be the rainfall at a point x at time t. 
Define the monthly averaged rain rate for a grid box with 
area A as 

.F 

(1 1 1 '  1 R =- dt ';i d2 x R(x, t )  
T O  A 

where T =  1 month. The beginning of the month is 
arbitrarily set at t = 0. Let the satellite estimate of R be 
denoted by R . Then the sampling error is the mean 
squared difference between the two quantities: 

0; = ( ( R  - R f )  

(Errors in the satellite estimates for each observation 
are ignored here.) It is argued in Bell and Kundu (1 996) 
that this sampling error will be approximately 

(3) 

where r =  (R( x , t )  I R( x , t )  z 0) is the conditional mean 
of rain rate where it is nonzero, a is the typical area 
covered by a rain event, and S is the number of satellite 
views of A during the month. 

If rand a for rain events are relatively constant 
from one site to another or one season to another, Eq. 
(3) suggests that relative sampling error will vary as 
R'", where R is the average rainfall for that site or 
season. 

3. COMPARISON WITH STUDY RESULTS 

In Table 1 are listed many of the studies that have 
been done of sampling error. Either because of the 
smallness of the datasets used or problems in 
establishing error bounds on the estimates, many of 
these estimates could not be used quantitatively. Those 
that remain are shown in Fig. 1. They are estimates 
that have been extrapolated to what they would be if the 
grid box area A were 2.5" x 2.5" and lay on the equator, 
and were visited 30 times per month, as would be the 
case for TRMM or the Special Sensor Microwave 
Imager (SSMI). 

The estimates of Oki and Sumi (1994) , using rain 
statistics from southern Japan, are fit by an R-'" curve, 
but the error bars are large. The estimates from radar 
rain maps obtained in the Global-Atmospheric- 
Research-Program Atlantic Tropical Experiment (GATE) 
and from the statistics of rain maps derived from radar 
observations in the Tropical Ocean Global 
Atmosphere/Coupled Ocean Atmosphere Response 
Experiment (TOGNCOARE) (See Short et at. 1997 for a 
description of the data) are rather smaller than the 
southern Japan points. Steiner (1996), using rain gauge 
data from Darwin, Australia, and southern Florida, fit his 
estimates to the curve 

and this curve (not shown) falls quite close to the 
southern Japan results. The coefficient of this fit is 

(4) 

766 PARIS, FRANCE, 25-29 MAY1998 



subject to some uncertainty, however, because it was 
obtained from only 2 months of radar data using a 
technique that can be noisy statistically. 

4. CONCLUSIONS 

These results suggest that, while Eq. (3) may serve 
to describe sampling error in one climatological regime, 
the coefficient can vary by perhaps a factor of 2 or more 
from regime to regime. 

Satellite Sampling Error Estimates 

0 GATE 

- -V- TOGA / COARE - 
. .O. Southern Japan 

1 0 -  

r 

0 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Mean R (mm h- ') 

Figure 1. Plot of relative sampling errors a, / R found in 
various studies whose quantitative accuracy could be 
estimated (3 locations altogether). The sampling errors 
are all for monthly averaged rain rate over a 2.5" x 2.5" 
grid box at the equator seen by the TRMM microwave 
instrument (about 30 visits per month). Similar values 
would be predicted for SSMI-based estimates (for a 
single satellite), aside from biases introduced by SSMl's 
sampling at the same time of day. Fits to R-'" are 
shown for the southern Japan and TOGNCOARE 
estimates. 

We have explored whether some of this variability 
can be explained by varying mixtures of convective and 
stratiform precipitation, and our conclusion is that the 
coefficient is rather insensitive to such variations. It is 
changes in the typical areas of coherent rain activity 
during a "rain event" that most strongly determine the 
coefficient. 

These results will be described in more detail in a 
forthcoming paper by the authors. 
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Table 1. Satellite sampling error studies. Geographical areas from which data were analyzed in the studies are 
indicated by crosses. The method@) of estimating sampling error are indicated in the final column: (a) Average over 
large dataset; (b) "Resampling by shifts," a resampling technique that generally requires more data than was 
available: (c) Model-based. 

Study 
Oki & Sumi (1 994) 
Steiner (1 996) 

McConnell & North (1 987) 
Seed & Austin (1 990) 
Soman, Valdes, & North (1 995) 
Cosgrove & Garstang (1 995) 
Li, Bras, & Veneziano (1996) 

Laughlin (1981) 
North, Shen, & Upson (1993) 
Bell & Kundu (1996) 
Soman, Valdes, & North (1 996) 

Statistics from rain-gauge dataset for 1 year, corrected for unknown effects due to poor spatial sampling using 
results from a two-month radar dataset. 

+Confidence intervals for estimates based on spectral method difficult to determine; diurnal cycle contributed 
significantly and so made comparison with the results of other studies difficult. 

768 PARIS, FRANCE, 25-29 MAY1998 



P1.50B 
Interannual variability of outgoing longwave radiation, moisture, and 

clouds over the Indian Ocean as seen in the GLA-TOVS retrievals 

Amita V. Mehta1 and Joel Susskind 
General Sciences Corporation 

Code 9 10.4, NASNGoddard Space Flight Center Greenbelt, MD 20771, U.S.A. 

1 .  Introduction 
It is well recognized that although the 

sea surface temperature (SST) changes 
associated with the El Niiio/Southern 
Oscillation (ENSO) phenomenon are confined 
to the central and eastern equatorial Pacific 
Ocean, related changes in clouds and outgoing 
longwave radiation (OLR) are quite large over 
the western Pacific and Indian Oceans, 
primarily induced by the changes in the 
atmospheric circulation (e.g. Fu et al., 1996; 
Nigam and Shen, 1994 and references therein). 
Over the Indian Ocean, the nature of OLR and 
cloud variability is further influenced by the 
Indian summer monsoon (ISM). It has been 
suggested (e.g. Rasmussen and Carpenter, 
1983) that the El Nifio-related sea surface 
temperature anomalies (SSTA) and associated 
changes in the Walker circulation affect the 
summer monsoon rainfall. Specifically, a weak 
monsoon is associated with warmer than 
normal SST in the central and eastern Pacific 
Ocean. Yasunari (1990), on the other hand, 
has suggested that there is a sequence of 
atmospheric processes which occur during and 
after a summer monsoon which may be partially 
responsible in inducing SSTA in the tropical 
Pacific Ocean. His study shows that there is a 
high, positive correlation between the ISM 
rainfall and SSTA in the central and eastern 
Pacific Ocean in the winter following the ISM. 

In the.' present study, we examine 
correlations between SSTA in the Nifio'J 
(150"W to 90" W, 5" S to 5" N) region and 
interannual variability of OLR over the Indian 
monsoon region during 1985-94 using the 
Goddard Laboratory for Atmospheres' TIROS 
Operational Vertical Sounder (GLA-TOVS) 
Pathfinder Path-A retrieval data set. The 
monsoon region used in this study extends 
from 15" S to 30" N and 40" E to 100" E. 
Yasunari used a single ISM rainfall time series 
to estimate correlations of the ISM rainfall with 
SSTA in the tropical Pacific Ocean. We 

examine spatial patterns of correlation between 
the NiAo3 SSTA and OLR anomalies (OLRA) 
over the ISM region. The OLRA is generally 
used to represent large-scale convection 
changes resulting from changes in atmospheric 
circulation over the ISM region (Meehl, 1987). 
In addition, we present composite patterns of 
inetrannual OLR anomalies over the ISM region 
for the warm and cold phases of Nifio3 SSTA 
together with GLA-TOVS cloud amount and 
upper tropospheric water vapor (precipitable 
water above 500 mb) anomalies. The GLA- 
TOVS data are briefly described in section 2, 
preliminary results are given in section 3, and a 
summary is given in section 4. 

2 .  GLA-TOVS Pathfinder Path-A 
Data Set 
The GLA-TOVS Pathfinder Path-A 

processing system is a physically-based method 
used in retrieving surface and atmospheric 
parameters from the High Resolution Infrared 
Sounder 2 (HIRS2), and Microwave Sounding 
Unit (MSU) channel radiances (Susskind et al., 
1997). Eleven years (1985-1995) of Path-A 
data are currently available on twice-daily per 
satellite basis, retrieved from the measurements 
taken aboard NOAA-9, 10, 11, 12, and 14 
satellites. The data set includes global (l'xl" 
spatial resolution) fields of land and Ocean 
surface skin temperatures, atmospheric 
temperature and moisture profiles, cloud top 
pressure, radiatively effective cloud fraction and 
total atmospheric ozone. From the GLA-TOVS 
retrievals together with a radiative transfer 
model, OLR has been calculated in the Path-A 
data set. The validation of GLA-TOVS SSTs 
are presented by Anayamba and Susskind 
(1998), and that of OLR are given by Mehta 
and Susskind (1998). 

Anayamba and Susskind (personal 
communication) suggest that the amplitudes of 
El Niiio signal over the Nifio3 region derived 
from the GLA-TOVS surface ,air temperatures 
compare better with insitu observations than 

~ 
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those derived from skin temperatures. 
Therefore, in the present study, we have used 
the SSTA derived from the retrieved surface air 
temperatures. Monthly mean surface air 
temperatures, OLR, cloud fraction, and 
precipitable water above 500 mb (PW5) from 
1985 to 1994 are used. Surface temperature 
anomalies for each month are obtained by. 
removing the long-term mean SST for that 
month. To find the anomalies of OLR, cloud 
fraction, and PW5, we have used a low pass 
filter to remove all periodicities below 13 
months. This is necessary because OLR, 
clouds, and PW5 anomalies have significant 
intraseasonal variability (close to 2 months 
period). One of the advantages of the GLA- 
TOVS data is that all parameters are internally 
consistent and are retrieved by using the same 
methodology for all years. 

3. Results 
Figure 1 shows the time series of 

Nifio3 SSTA derived from the GLA-TOVS 
surface air temperatures. The Nifio3 SSTA 
time series clearly shows the 1986-87 El Niiio 
and the 1988-89 La Nifia episodes. More 
interesting is the evolution of SSTA during 
1991-94, when the SSTAs remain warmer. A 
relatively minor El Niiio event during 1991-92 
can also be seen. Figures 2a-e show spatial 
distributions of correlation coefficients between 
the Niiio3 SSTA time series and OLRA over the 
ISM region. The correlation patterns shown in 
figure 2 are obtained by varying seasonal lags 
between the Nifio3 SSTA and OLRA over the 
ISM region. Simultaneous correlation 
coefficients between the OLRA and SSTA for 
the ISM season (June-July-August, JJA) are 
shown in figure 2c. The correlations shown in 
figures 2a-b are for the Nifio3 SSTA leading 
while those shown in figures 2d-e are for the 
Nifio3 SSTA lagging behind the OLRA. The 
correlations of the Nifio3 SSTA during 
December-January-Februaq (DJF) with the 
following ISM OLRA (figure 2a) are small 
over most of the ISM, except in the equatorial 
southern Indian Ocean around 60"E where the 
correlation coefficients are between -0.5 to - 
0.6. The correlations between the Nifio3 
SSTA during March-April-May (MAM) and the 
following ISM OLRA (figure 2b) over most 
regions are small (~0 .4) .  However, the 
correlations are somewhat higher along the 

Equator. The simultaneous correlations (figure 
2c) during the ISM over the equatorial Indian 
Ocean, Arabian sea, northwestern India, and 
central Asia are above 0.5. The highest 
correlation coefficients are found over the 
northern Arabian sea and western India between 
(0.6 and 0.78). The correlations between the 
SSTA during the September-October- 
November with the previous ISM OLRA 
continue to be high over the same regions. The 
interesting point is that the correlations of the 
Nifio3 SSTA during DJF with the preceding 
ISM OLRA are also between 0.6 and 0.7 over 
northeastern Arabian sea and northwestern 
India (figure 2e). 

The correlation coefficients are positive 
which indicate that increase (decrease) in OLRA 
over the Arabian sea-western India during a JJA 
leads to an increase (decrease) in Nifio3 SSTA. 
This result is consistent with Yasunari's (1990) 
study. He showed that large-scale convection 
anomalies associated with the atmospheric east- 
west circulation changes first appear in the ISM 
region and evolve over the tropical Pacific 
Ocean during the following September to 
February. The point we want to emphasize is 
that only over northeastern Arabian sea and 
western India the correlations between the ISM 
OLRA and Niiio3 SSTA during JJA, and 
during following SON, and DJF are more 
significant. Over the rest of the ISM region, the 
correlations are small. The eastern Arabian sea- 
western India, where the OLRA appears to lead 
the Nifio3 SSTA, are close to the western edge 
of the Walker circulation (see Webster and 
Yang, 1992). Also, over these regions deep 
convective cloud amount decreases rapidly 
westward of approximately 70"E (Mehta and 
Smith 1997). It would be interesting to see 
which are the factors that give rise to the OLRA 
over these regions. 

In Figure 3 we show the June-July- 
August OLRA composites for the years when 
the Niiio3 SSTA in the following DJF are 
positive (left column) and negative (right 
column). Also, we show composites of GLA- 
TOVS retrievals of high cloud amount (with the 
cloud-top above 440 mb) and upper 
tropospheric moisture anomalies (PW5) for the 
same two phases. For the positive (top left) 
SSTA the OLRA over the ISM region are 
positive while they are negative for the negative 
SSTA (top right). The anomalies over the 
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northern Arabian Sea and western India are as 
large as IO to 15 W.m-’ for the positive SSTA 
cases (climatological mean of GLA-TOVS OLR 
over these regions are 240 to 280 W.m-2). For 
the negative SSTA, the OLRA are smaller (-5 
W.m-*). Also, the spatial extent over which the 
OLRA are present is larger for the positive 
SSTA case. As one would expect, the positive 
(negative) OLRA are related to negative 
(positive) anomalies of high cloud amount 
(middle panel) and PW5 (bottom panel). The 
important point to note is that the anomalies of 
high cloud amount as well as PW5 are 
responsible for the OLRA found over the 
Arabian sea and northwestern India. 
Climatological means based on the GLA-TOVS 
retrievals of high cloud amount are between 
10% to 30% and those of PW5 are between 1 to 
2 mm (not shown). As shown in figure 3, the 
anomalies of high clouds and PW5 over these 
regions are large ( -5% for cloud amount, and 
0.3 to 0.4 mm for PW5). Currently, we are 
examining inerannual variability of mass and 
moisture divergence over the ISM region by 
using the Goddard Earth Observing System 
(GEOS-1) reanalysis together with the GLA- 
TOVS data. Our aim is an improved 
understanding of how the anomalies of 
atmospheric circulation, cloud and moisture 
distributions, and OLR are inter-related during 
ISM and how they may lead the SST changes in 
the equatorial Pacific Ocean. 

4 .  Summary 
In this study, we have used 10 years 

(1985-94) of the GLA-TOVS retrieval data set 
to examine correlations between interannual 
variabilities of OLR over the Indian summer 
monsoon region and sea surface temperatures 
over the Nifio3 region. We find that the largest 
positive (negative) OLR anomalies during 
summer monsoons are found over the 
northeastern Arabian sea and westem India and 
they appear to lead positive (negative) SST 
anomalies in the Nifio3 region in the following 
fall and winter seasons. The positive OLR 
anomalies over northeastern Arabian sea and 
western India, preceding positive Nifio3 SSTA 
cases, are as large as 15 W.mm2 and are 
associated with the reduction 
amount and upper tropospheric 
to be related to the changes in 
circulation. 

in high cloud 
moisture, likely 
the atmospheric 
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Figure I : Time series of surface air temperature anomalies 
averaged over the Niiio3 region 
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Correlation Coefficients: Nino-3 SSTA w i t h  OLRA 
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Figure 2 : Conelation coefficients between Nifio3 SSTA and ISM OLPA for : a) December- 
January-February SSTA with following ISM OLRA, b) March-April-May SSTA with 
following ISM OLRA, c) SSTA and OLRA during June-July-August, d) September-October- 
November SSTA with preceding ISM OLRA, and e) December-January-February SSTA with 
preceding ISM OLRA. Contour interval is 0.2, regions with correlation coefficients > 0.5 are 
shaded, < 0.5 are stippled with lines. 
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Figure 3 : Composite anomalies of OLR (Wlrn2) , high cloud amount (961, and precipitablc 
water above 500 mb (mm) during June-July-August for positive (left column) and negative 
(right column) NilTo3 SSTA in the following winter. Contour intervals are 5 W/m2, 96 nnd 0. I 
mm respectively. Areas > 5 W/m2 in OLRA. > 5% in cloud amount anomalics , and > 0.3 
mm are shaded. Areas c 5 W/m2 in OLRA, < 5% in cloud amount anomalies, nnd 4 . 3  mm 
are stippled with lines 772 
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1. INTRODUCTION 

The improvements in the generation of 
Atmospheric Motion Vectors from geostationary 
satellite imagery data now enables the derivation of 
high density vector fields at high frequency. The 
displacement vectors from atmospheric tracers, 
cloud and moisture features, have varying quality 
related to the characteristics of the tracers involved 
and therefore a quality control of the derived vectors 
is essential. The concurrent developments in data 
assimilation enables the near real time use of these 
vector fields in Numerical Weather Prediction, hence 
emphasizing the timely dissemination of the derived 
data sets. Due to the large data volumes and the 
constraints on the distribution time, manual quality 
control is no longer feasible. Therefore the emphasis 
is with fully automatic quality control schemes. 

At EUMETSAT the Automatic Quality Control is 
based on quality control functions, which provide a 
Quality Indicator for every derived vector. These 
Quality Indicators show a true relationship to real 
quality as assessed from statistics derived against 
collocated rawinsondes and data assimilation. This 
poster will describe the current methodology together 
with long term validation results. Furthermore the 
potential use in NWP as well as in other applications 
will be described. 

2. NORMALIZED QUALITY INDICATORS 

The Automatic Quality Control (AQC) is based on 
a set of consistency checks in time and space and 
against background data (Holmlund, 1997). In order 
to derive these tests the current wind derivation 
scheme is based on an image triplet, providing to 
displacement vectors for each possible target. The 
current tests estimates the consistency of the speed, 
direction and vector components for the two vectors 
as well as the mean of the two vectors to surrounding 
AMVs and against a model background field. 

In order to combine the results from the individual 
test to a final quality estimate, the test results have to 
be normalized into a specific range. The distributions 
of wind speed and direction have extensively been 
investigated for climatological and statistical 
purposes (e.g. Berz, 1983). The distributions are 
often non-Gaussian and therefore it is reasonable to 
assume that also the distributions of the tests applied 
in the AQC will have distributions, which are non- 

Gaussian. This is illustrated in figure 1, which 
presents the histogram for the normalized speed 
difference (NSD) test. In the same figure is also a 
Gaussian distribution presented, for which the half 
width is the same as for the histogram. 

Figure 1. The Normalized speed difference histogram 
and corresponding Gaussian distribution function. 

Of more interest than the actual distribution is the 
cumulative distribution function (CDF) (P(t), which for 
a distribution function f(x) is defined by: 

I 

-00 

It should be noted that due to meteorological 
conditions a deviation from a test value of zero, does 
not automatically indicate that the vector in question 
would have a deteriorated quality. This can be 
illustrated by e.g. the direction test, where a small 
deviation in direction can be related to curvature of 
the flow and not to poor tracking or to a changing 
target. These small deviations should also be 
accounted for in the normalization and the use of @(t) 
is therefore not appropriate. Instead, the 
normalization is currently performed with a simple 
tanh based function instead of the true CDF: 

ai(x)= I - (tanh(fi(x))@ 
The advantage of this function is that small 

deviation from the zero value can easily be set to 
return values close to one (representing high quality) 
and any test value will return a quality between 0 and 
one. Figure 2 shows the behavior @,(x) for one of the 
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NSD test, the true CDF and the integrated Gaussian 
distribution function. 

Figure 2. The cumulative distribution functions. 

After normalization the tests deliver normalized 
Quality Indicator (NQI) values which have a similar 
distribution, Le. a vector with a good test results will 
have a NQI close to one, whereas a poor result will 
return a value close to zero. The final quality 

Figure 3. The impact of different quality threshold 
on a derived water vapor wind vector field. 

indicator (QI) of the vectors is defined as the 
weighted average of the NQI delivered by @i(X) 

where the Wi is a test dependant weight. In the 
current set-up all tests have the same weight, except 
for the spatial consistency test which has a double 
weight. 

The weights as well as the configuration 
parameters of the quality tests have been tuned by 
experienced shift meteorologists by inspecting 
images together with the vector fields and their 
assigned quality and also by comparing the 
performance against collocated R/S data. Figure 3 
presents the water vapor wind vector (WWVV) field 
derived at 07.07.1996 12 GMT over the south 
Atlantic. The top left field represents the complete 
derived field, the top right the vectors with an 
estimated quality above 0.25. The bottom left 
represents the vectors with a quality above 0.5 and 
the bottom right the vectors with an estimated quality 
above 0.75. 

0 
0 5 10 15 20 
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3 VALIDATION AGAINST COLLOCATED R/S 
DATA 

To achieve a reliable estimate of the quality of the 
vectors a reference data set is required. At the 
moment the AMVs are mainly used as single point 
measurements equivalently to radiosonde 
measurements. It is therefore natural to use the 
radiosonde data for verification purposes. 

that the vector difference RMS error (dvecRMs) 
between the satellite obsetved and radiosonde 
measurements and wind speed is highly linear 
(Schmetz et al, 1993). In order to be able to compare 
different periods we define the Normalized Vector 
Difference RMS error as 

Using long term statistics it is possible to show 

NRMS = dVeCRhns/lVeCwsl 

The NRMS is not an accurate measure of the 
true reliability of the winds, however it provides a 
better insight into processing performance than the 
pure RMS value. The errors in the NRMS estimate 
are related to differences in time and space of the to 
data sets, representativeness of the tracers of single 
point measurements and to non linearity of the RMS 
vs. wind speed (Holmlund, 1998, Velden 1997). 

To validate the derived QI values comparisons 
against collocated radiosonde measurements were 
performed. Figure 4 presents the relationship 
between the EUMETSAT MPEF (Meteorological 
Products Extraction Fcility) reliability estimate against 
the NRMS for high level WV winds in October 1997. 
The data presented in figure 4 is based on roughly 
5400 R/S measurements collocated with MPEF 
wvwvs. 

I I 

YPI, PI 

Figure 4. The MPEF QI vs. NRMS in October 
1997 (dashed line) and the number of winds per 
quality bin (solid line). 

to the MPEF QI into 0.05 wide bins. For each bin the 
The collocation data has been sorted according 

RMS vector difference, the mean R/S speed as well 
as the mean QI has been computed. The derived 
RMS and mean R/S speed has then been used to 
compute the NRMS. The derived NRMS decreases 
with a simultaneous increase in QI, indicating that the 
QI contains real quality information. Figure 4 also 
presents the total number of winds in each bin. 

The results for medium and low level clouds are 
quite similar. Figure 5 shows the results for low level 
clouds for two different periods in 1996. 

i 

Figure 5. The NRMS vs. MPEF QI for two different 
periods in 1996 for low level clouds. 

The results for the two periods presented in figure 5 
differ significantly. This is mainly due to the small 
number of collocations available, but also indicates 
that interpretation of the results have to be made 
carefully. Therefore further validations with NWP 
(Numerical Weather Prediction) data is required. 

4. VALIDATION AGAINST ECMWF FIRST GUESS 
FIELD 

Since May 1997 EUMETSAT is disseminating 
additionally to the operational AMVs all AMVs with a 
quality greater than 0.3 to ECMWF together with the 
QI. The threshold 0.3 is based on the results derived 
from statistics against R/S and visual validation of the 
derived fields. Most vectors with a quality below 0.3 
are related to spurious peaks in the correlation 
surface, hence providing no real information on the 
local atmospheric conditions. Additionally to the 
standard products derived 4 times per day also the 
intermediate products (1 6 per day) are disseminated. 
The data is passively monitored in the ECMWF 
assimilation scheme, Le. it is possible to derive 
statistics against the model first guess, without these 
vectors impacting the analysis. Figure 6 presents the 
relationship between the MPEF QI and the NRMS 
derived from the ECMWF analysis for high level 
WVWVs for October 1997 and are based on more 
than 660000 disseminated vectors. The data is 
sorted similarly to figure 4 in bins, for which the mean 
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values are derived. The figures also show the total 
number of vectors in the different QI classes. 

r' 
Figure 6. The NRMS for high level WVWVs as 
derived against model data in October 1997. 

are smoother than the statistics derived against 
collocated radiosondes. For more details on the 
verifications and the use of Atmospheric Motion 
Vectors at ECMWF please see Rohn (1 998, this 
issue). 

5. FUTURE DEVELOPMENTS 

The result presented for the high level WVWVs 

The current approach displays some areas where 
further improvements can be foreseen. The highest 
success of the Qls is demonstrated for high level 
WVWVs. This clearly reflects the tuning of the 
scheme, which has to a large extent been based on 
these vectors and the results, has then been applied 
to vector fields derived with other channels and at 
other levels. 

Despite the successful implementation of the 
current scheme also to low level visible wind, there is 
a potential to improve the system for vector fields 
derived from data of the other METEOSAT channels 
and for other levels. Also the introduction of a inter 
channel consistency check is expected to improve 
the results, especially for the low level winds. 

The full utilization of the Qls needs also further 
validation. It is foreseen that as a next step in the 
validation process with ECMWF, they will use wind 
fields derived at a higher frequency than currently 
and exploit the Qls in the assimilation phase. The 
final assessment will be performed with impact 
studies. 

The current methodology has only been 
thoroughly validated for the final QI. The use of the 
tanh based function to normalize the quality tests is 
adequate, especially for high level winds. To fully 
utilize the capabilities of the winds the Qls should be 
split up in the separate components; speed, direction 
and height. This implies further investigations and 

tuning of both the separate tests, but also on the 
individual weights. 

6. CONCLUSIONS 

A new method to derive quality information on 
individual wind vectors derived from consecutive 
satellite imagery has been presented. Both the 
subjective analysis as well as the objective validation 
performed against WS data and ECMWF first guess 
show that the derived quality indicators (Qls) can be 
used to identify good quality vectors with 
characteristics similar to radiosonde measurements. 
The derived statistics show that the normalized RMS 
(NRMS) difference between the derived atmospheric 
motion vectors and the WS as well as ECMWF first 
guess winds decreases monotonically with increase 
in the estimated quality. 

The derived Qls are currently disseminated 
together with the individual wind vectors to ECMWF 
for monitoring. It is expected that the dissemination 
of these Qls will become fully operational during 
1997 and will enable an increased product 
dissemination frequency and an opportunity for the 
users for an enhanced utilization of atmospheric - 
motion vectors derived from satellite imagery. 
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P3.57A USE OF METEOSAT WV CHANNEL DATA FOR DETECTION 
OF MODEL ANALYSIS AND FORECAST ERRORS OF 

POTENTIAL VORTICITY FIELDS 
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Sofia, Bulgaria 

1. INTRODUCTION 

Recently, the potential for validating 
numerical weather prediction (NWP) output by 
comparison of potential vorticity (PV) fields to 
water vapour (wv) imagery has begun to be 
investigated (Browning & Reynolds, 1994; 
Mansfield, 1996, 1997; Resting & Sunde, 1996). 
WV images have been compared with some of 
the most appropriate in the forecast 
environment diagnostic PV fields like potential 
temperature at the surface of PV = 2 PVU 
(2x10 m s Kkg ), height of the PV = 2 surface 
or PV = 2 pressure. To improve the use of WV 
data for verification and validation of the model- 
derived PV, quantitative assessments are 
required. A few studies on the correlation 
between Meteosat WV data and positive 
potential vorticity anomalies (PPVA) in the 
middle troposphere have been made (Georgiev, 
1996, 1998). It was shown that the layer of 
Meteosat WV channel sensitivity to these PV 
anomalies lies approximately between 400 and 
700 hPa. A significant cotrelation was obtained 
at 500 hPa (corr. coeff. range: 0.58-0.64). 

The aim of this paper is to discuss the use 
of WV data as a tool for detection of errors in 
model-derived PV fields and to suggest that an 
alternative field which corresponds closely to the 
WV image dry slots is the 500 hPa PPVA, the 
match being better than those for the PV = 2 
height, PV = 1.5 pressure and PV = 2 pressure. 

6 2 -1 -1 

imagery. Dry areas indicated by the WV 
imagery are most offen connected with the base 
of PV 'troughs' and the leading edge of PV 
maxima, with the 'driest' regions usually 
associated with the strongest PV gradient or 
greatest curvature of the contours. This 
relationship is considered in Mansfield (1 996) to 
be reliable enough to be used to detect model 
analysis and forecast errors of PV fields. This 
study deals with the problem of the reliability of 
correspondence between commonly used PV 
fields and WV images. 

With the aim of verifying model derived PV 
fields, Resting & Sunde (1996) compare 
numerical analyses or forecasts of the pressure 
of the 2 PVU surface and corresponding WV 
images. Mansfield (1996) indicated that the WV 
image better corresponds to the PV = 2 PVU 
height than to the potential-temperature field on 
the 2 PVU surface, especially as dry slots in the 
imagery develop. It was discussed how the 
correspondence is complicated by the 
dependence of the WV channel radiance on the 
temperature of the atmospheric column. When 
there is an evident mismatch between WV 
images and PV fields this gives a strong 
indication that the analysed PV field is wrong, 
and the numerical forecast is poor (Rssting & 
Sunde, 1996; Mansfield, 1996). 

In the studies of Mansfield (1996) and 
Resting & Sunde (1996) W images are 
compared with different PV fields and the results 
are discussed without reconnisina that the 
altitude position of some of the P v  structures 
could be out of the layer of contribution to the 
Meteosat WV channel radiance, It is only 

2. DISCUSSloN ON THE USE OF DATA 
pv 

mentioned in Mansfield (1996) that on 315 K PV 
field the correspondence is not so obvious as 

anomalies of pv do not necessarily penetrate to 
the troposphere. Actually, the layer of 
contribution, where the main part (about 80%) of 
the WV channel radiance, is formed, is on 
average 320 hPa thick. The level of maximum 

It is well known that features in the PV fields 

association with features in the WV channel 

* Address for correspondence: Christo G. Georgiev 
Tsarigradsko shaussee 66, 1784 Sofia, Bulgaria; 
e-mail: Christo.Georgiev@meteo. bg 

in the region of the polar front show a close found on PV = 2 height, since the stratospheric 
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contribution lies between 380 and 500 hPa, and 
moves downwards for dry air (see Fischer et a/., 
1981). Therefore, more careful consideration 
needs to be given to the location of the layer of 
contribution and the pressure of the used 
diagnostic field. 

Undoubtedly, most of the reported in 
Mansfield (1996) and Rssting & Sunde (1996) 
discrepancies between PV fields and VW 
images correspond to errors in the model 
analysis or early forecasts. However, it was 
concluded in Mansfield (1996) that in the region 
of the polar front the shape of the W image is 
closely mirrored by the PV contours, but the 
exact relationship varies according to the 
particular synoptic situation. In fact, any 
mismatch could be due also to the variable 
sensitivity of WV channel depending on the 
pressure of the considered PV field. For 
example, in the cases of R~sting & Sunde 
(1996), it seems that the dry slots on the WV 
images correspond better to the PV structures in 
the regions where 2 PVU surface extended 
down to 450-500 hPa in comparison with the 
cases when 2 PVU surface did not penetrate as 
far as 350 hPa. This might be due to the level of 
maximum sensitivity of WV channel to PV 
anomalies being near to 500 hPa where the 
correlation between Meteosat WV data and PV 
is best (Georgiev, 1996, 1998). 

Therefore, for assessing of model analysis 
and forecast errors, it would be better to 
compare WV images with PV fields on any 
surface located in the middle troposphere near 
by the level 500 hPa, and this comparison to be 
made in areas of PV anomalies. A similar 
method was used by Browning & Reynolds 
(1994) who considered the evolution of the area 
with anomalies of PV > 2 PVU at 3 km as well 
as PV > I PVU at 2 km levels. As a result, a 
more clear correspondence between the WV 
images and the PV anomalies has been 
demonstrated. The approach of Browning and 
Reynolds (1994) is more appropriate than 
considering the potential temperature on a PV 
surface or the PV = 2 PVU heightlpressure (see 
Mansfield, 1996; Rssting & Sunde, 1996). 
Browning & Reynolds (1994) compared VW 
images with PV anomalies only in dry slots that 
are zones of small variability of the contribution 
function for the Meteosat W channel (see 
Fischer et al., 1981). In this paper, areas of PV 
anomalies (PPVA-areas) at 500 hPa are 
considered. This yields a constant pressure in 
the PV structures that are correlated with WV 

data, and thus the contribution function for the 
Meteosat W channel varies slightly only with 
the viewing angle and with the temperature (see 
Fischer et ai., 1981). 

3. CORRESPONDENCE BETWEEN WV 
DATA, THE 500 hPa PPVA AND OTHER 
COMMONLY USED PV FIELDS 

Figure I shows various ways of representing 
PV field along with the corresponding W image 
for the case of Georgiev (1998) involving 
cyclogenesis in the Alpine region (an Alpine 
cyclone) and a north-west African depression. 
The constant PV surface of 2 PVU is chosen to 
lie in between tropospheric and stratospheric 
values of PV (Mansfield, 1996) and 1.5 PVU 
surface has been found to represent 
appropriately the dynamical tropopause in the 
region of the Mediterranean Sea (Prezerakos et 
a/., 1997). Global yodel analysis data from 
ECMWF on a 1.125 horizontal grid and at 10 
pressure levels from 1000 to 100 hPa are used 
for construction of the PV fields on Figure 1. 
Simple centred finite differences are applied to 
calculate PV objectively on isobaric surfaces 
using the isobaric coordinate version of a 
hydrostatic approximation of PV (see Georgiev, 
1998). 

It is evident from Figure 1 that the minimum 
in the pressure of the PV = 1.5 and PV = 2 
surfaces, associated with the developing PV 
trough north of 35’ N, lies just on the pole-ward 
side of the darkest part of the image, with the 
PV gradient over the dry air in the base of the 
trough. This is in agreement with the findings of 
Mansfield (1997) about the field of PV = 2 
height. It is evident that the 500 hPa PPVA field 
gives a better correspondence to WV images in 
the PPVA-area marked as IN’ on Figure l(b) 
(associated with the Alpine cyclone) and in the 
PPVA-area ‘SI on Figure l(b) (associated with 
the north-west African depression). The contours 
of the highest PV are closely mirrored by the 
dark ‘dry slots’ on the WV image. 

The ways for displaying PV information 
usually are PV on a potential temperature 
surface (isentropic PV), potential temperature on 
a PV surface and the height or pressure of a PV 
surface. The first two of these being conserved 
quantities in adiabatic flow, are perhaps 
preferable for use when diagnosing model or 
atmospheric behaviour over a period of time, 
but the conservative nature is a disadvantage 
when comparing model fields with developing 
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Figure f. Compsrison between Meteosat water vapour image for 12 UTC on 01 December 1988 and 
corresponding PV fields. (a) WV image; (b) positive potential vorticity anomalies 2 0.6 PVU at 500 hPa; 
(c) PV = 7.5 PVU pressure, only contours 2 250 hPa, interval 50 hPa; (d) PV = 2 PVU pressure, only 
contours 2 250 hP8, interval 50 hPa. 

dry slots in the imagery (Mansfield, 1997). In the 
above discussion and examples there are 
evidences that the match between the W 
image and any constant PV height or PV 
pressure surface is not as good as that evident 
in comparison of WV dry slots with the field of 
PPVA at 500 hPa. Therefore, PV anomalies at 
500 hPa could be an informative and 
appropriate to use PV field for verification and 
validation of NWP output. 

Finally, the use of the pressure or the height 
of a constant PV surface for validating 
numerical model output is probably not always 
the best approach because it is not clear which 
of the PV surfaces is representative for PV 
anomalies in the layer of contribution to the WV 
channel radiance. This is seen in Figure 1 where 
the extremely dark zone 'M' on the W image 
correspond to a strong gradient area of more 
than 500 hPa of PV = 1.5 pressure (Figure 1 (c)). 
However, it does not associated with any 
anomaly in the field of 2 PVU surface, which has 
not penetrated as down as to 300 hPa (Figure 

l(d)). In the same time there is a close 
agreement between WV radiance and PV at 500 
hPa in this area. 

4. CONCLUSION 

This paper is motivated by the idea that the 
field of PPVA at 500 hPa is an informative and 
appropriate to use PV field being closely 
associated with characteristic signatures in 
water vapour imagely. Such a presentation of 
PV field (e.g. PV anomalies greater than or 
equal to 0.6 PVU) gives a convenient means of 
interpreting the cyclogenetic process in 
association with the evolution of an area of P v  
anomalies. A similar approach was used by 
Mansfield (1 996), who considered the evolution 
of the area where the height of PV = 2 surface is 
less than 500 dam, which corresponds to high 
PV on an isobaric surface in the middle or upper 
troposphere. This PPVA-area was superimposed 
on the field of mean sea level pressure and of 
wet-bulb potential temperature (0,) at 900 hPa, 
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with the aim of identifying any interaction 
between the low-level baroclinic zone and the 
upper forcing and the deepening of a surface 
cyclonic feature (Mansfield, 1996). 

Furthermore, such an approach could be 
useful for forecasters to identify ‘dry intrusions’ 
related to upper-level forcing of cyclogenesis. 
The effect the high PV (closely associated with 
the dry intrusion) has in promoting cyclogenesis 
is discussed in Browning (1997). After the onset 
of cyclogenesis the dry intrusion can be seen as 
a so-called ‘dry slot’ in the WV channel imagery. 
It is shown in current paper that the dry dark 
zones on the WV images fit better to the field of 
PV anomalies at 500 hPa than to any field of 
constant PV surface pressure. Consequently, 
inspection of PPVA-areas at 500 hPa could be 
an useful approach for interpretation of dry 
intrusions in terms of PV concept. According to 
Browning (1997) the identification of dry 
intrusions from WV imagery is useful in two 
ways for forecasters. First, it helps the 
forecasters understand what is happening on the 
mesoscale and to anticipate what may happen 
over the period of a nowcast, which is especially 
valuable in situations of rapid cyclogenesis 
and/or convective activity. Secondly, it can be 
used to validate and bogus a numerical weather 
prediction model. 

The discussion and the examples presented 
would suggest that comparing of W data with 
model-derived PPVA at 500 hPa may be a 
useful way of helping to solve the problem of 
verifying and validating numerical output. This is 
an appropriate method, because of the following 
(for further discussion see Georgiev, 1998): 

(a) The value of contribution function for the 
Meteosat WV channel remains almost the 
same over all the PV structures considered. 

(b) The comparison is made only in the areas of 
dry intrusion where the relationship between 
PV and W data works best. 

(c) Quantitative assessments are also possible 
(see Georgiev, 1996, 1998). 

(d) Any derived discrepancies could not be due 
to the insensitivity of W channel 
measurements, and so the mismatches do 
correspond to model errors. 
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