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Footnote:

FOREWORD

Our ability to observe and measure the atmosphere using space-based sensor systems has
improved many fold since the first meteorological satellite was flown as TIROS-I in April
1960 (see footnote). In addition, we have made significant improvements in our ability
to assimulate the data into the operational weather services of not only the United States
but other countries throughout the world. We now take for granted the importance of
the satellite observations made on a routine basis. Measurements are now routinely
utilized in numerical models. New techniques continue to be developed for the practical
use of these data in global regional and local forecasts. Sensor technology developments
also continue to improve and provide even greater opportunities for future space-based
measurements of the atmosphere.

The conference was organized to focus on the development of space-borne remote sensing
techniques (instrumentation and interpretation) and the application of satellite observation
to meteorological problems, both present and future. Papers have been contributed in
the areas of new observation and techniques, retrieval techniques, applications, informa-
tion retrieval, ground truth and validation, data assimilation and diagnosis, and observing
system simulation studies.

This conference proceedings provide the interested researcher and active forecaster with
an up-to-date status of this important new element of meteorological observations and
measurements. We are convinced the future will see even more dramatic improvements and
contributions by satellite meteorology to our understanding and ability to predict the
atmosphere.

John S. Theon, General Chairman
Walter Frost, Technical Chairman
William W. Vaughan

Thomas Vonder Haar

AMS 1983 Committee on
Meteorological Aspects of Aerospace Systems

Walter Frost, Chairman Kenneth R. Hardy Thomas H. Pries
George-'H. Fichtl Arthur F. Hasler John 8, Theon
Frank Globaker Roland E. Nagle Thomas H. Vonder Haar

Program Committee

Mr. John S. Theon, NASA Headquarters, Washington, D.C., is the General Chairman for
the conference with Dr. Walter Frost, University of Tennessee Space Institute, Tullahoma,
Tennessee, serving as Technical Chairman. In addition, the conference planning committee
consisted of Dr. William W, Vaughan, NASA-Marshall Space Flight Center, Huntsville,
Alabama; and Dr. Thomas Vonder Haar, Colorado State University, Ft. Collins, Colorado.

Local Hosts
West Central Florida Chapter of the AMS

The NASA Conference Publication 227, "Meteorological Satellite--Past, Present,
and Future" 1982 ?rovides an excellent review of the growth and developmont of

the meteorologica

satellite program., Copies are available from the NASA

Scientific and Technical Information Branch, NASA Headquarters, Washington, D.C.,

20546.
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AGEOSTROPHIC MOTIONS IN THE STRATOSPHERE FROM SATELLITE OBSERVATIONS

Lee S. Elson

Jet Propulsion Laboratory/California Institute of Technology
Pasadena, California

1. INTRODUCTION

The winter polar stratosphere is frequently
disturbed by sudden warmings. These events have
been modeled extensively, with a recent example
being that of Dunkerton et al. (1981)., As satel-
lite observations of the stratosphere have become
available, sudden warmings, such as that which
occurred in February of 1979, have been studied
using a diagnostic approach, (Palmer, 1981) with
an emphasis on the comparison of model results to
observations. Such an approach is extremely val-
uable in understanding these events, however
careful consideration of the limitations of the
observations must be made before firm conclusions
can be drawn.

2. THE DIAGNOSTIC APPROACH

2.1 The Generalized Equations of Momentum Conser-
vation

In spherical coordinates, the zonally aver-
aged zonal and meridional components of the momen-
tum equation can be written as:

U + VE¢/a - 2 W, 8in¢ V - UV tan¢/a =

- (u’v’)¢/a + 2 u’v’ tan¢/a 1)
v, + VV¢/a +2uw sing T + w2 tan¢/a =
- (7’2)¢ - (372—;72) tan¢/a - 3¢/a (2)

where u and v are the zonal and meridional compo-
nents of velocity, ¢ is the geopotential, t is
time, ¢ is latitude, a and w, are the earth’s
radius and rotation rate, and a subscript vari-
able denotes a derivative with respect to the
variable. An overbar indicates a zonal average,
a prime a deviation from that average, and ver-
tical velocity and dissipation have been neglect-
ed in this treatment.

2.2 Quasi-~geostrophic Assumptions

As discussed by Palmer (1981), the usual
approach to determining the mean circulation is
to calculate © by assuming strict geostrophy in
(2). ¥ 1s determined from satellite temperature
observations together with a boundary value of ¢.
This approach can be expected to give reasonable
results as long as u or sin¢ are not small. As
will be shown, the first condition is occasional-
ly violated in the stratosphere. For complete-
negs, it should be mentioned that either Vv, or
the residual version of this quantity can be

calculated by assuming that the first and
third terms on the left side of (1) are bal-
anced by the first and second terms on the
right side of that equation. In addition, the
thermodynamic equation can be used to define
the Eliassen-Palm (E-P) flux which is important
to an understanding of the interaction between
the waves and the mean flow. Since these quan-
tities have not yet been calculated for the data
data set which will be examined here, their for-
mulation will not be discussed.

It is obvious from (1) and (2) that u’ and
v’ must be specified. This is done by assuming
that these quantities are related geostrophically
to ¢’ by the following:

2 w, sing v’ = ¢'3/(a cos¢) (3)

2 w, sing u’ = ~¢"y/a 4)

Once the velocities have been determined, it is
possible to substitute them back into (1) and
(2) to check for consistency in the scaling
assumptions.

3. SUDDEN WARMINGS

Much of the discussion of sudden warmings in
the literature centers on the role of the focus-—
ing of planetary waves into a small polar area
where mean flow deceleration is accompanied by
a warming. One way for such focusing to occur
is through a partial reflection of the upward
propagating waves by a critical line. Since
critical lines are determined by the location
where these slowly moving waves have Doppler
shifted phase speeds of zero, one would expect
that regions of zero mean zonal wind might
have an effect on the E~P fluxes (Dunkerton et
al., 1981). Such an effect or its absence
should be readily observable from the analysis
discussed above. An important result of
Palmer ‘s work is that the diagnostically deter-
mined evolution of the zero wind line during the
warming of February, 1979, did not agree with
the behavior suggested by the model of Dunkerton
et al. In particular, no encroachment of easter-
lies from the equatorial regions into the mid-
latitudes, was implied by the data. Such beha-
vior played an important role in the model evolu-
tion of the mean zonal wind.

4,  LIMS DATA

The data used in this study come from the
Limb Infrared Monitor of the Stratosphere (LIMS)



instrument which has been described by Gille and
Russell (1984), This instrument has a vertical
resolution less than 4 km and the spacecraft
(Nimbus 7) orbit provided good daily global cov=-
erage. One of the data products from the experi~
ment consists of Fourier components of both
temperature and geopotential mapped as a function
of latitude and pressure altitude. The geopoten—
tial was used in (2) - (4) as input data. Al-
though these data have been compared favorably
with other sources, and the data appear to be
self-consistent, the usual caveats concerning
accuracy limitations should be kept in mind dur-
ing the discussion that follows.

Derived quantities from LIMS will be compar-
ed with the same quantities which Palmer derived
from the Stratospheric Sounding Unit (SSU) on
TIROS~N. Both data sets have been interpolated
to one synoptic time: for LIMS, it is 12:00 GMT,
and for the SSU, it is 00:00 GMT. As a result,
direct comparisons are difficult during times of
rapidly changing conditions.

5. RESULTS AND DISCUSSION

Fig. 2 shows the mean zonal wind versus pres-—
sure and latitude for Feb. 16 and 17 at 12:00 GMT
as derived from LIMS data. For comparisom, Fig.
1, which has been taken from Palmer (1981), shows
the same quantity for 00:00 on Feb. 17. Although
the scales are a little different in the two fig-—
ures, it can be seen that the LIMS data indicate
greater extremes in the values of G. The wester-—
ly jet at 75° shows maximum values in excess of 50
m/s, and perhaps as large as 65 m/s. In the SSU
data, the maximum is less than 50 m/s. Perhaps
more significant, the LIMS data show the exis-
tence of a zero wind line and a small region of
easterlies in Fig. 2a near 40°, Even though this
zero wind line has disappeared 24 hours later, as
shown by Fig. 2b, the LIMS data indicate a more
extensive region of low values of U at this time,
than do the SSU data., As will be shown below, the
easterlies indicated by the LIMS data are more
prevalent at earlier times. One suspects that the
reagson for the differences between the two data
sets arises from the higher vertical resolution of
the LIMS instrument.
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Fig. 1. Height/latitude cross section of the
zonally averaged zonal wind, in m/s, as deter-
mined from SSU data by Palmer (1981). Data have
been interpolated to Feb. 17, 1979 at 00:00 GMT.

As mentioned, once 1,¥,u’ and v’ have been
calculated using the approximations described
above, they can be substituted into (1) and (2)
to determine the importance of the neglected
terms. It has been found that for many days
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Fig. 2. As in Fig. 1, but using LIMS data for
12:00 GMT on Feb. 16 (a) and 17 (b), 1979, Fig-
ure scale 1s slightly different from Fig. 1.
Negative (shaded) regions indicate areas of
easterlies.

where disturbed conditions exist in the polar
regions, U 1s not well approximated by the geo-
strophlic relationship at some locations. Both
the centrifugal term {4th on the left side of
(2)} and the wave flux convergence terms {lst and
2nd terms on the right side of (2)} can be rela-
tively large. As an example, the Coriolis term
{3rd term on the left side of (2)} and the wave
flux term are compared in Fig. 3 for 2 days in
February. The increased coverage in latitude
over the earlier figures, allows one to see that
there is an encroachment of easterlies on Feb., 13
that looks remarkably like the early stages of
the model of Dunkerton et al. It should be noted,
however, that the subsequent evolution of U in the
model does not resemble the diagnostically deter-—
mined evolution. On both of the days shown in
Fig. 3, the wave flux terms are large enough to
alter the balance of momentum in the 50° to 55°
region and their tendency would be to bring the
mean zonal wind closer to zero in that region.

In the polar reglions, the wave flux tends to re-
inforce the westerlies and the centrifugal term
(not shown) tends to reduce the westerlies.

6. FUTURE WORK

An analysis of the meridional momentum bal-
ance on a day to day basis shows that the mid-
latitude region of easterlies or near easterlies
is a persistent feature over several days. A pro-
per determination of U would involve the inclu-
sion of the two terms discussed above and would
be expected to indicate that a large area in the
mid-latitudes could, within the errors of the
LIMS measurements, be surrounded by a zero wind
line. A more complete understanding of the role
of critical lines and upward propagating waves
will result from the calculation of the E-P fluxes
ai well as the residual mean meridional circula-
tion.
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Fig. 3. Height/latitude cross sections of
Coriolis terms for Feb. 13 (a) and Feb. 16 (c),
and wave flux terms for those dates (b and d
respectively). Note increase in latitude scale
coverage from Figs. 1 and 2. Units are cm/s?.
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1.  INTRODUCTION

The aerosol transport, source, and sink
strengths are important for understanding tro-
pospheric chemistry. Controls and legislation
concerning gaseous emission depend on such
knowledge. Data are required on specific con-
stituents such as aerosol sulfate, sulfur,
water, etc., rather than on only total mass.

Measurements from satellites of the
radiance of sunlight scattered from the earth
and its atmosphere have been used to derive
properties of aerosols. Methods are most
successful where the surface reflection is
weak and fairly uniform, Many investigators
have been involved in making measurements of
aerosol optical thickness (Griggs 1975, 1979;
Mekler et al., 1977; Carlson, 1979; Koepke and
Quenzel, 1979; Kaufman and Joseph, 1982) and
mass (Fraser, 1976) over oceans. Attempts to
make such measurements over land do not seem to
have been reported. The emphasis in this re-
port is on satellite measurements of aerosol
optical thickness and mass over land.,

Measurements from the Geostationary
Operational Environmental Satellite (GOES) by
the Visible Infrared Spin-Scan Radiometer
(VISSR) are used. Since VISSR is not calibra-
ted after launch, a post-launch calibration
method was developed and is presented. A dis-
cussion of the algorithm follows for deriving
the aerosol optical thickness over land from
the measured radiance of scattered sunlight by
means of a radiative transfer model in which
the optical characteristics of the aerosol are
assumed. The surface reflectance values are
required and are measured on days when the
optical thickness is small. Values of the
optical thickness measured from the ground and
satellite are compared, Finally, the flux di-
vergence of particulate sulfur during an air
pollution incident is given,

2.  CALIBRATION

GOES stationed near 75° W longitude pro-
vides radiance measurements of Eastern United
States and the Atlantic Ocean every one-half hour,
The effective wavelength of the visible light
channels is 610 nm. The nadir spatial resolution
is about 1 km. Unfortunately, VISSR is uncali-
brated after launch., Furthermore, the gains of
the eight channels are changed aperiodically to
reduce striping that appears in images of the
earth., Hence, VISSR should be calibrated on each
day that its measurements are used quantitatively.

Earlier investigators attempted post-launch
calibrations of VISSR. The prelaunch calibration
between radiance (L) and voltage counts (C) was

(1) L = a+bC2,

with possible small contributions from'highgr
order terms. L is a relative radiance in this
report and is expressed in reflectance units:

L= o'/F costy,

where L' is the absolute radiance, F is the solar
irradiance; and ¢ is the solar zenith angle,
In the foldowing discussion C refers to the
adjusted counts made available to users of the
VISSR measurements. Norton et al. {1980) cali-
brated VISSR with direct sunlight that illum-
inated only a small fraction of the area of the
optical surfaces. They assumed that the small
prism collecting the sunlight maintained the same
tramissivity as measured before launch. Muench
(1981) showed that the post-launch calibration of
VISSR could differ significantly from the pre-
launch values. For example, the responsivity of
the VISSR on the SMS 2 satellite, whose measure-
ments are used in this study, decreased 40 per-
cent during one year.

Because of post-launch instrumentation
changes and aperiodic adjustments to the VISSR
gain, a procedure was developed to calibrate



VISSR on each day that its measurements were used.
The voltage counts were collected from many cloud-
free regions of an Atlantic Ocean image. These
counts were related to radiances computed for
models of the ocean-atmosphere system. An addit-
jonal description of the method follows.

The radiances were calculated for a model of
the ocean-atmosphere system (Ahmad and Fraser,
1982). The ocean surface was rough, but the ra-
diances were calculated for regions far removed
from the bright glitter pattern of the sun., The
gain b in Eq. (1) changed by only one percent for
a likely range of wind speeds between 2 and 10
m/s. An additional reflectance of 0.005 accounts
for the light scattered from below the ocean
surface. This reflectance is small, since the
effective wavelength was 610 nm,

The model atmosphere contains the standard
gases, the absorbing gas ozone, and aerosols.
The maritive aerosol of Shettle and Fenn {1979)
at a relative humidity of 80 percent was used.
The size distribution over the optically effec-
tive range follows a power law:

(2) dn/d log r-2.48,

where n is the number density of spheres with
radius r. Their index of refraction was 1.35-
1.1x10-8 i, The aerosol optical thickness was
0.1. The gain b in Eq (1) decreases 17 percent
for a 0.1 decrease in aerosol optical thickness.

The VISSR responses to the ocean radiances
in one image was developed from a collection of
histograms of 15-40 regions of the Atlantic
Ocean that seemed to be cloud free. Each histo-
gram consisted of voltage counts for arrays as
small as 80 rows and 80 columns to large arrays
of 400 x 400 high-resolution pixels. Because
the radiance varies approximately as L~co0s59,
where U 1is the zenith angle of array at a point
of where observation to VISSR, the histograms were
obtained for a range of © between 20° to 80° in
order to obtain a large range of radiances. Inas-
much as the radiances over land during very hazy
conditions attain twice the ocean values, the
final calibration curves were extrapolated to
cover the highest radiances over land.

A representative count C for each histogram
was obtained from the following relation:

(3) C=T" + ',

where TT is the mean of the lowest 10 to 30 per-
cent of the counts, and &' accounts for the
difference between that mean and the median value
of a uniform scene. C is an estimate of the
counts if no clouds were present, A represen-
tative histogram of C' and a calculation of C are
given in Fig. 1. 953 values of C' are included
in this histogram, The numbers of the lowest 10
and 30 percent of all counts are 95 and 286, re-
spectively, The calculation of T is shown,

Before counts are related to radiance, Eq.
(1) is put in a different form:

(4) L= a(c? - C2)/(255)2,

where o is the gain, C is the count obtained
from a histogram, Co is the count for zero radi-
ance, and the VISSR counts are suplied as an 8-
bit number. C, is obtained by viewing black
space beyond the limb of the earth. The gain «
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Fig. L. Histograms of VISSR counts over the
Atlantic Ocean where it seemed to be without
clouds.

is obtained from the slope of a regression line
of the radiance L on CZ. Many samples of L, ce
pairs for one image were chosen by a booststrap
statistical inference method (Diaconis and Efron,
1983). For a particular image, 15-40 pairs of L,
€2 values were available. A sample point was
assigned a number. The numbers were selected
randomly until as many pairs were available as
were present initially. A pair L, 2 could be
chosen more than once, A thousand such sets
were constructed. L was regressed linearly on
C2 for each of the 1000 sets. The slope of
each line gave the value of gain o for an image.
The regression values of the gain that were
computed for July and August 1980 are given in
Fig. 2. The error bars include 68 percent of

VISSR GAIN
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Fig. 2 The SMS 2 VISSR gain for 7 weeks,



the gains computed by the bootstrap method. The
gains (o) for the SMS2 VISSR changed by 25
percent over a six week period.
3.  ALGORITHM

The algorithm for deriving aerosol proper-
ties is given in Fig. 3. The VISSR counts from

ALGORITHM

SURFACE
REFLECTANCE

1
GOES CLouDs L_"

MOOEL
Counts CALIBRATION

OPTICAL THICKNESS

ATMOSPHERE MASS TRANSPORT

Fig. 3 Algorithm for deriving the aerosol
properties from satellite measurements.

a GOES are taken for regions that are expected
to be free of clouds, Infrared images screen
out thin cirrus clouds. These operations take
place on an Atmospheric Oceanic Information
Processing System (AOIPS). The surface reflec-
tance is derived from VISSR observations on days
with small amounts of haze. The aerosol optical
thickness is derived from the calibrated VISSR
radiances by means of a radiative transfer model,
The last box on the right indicates that vari-
ables well correlated with the aerosol optical
thickness are available also, or can be calcula-
ted with additional data, such as winds, which
are not derived from satellite observations.

A somewhat different radiative transfer
model was developed for eastern United States.
The ground is assumed to reflect light according
to Lambert's law with a reflectance value derived
from VISSR observations. The atmospheric model
is the same as described previously, except for
the aerosol properties. The size distribution
was given by Whitby (1978) for the accumulation
mode, which is the strongly dominate mode for
aerosol optical properties in the visible spec~
trum. It is a log normal function with a mean
and standard deviation of the logarithm of the
diameter in micrometers of -2.40 and 0.693, re-
spectively. The index of refraction of the
assumed sperical particles was 1.43-0,0035 i,
resulting in an albedo of single scattering of
0.96. Tables of radiance are calculated for
this model as a function of the coordinates of
the sun, satellite, and points of observation,
the surface reflectance, and the aerosol optical
thickness.

An error budget for satellite measurments
of aerosol optical thickness is given in Fig. 4.

The unperturbed model is
representative for VISSR measurements of Eastern

United States during the morning. A surface
reflectance error &R of only 0,01 causes an
optical thickness error of 0.04 to 0,05. The
precision ap of the radiance measurements was
determined by taking the difference in the mean
pixel counts over an ocean area of 250,000 kmZ on
days when the gain o (Eq. (4)) changed only
slightly. The bias radiance error ag is dif-
ficult to establish. It could have several
sources: an error in water reflectance, wrong

0.20

ERROR BUDGET

ERROR, Ar

1 i 1 1
o'ooo.o 02 04 08 08 10

AEROSOL OPTICAL THICKNESS, ¢

Fig, 4. Results of a sensitivity study for the
effect of several error sources on the error in
the VISSR measurement of aerosol optical thick-
ness (Ap = 0.001, precision in the calibration;

Ag = 0.05 L, hias error in the relative
radiance; &RH= 10%, error in relative humidity;
M4 = 0,01, error in the dry aerosol albedo of
single scattering; oR=0,01, error in surface
reflectance). The unperturbed model parameters
are: »= 550 nm, solar zenith angle = 60°,
observation polar angle = 60° and azimuth angle
from principal plane = 150°, aerosol index of
refraction = 1,43~ 0.0035 i, aerosol albedo of
single scatter = 0,96, and RH = 80%.

aerosol models, nonlinear response by VISSR, and
computations. An estimate of the bjas error is
5 percent of the relative radiance, which results
in an optical thickness error that increases
almost linearly with wavelength, as is the case
with the relative humidity and albedo of single
scattering errors., The total error is 20 percent
of the aerosol optical thickness for values
exceeding 0.3. The validity of these error
estimates is shown next with experimental data.
The accuracy of both the calibration and
the algorithm for the optical thickness is demon-
strated with Fig. 6. The aerosol optical thick-
nesses measured by the satellite are compared
with values derived from solar transmission
measurements made from the ground near
Washington, D.C,, Columbus, Ohio, and Miami,
Florida. In order to estimate the accuracy of
the regression line, its equation was calculated
for 1000 sets of data according to the bootstrap
statistical method (Diaconis and Efron, 1983).
The dashed lines include 68 percent of the
regression lines. The deviation of the dashed
Tines from the mean regression line ranges from +
0.04 to *+ 0,08 as the optical thickness increases
from 0.2 to 0.7. These values are about one-half
of the estimated total error in Fig, 4. The
measured errors indicate the accuracy of calibra-
ting the satellite radiometer and algorithm for
deriving optical thickness from the satellite
radiances.
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Fig. 5. The aerosol optical thicknesses derived
from satellite observations are compared with
the values for a vertical column measured from

the ground.

4.  AEROSOL MASS

Mass density at a point

The total mass of an aerosol constituent is
based on a linear relation between its paint mass
{»)} and the aerosol scattering coefficient (bg):

(5) bg =a+bop

where a and b are constants. In the following
discussion p may be the mass density of the fine
particles (FPM), sglfate (S03), or sulfur (S) in
the aerosol: and b; is a scattering coefficient
measured in the visible spectrum of air at low
relative humidity. The values of the constants
depend on the region and season (Pierson et al.,
1980; Waggoner and Weiss, 1980; Wolff eg al.,
1982). The correlation between ¢ and b§ usual-
ly exceeds 0.9,

The data of Ferman et al. (1981) and Wolff et
al. (1982) are used for estimating the mass den-
sity of SO;. They .found the following empirical
relationship:

d =
b 50

(6) S - 7.3 =24 2.z,
FPM FoM

where FPM inclgdes 5031 and their units are gm™3
and those of bg are m -, The correlation between
bg/FPM and SOZ?FPM was 0.98. Equation (6) can

be written in the following form:

(7) bd = 9.58 SO0F + 2.26 R,

where R is the remaining mass in the fine parti-
cle mode (R = FPM - SO3). Since the R-term of
Eq. (7) contributes on?y one-fourth of the total
Stattering coefficient bg, and the concentration
of R is not known, a constant ratio R/SO is
assumed. The $03/FPM ratio for the eastern
United States usually falls within the range of
0.3 to 0.6 (Stevens et al., 1978: Trijonis, 1982).
Therefore, an average values of R/S0; = 1.27.
Substition of this ratio in (3) results in the
following equation for sulfate mass:

(8) 507 =(0.080 +0,009)bS
-0.014

The satellite megsurement of radiance is not
related directly to b%, but is related to the
extinction coefficien% bext for the gqueous aero-
sol. The relation between between b and bg,¢
was discussed by Fraser et al. (1983?:

(9) b3 (2)) = g(A) F(RHMDG, (%),

where W is the aerosol albedo of single scatter,
f reduces the scattering coefficient of the wet
aerosol to that of a dry aerosol, and g~2-1.6 to

relate the field measurements of bg at Ay, to_the
satellite measurements at A,. The mass of SOE
and § are obtained by substitution of Eq (9) 1in
Eq. (8): _
S04 = 0.12 F(RH)W bgayy (610)
S = 0.04 f w baxt,
where the units of by, and wass density are m”
and g m‘3, respectively,

1

B.  Columnar Mass

The aerosol mass in a vertical column (M) is
obtained by integration of Egs. (5) or (10) with
respect to height (z):

30 km
My = ) p {z)dz , i=1,2
surface
= ¢j Jf(2)w(z)bext(z) dz.
= ¢4 fw Jbext(2)dz
(11) M(S) = 0.04 Tw t(610) g m-2,

where C; = 0.04 and Cp = 0.12 for S and SOg,
respectively, and t is the total vertical opti-
cal thickness of aerosol. A weighted product
Tw is taken outside of the integral, because
none of the vertical profiles are known from
the satellite observations.

The weighted mean fw is difficult to esti-
mate accurately. As an example, a vertical pro-
file of humidity and scattering coefficient of
ambient air (bg) measured over Chesapeake Bay
are shown in Fig. 6. The dry aerosol scattering
coefficient is obtained from the aqueous coeff-
icient from the following relation:

(12) bd = 1.4 (1-RH)O-7 b

The strong scattering by the aqueous aerosol
with high relative humidity at 1200 m vanishes
for the dry aerosol. On the other hand, the
strong scattering by the aqueous aerosol at low-
er relative humidity at 400 m remains strong for
the dry aerosol. Such vertical profiles of bg
can not be derived from current satellite data,
Hence, the correct weighting of the relative
humidity (fw) is uncertain, Perhaps such pro-
files of the dry aerosol can be derived in the
future from lidar and humidity data.

The relative error in the columnar mass
{Eq. 11) is given by the approximate relation

(13) (uci\Z (zﬂ‘? w2 ;A,T 172
+

AR
¢i !
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fig. 6. The scattering coefficient of dry air
(A) derived from the scattering coefficient of
moist air (B). The relative humidity is given
by C and mixing ratio by D, The time of mea-
surements is 1344 to 1424 GMT, Sept. 1982,
Kaufman et al., 1983, made the measurements,

The relative errors in cj, f, and w were estima-
ted in percent by fFraser et al. (1983) as +25,
+20, and +10 respectively. The error of measur-
ing the aerosol optical thickness is + 15 percent
Fig. 5). The resultant error in estimating the
columnar mass 4M/M = +37 percent. The error

in estimating the mass of sulfur results more
from lack of knowledge about the optical proper-
ties of hazes rather than measurement of the sat-
ellite optical thickness.

5.  ANALYSIS OF SATELLITE OBSERVATIONS

The mass of aerosol sulfur is desrived from
OES observations taken at 1300 GMT on 31 July
1980. The sun had been shining for 3 hours over
the eastern U.S. This day was chosen because a
large effort was made by many other experimenters
to measure and analyze the properties of the air
pollution for this day. A weak cyclone wjth
accompanying rain was located over Lake Michigan,
South of this region weak, anticyclonic flow,
which is associated with elevated air pollution,
prevailed.

The columnar mass density of aerosol sulfur
is calculated by means of Eq. (11) and given in
Fig. 7. The maximum concentrations above 0.045

g m=2 occur over the Atlantic Ocean and West
Virginia. No other measurements of the columnar
mass have been published, but surface measure-
ments can be used to estimate columnar mass. If
it is assumed that the volume density is indepen-
dent of height within the layer extending 1500 m
above the ground and zero above that, then the
average mass of aerosol sulfur is between 0.005
and 0.008 g/m east of the Mississipi River during
the summer (Husar and Patterson, 1980), The max-
imum value found in publications was 0.040 g/m”,
over West Virginia (Hidy et al., 1978). The
satellite values measured at a particular instant
with a spatial resolution of 100 km lies within
the range of previous data, except for values
that exceed 0.04gm-2. The total mass of aerosol
sulfur within the outlined region is 0.036 Tg.
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Fig.e 7. The columnar density of aerosol sulfur.
The borders through which the transport of sulfur
are computed are given by the continuous, straight
lines,

The horizontal divergence of aerosol mass
is computed with the wind velocity at the 925 mb
level measured by rawins one hour before the
satellite observations. The streamlines in Fig.
8 show the direction of flow: southerly in the

WIND FIELD

fig. 8. The wind field at the 925 mb level. The
continuous lines are the streamlines, and the
dashed Tines give the wind speed in m s-1,

south, westerly in midlatitudes, and cyclonically
around a low pressure over Lake Michigan. The
wind speed is given by the dashed lines. The
maximum speed is 15 m/s south of Lake Michigan
and less than 5 m/s over a large region of east~
ern region of eastern U.S. .

The divergence of sulfur mass is shown in
Fig. 9. The strongest divergence 1is associated
with the east-west belt of maximum aerosol con-
centration, which coincides with the strongest
winds. There do not seem to be similar published
data for comparison. The annual anthropogenic
source strength of SO2, however, forms a basis
for comparison in Fig. 10. The production of §
is 0.5 of that of S0p. The belt of maximum
production is similar to the satellite values
in magnitude and location.
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Fig. 9. Horizontal mass divergence of particulate
sulfur in units of g/yr/m2. The time is 1400
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Fig. 10. Annual rate of production of S0y in
units of g/yr/m? (Acid Deposition Processes
in Eastern North America, 1983).

5.  CONCLUSION

A method has been presented for calibrating
satellite measurements of the radiance of scat~
tered sunlight. The calibrated radiances are
then used to measure the aerosol optical thick-
ness over land. Optical thicknesses derived
from solar transmission measurements were then
used to validate the calibration and algorithm
for deriving the aerosol optical thickness from
satellite measurements, The standard error of
estimate was 15 percent.

. Since the mass of aerosol sulfur species

1S well correlated with the scattering coefficient
of the aerosols at low relative humidity, the
tot;l mass of sulfur in a vertical column was
estimated from the measurement of optical thick-
ness., The accuracy of the columnar mass was
estimated to be 40 percent. An example of the
h0r1zontal mass divergence of the suifur at one
instant was similar to the annual anthropogenic
production of gaseous sulfur. The satellite
Mmeéasurements of aerosol mass, transport, and
divergence require validation with an indepen-
dent set of data.
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1.0 INTRODUCTION

Recent improvements of the sensitivity of
satellite-borne sensors have made it possible to
detect variations of aerosol optical depth from
Space, These variations may be caused, in part,
by relative humidity variations through growth of
Particles by water vapor condensation. The
variations also may be caused Dby particle
population variations at oconstant humidity. To
examine these hypotheses, a set of
hear-simultaneous satellite images and aircraft
measuresments was collected between 20 ' September
to T October, 1982 off-shore of southern
California. The satellite images were from the
NIMBUS-7 Coastal Zone Color Scanner (CZCS) and the
NOAA-7 Advanced Very High Resolution Radiometer
(AVHRR)., The airborne measurements consisted of
aerosol particle sizes, numbers and compositions
and atmospheric state variables. Extinction due
to scattering was ocalculated from the measured
particle size distributions. Then, the vertical
and horizontal distributions of extinction were
compared with the satellite-detected radiance
values. The results show a positive relationship
between scattering by marine aerosol particles and
satellite-detected radiance., Also, scattering by
marine particles is shown to be related positively
to variations of relative humidity. Therefore,
Ssatellite sensors appear to be able - to yield
information on relative humidity variations as
well as boundary layer optical properties.

2.0 THE EXPERIMENT

Satellite images were collected and analyzed
in real-time at the Scripps Satellite Oceanography
Facility (SSOF). During the experiment period,
NIMBUS-7 C2CS and NOAA-T AVHRR images were
collected. The AVHRR sensor provides imagery in
one visible and one near~infrared band. Below are
the spectral responses of the AVHRR channels:

Channel 1 0.58-1.68 um (yellow-red visible)
Channel 2 0.725~1.10 um (near-infrared)

The CZCS sensor provides imagery in 4 visible
bands and 1 near-infrared band. In this paper

only data from CZCS channels 4 and 5 will be
Presented:

Channel

.66~0.58 um (red visidle)
Channel 70

4o
5 0.70-0.80 pym (near-infred)

11

For a description of meteorological satellite
sensors as they relate to marine haze detection
see Durkee et al., (1982).

3.0 RESULTS

3.1 5 October 1982 Case

The experimental results from the flights
executed on 5 October 1982 have been presented by
Durkee et al. (1984). We summarize those results
here and incorporate them with more recent
findings from the experiment, Figure 1 shows the
satellite-detected radiance (AVHRR channel 1)
values plotted against calculated values of
aerosol  optical depth from aircraft-measured
particle size distributions. The slope of the
relationship in figure 1 has been shown by Durkee

et al. (1984) to be that which is expected for
marine particles, These results oconfirm and
expand the preliminary results of Hindman et al.

(1983).

The relationship between extinotion due to
scattering by  marine particles and ambient
relative humidity was also investigated by Durkee
et al (1984). The results from the 5 October
flights are shown in figure 2. The relationship
in figure 2 has the same shape as that reported by
Covert 6t al. (1972) and Fitzgerald et al.

(1982) Tfrom their surface humidified nephelometer
measurements. Thus, it appears that extinotion is
related to relative humidity throughout and

perhaps even above the marine boundary layer.

3.2 Spirial measurements

During the experiment, 25 vertical spirals
were flown within 1 hour of a satellite overpass.
Due to various problems (eg. loss of satellite or
airoraft data), data from 13 of the spirals are
available for presentation here.

The direct comparison between
satellite-detected radiance and aerosol optical
depth shows a high correlation on a single day
within a small region as demonstrated in figure 1.
To ocompare aerosol properties to upwelling
radiance with measurements made on different days,
the variations due to sun-earth-satellite geometry
differences need to be accounted for.
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Figure 1. Satellite~detected radiance vs,
aerosol optical depth from the surface to 2286 m.
The solid line is the estimated linear
relationship; r is the correlation coefficient.

If single scattering 1s assumed,
radiance is given by

L: :Z%:E)P(O){l e*r[-t,.(b,‘,x]} 3

where (4), is the single scattering albedo, Fﬂ
is the solar flux density, and are the
cosine of the solar and satellite zen angles,

upwelling

P(O) is the single scattering phase function,
and is the aerosol optical depth. Ir
‘4%? is small, equation (1) may be further
simpl ed to
w, F
L~ —=—"n)T, )
T PO/ Ca

Finally, separating satellite-dependent terms from
aerosol-dependent terms gives

‘l&_ ~ Wy UB) Th (3)

Equation (3) provides a first-order method for
comparing satellite-detected radiance with aerosol
optical depth while accounting for geometry
affects.

Figure 3 illustrates the results of plotting
values from the left- and right~hand sides.of
equation (3) for the spiral measurements made
within 1 hour of an AVHRR overpass. Figure 4
illustrates the same plot as figure 3 but for
values from CZCS overpasses. The vertical error
bars in figures 3 and 4 are due to the uncertainty
in the satellite measurements of radiance. The
horizontal error bars are due to uncertainties in
assumptions about the composition of particles
above the boundary layer.
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Figure 2. Scattering extinction coefficient vs.
relative humidity. Points are 18.5 km averages
from 5 October 1982 aircraft measurements.

A positive relationship between values from
satellite~dependent terms and aerosol-dependent
terms 1s apparent in figures 3 and &4, The
correlation for the CZCS cases is higher than for

the AVHRR cases, One major cause of this
difference is the fact that the spiral data
collected near the AVHRR overpasses were

significantly affected by aerosol particles above
the boundary layer. These upper level particles
also account for the larger horizontal error bars
for the AVHRR cases than for the CZCS ocases
(compare figures 3 and i),

0.05 ’//f///, -
r
0.04 | ~ :
4ul
Fo |
AVHRR
0.03 (AT C thr) 1
r=0.67
] (P=0.10)
3 J
0.02 . a ! ) .
] 0.01 0.02 0,03
w,p(8)T,
Figure 3. Satellite~dependent terms vs.

aerosol-dependent terms from equation (3) for
vertical spiral measurements made within 1 hour of
an AVHRR overpass,
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Figure 4. Same as figure 3 except for CZICS
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Figure 5 presents values of extinction
Plotted against relative humidity; the values

were averaged through the marine boundary layer.
The results in figure 5 and figure 2 are in
qQualitative agreement. Consequently, the

relationship described in figure 2 apparently
?olds over several days within the marine boundary
ayer,

3.3 Upper level particles

The presence of significant numbers of
particles above the marine boundary layer limits
the extent to which upwelling radiance depends on
characteristios of the marine boundary layer., A
method to detect the presence of signifiocant
amounts of upper level particles is therefor
needed if satellite-~detected radiance 1is to be
used to characterize the marine boundary layer.

The parameters in equation (2) all vary with
wavelength. Particles above the boundary layer,
which result from transport off-shore of
continental and urban type particles, differ from
marine particles in that they are smaller in sigze
and absorb more radiation. The parameters on the
right hand side of equation (2) therefor vary more
with wavelength for upper level particles than

marine particles. A ratio can be formed of
equation (2) applied at red and near-infrared
wavelengths such that:

Lp o (0P TNy

L”IR ( wc 'p t‘ )'\I&

The right-hand side of (4) will be larger for
upper level particles than for marine particles
because of a larger variation with wavelength.
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Figure 5. Averages over the marine boundary layer

of extinotion plotted against relative humidity.

The ratio of red radiance to near-infrared
radiance should therefor be larger in cases where
the total optical depth  has significant
contribution from upper level particles.

Figure 6 illustrates values of the ratio of
red radiance to near-infrared radiance during the
experiment period. The ratio decreases after 26
September. The decrease coincided with the
passage of a precipitating cold front through the
experiment area. The bracketed values indicate
the fraction of the total optical depth which is
due to upper level particles. The sharp decrease
in these values at frontal passage indicates the
front removed the upper level particles present at
the beginning of the experiment.

4.0 CONCLUSIONS

The conclusions from the results presented

here are as follows:

1. Satellite detected radiance is positively

correlated with aerosol optical depth; a result
consistent with Griggs (1975).
2. Extinction is related to relative

humidity within the marine boundary layer. The
relationship follows that which is expecoted from
previous measurements and particle growth theory.
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3. Since satellite-detected radiance is
related to extinction and extinction is related to
relative humidity, satellite-detected radiance may
be used to investigate variations of marine
boundary layer relative humidity.

4, The presence of significant numbers of
particles above the marine boundary layer limits
the relationship Dbetween satellite-detected
radiance and boundary layer relative humidity.
The ratio of satellite~detected radiance at red
and near-infrared wavelingths can be used to
detect the presence of significant amounts of
upper level particles.
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METEOROLOGICAL SATELLITE DATA USEFUL FOR AGROCLIMATE
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1. INTRODUCTION

The most important and variable determinant of
agricultural conditions is the weather. Crop fore-
cast models make use of conventional weather obser-
vations to estimate soil moisture, crop yield, and
detect crop stress. The accuracy of these models
decreases when weather observations are sparse or
not received in a timely manner. In many countries
of agricultural importance, reported meteorological
observations are not adequate for agricultural
monitoring.

Part of the AgRISTARS effort under way at
NESDIS is to develop products from operational
meteorological sateliite data that will supplement
ground-based weather observations for agricultural
monitoring. Meteorological quantities that are.
needed for crop models and that can be produced
from satellite data include estimates of precipita-
tion, daily temperature extremes, canopy tem-
peratures, insolation, and snowcover. In addition,
there is a direct measure of the condition of vege-
tation called a "vegetation index" that is deri-
vable directly from satellite measurements.

2. SATELLITE-DERIVED AGROCLIMATE PRODUCTS

Vegetation Index:

The NOAA polar orbiting satellites have
Advanced Very High Resolution Radiometers (AVHRR)
onboard that make observations in the visible band
(Channel 1, 0.58 to 0.90 pm) and in the near
infrared band (Channel 2, 0.73 to 1.10 um). The
spectral response for these bands is similar to
bands 5 and 7 on the Landsat Multispectral Scanner
(MSS). The AVHRR scans with a ground resolution of
? km; selected areas can be observed at 1 km reso-

ution.

The reflectance of green vegetation in the
visible part of the spectrum is low (20% or less)
but is much higher (50-60%) in the near infrared.

Other surfaces, such as water, bare ground, and
clouds have reflectances that are nearly the same
in the two bands, so the difference between
measurements in Channels 1 and 2 is a sensitive
indicator of vegetation (Hoffer and Johannsen,
1969). The differential reflectance of vegetation
in the visible or near infrared was used with MSS
data to estimate crop acreage, study the distribu-
tion and condition of vegetation and detect plant
stress (Myers, 1975, Tucker, 1979), The advantage
of the NOAA satellites for monitoring vegetation is
that they provide daily observations while Landsat
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has a repeat time of 18 days. Cloud obscuration of
the areas of interest is much less of a problem
with daily observations. The trade-off for daily
coverage is resolution. Only a small part of the
earth can be observed daily at the full 1 km reso-
Tution of the AVHRR; daily global coverage is
obtained at 4 km resolution.

Examples of an experimental vegetation index
product are shown in Figures 1 and 2. These are
northern hemisphere polar stereographic mapped ima-
ges of the normalized difference (CH2-Chl)/(Ch2+Chl)
vegetation index. The greener the scene, the
darker the image and the higher the vegetation
index, which ranges between 0.1 and 0.6 for most
vegetation. The images are generated from 4 km
AVHRR observations made during the week of August
23-29, 1982 and March 21-27, 1983. The data were
mapped each day into a 1024 x 1024 polar
stereographic array and composited over a 7-day
period by saving the greenest observation for each
array point. Atmospheric effects such as Rayleigh
and Mie scattering and subpixel clouds all reduce
the radiance in channel 2 relative to channel 1 and
reduce the value of the vegetation index. Saving
the greenest observation over the 7-day period
minimizes cloud and atmospheric effects and throws
out high nadir angle observations in favor of
straight down looks. The disadvantage of saving
the greenest observation is that it can bias the
sampiing toward the greener vegetation (forest,
irrigated land, etc.). The usefulness of this pro-
duct for monitoring global agriculture is being
evaluated by units of NESDIS and USDA.

Other vegetation index products being studied
include use of full resolution AVHRR for regional
monitoring of vegetation, land use, and surface
climate.

Insolation Received at the Surface:

Insolation is the primary energy source for
growing crops and is used in numerical models for
estimating crop yield, potential evapotranspira-
tion, and soil moisture. The amount of solar
radiation reaching the surface is determined by the
transmittance of the atmosphere, and clouds are the
most important factor affecting transmittance.
Under overcast conditions up to 60 or 70 percent of
incident solar radiation may be reflected to space
and another 10 or 15 percent absorbed within the
cloud. The satellite directly observes the
reflected component of the incident radiation, so
satellite measurements in the visible part of the
spectrum are directly related to insolation
reaching the surface. GOES is the preferred data



source for satellite estimates of ‘insolation
because its repeat observation throughout a day
allows tracking of changing cloud conditions.

Where geostationary data are not available, tech-
niques using polar orbiter data have been developed
{Davis and Penn, 1981).

An insolation method has been developed
(Tarpley, 1979; Justus and Tarpley, 1983) that uses
hourly GOES vigible data to estimate hourly insola-
tion. The technique involves regression against
observed target brightness as measured by GOES, and
the known brightness of the target under clear con-
ditions. The difference between these two quan-
tities is a measure of cloudiness. Hourly
estimates are summed to.give a daily total insola-
tion which is the measure used in.agricultural
models. Figure 3 shows a comparison of satellite
estimates of daily insolation against pyranometers.
These data are for satellite estimates colocated
with selected sites in the NOAA pyranometer net-
work. Insolation estimates are being currently
made and archived for all of the U.S. and agri-
culturally important areas in Mexico and South
America. The average daily values could be used to
provide weekly, monthly, or seasonal values which
should be useful for climate and energy studies.

An example is shown in Figure 4.

Temperature:

Canopy temperature, shelter temperature,
dewpoint temperature, and daily maximum and minimum
temperature are all needed for use in crop and soil
moisture models. Surface temperature has a high
spatial variability which contributes to crop fore-
casting errors where observations are sparse and
not representative of the whole region. Quantities
derived from satellite data are by their nature,

area averages. For large agricultural areas a
51n91e satellite estimate may be more represen-
tative than a few conventional observations within
the area.

The approach selected to obtain temperatures
for agricultural monitoring is through the opera-
tional atmospheric soundings derived from satellite
observations., The enhanced sounding processing
p{ovides temperature and moisture soundings for 3x3
pixel arrays of HIRS/Z instantaneous fields of view
(IFOV) giving a ground resolution of about 75 km at
nadir, Canopy temperature is simply the moisture
corrected brightness temperature observed in an
atmospheric window channel (11 um) of the HIRS/2.
If the radiating surface of the earth is covered

. with vegetation then the surface is a plant canopy.
Since the IFOV for the HIRS/2 is so large, the
observed radiance is from a mixture of various sur-
face types (water, bare soil, crops, native
vegetation).

Shelter and dewpoint temperatures are obtained
by regression using TOVS data and sounding products
as predictors in the equations (Davis and Tarpley,
1983). Figure 5 shows a comparison between
satellite estimates of shelter temperature compared
against observed values from NOAA-6 soundings. The
results shown are for clear and partly cloudy con-
ditions during spring and summer. The error is
large for cloudy retrievals (microwave) and during
the winter,
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~ May 14, 1981, is shown in Figure 6.

Estimates of maximum and minimum temperatures
are obtained by regression against shelter tem-
perature, local solar zenith angle and cloud cover.
The satellite overpass times of the daytime polar
orbiter (NOAA-7) at 0230 and 1430 Jocal time are
near optimum for estimating the daily maximum and
good for estimating minimum. Regression for
max/min adds another 1 to 1.5°C to the expected
error in the shelter temperature retrieval.

Since the max/min temperature estimates are
1iable to considerable error, the experimental tem-
perature product currently prepared for USDA is a
blend of satellite and surface temperature obser-
vations, with greater weight given to the conven-
tiona) measurements. The satellite values enter
the field where conventional data are sparse.

Precipitation:

Precipitation is a key meteorological variabie
that is needed to determine soil moisture and eva-
luate crop yield. Precipitation observations are
required to specify land surface conditions for
climate simulation models and climate prediction
models. In many parts of the globe synoptic
raingauge reports are sparse and sporadic. For
data void regions, weather satellite gbservations
of cloud cover provide valuable additional infor-
mation which can be used to infer the distribution
of rainfall.

As part of the AgRISTARS program, interactive
computer techniques are being developed for analy-
sis and estimation of precipitation over major crop
growing regions in USSR and South America. A cloud
history technique that utilizes GOES hourly images
was developed by the Environmental Research
Laboratories over South America. A cloud indexing
technique developed by Barrett at University of
Bristol that utilizes NOAA polar orbiter data is
being utilized to estimate precipitation over USSR.
The following example shows the Bristol-NOAA tech-
nigue that is currently being evaluated.

The NOAA-7 AVHRR IR data is mapped to a polar
stereographic projection with a resolution of 6.7
km at 60°N. The NOAA enhanced IR image for 01131
The enhancement
shows the area of coldest clouds and heaviest preci-
pitation. These are interpreted as cumulonimbus
with cirrus on top and are associated with a Tow
centered between the Black and Caspian Seas. The
NOAA enhanced IR image at 104Z May 14, is shown in
Figure 7. Wind field analysis confirmed that the
cumulonimbus area with warmer tops Jjust northeast
of the Caspian Sea 1s associated with the wave
feature previously observed between the Black Sea
and Caspian Sea. Plots of the few available
reporting stations indicate showers and precipita-
tion associated with the wave feature. In addi-
tion, Figure 7 shows extensive area of cumuionimbus
clouds over the southern Caspian Sea.

An analysis of rain producing cloud areas was
performed on the (0113Z and 11407 images on the
interactive computer. The 0113Z and 1140Z cloud
type analyses were summed and analyzed further to
account for cloud movement and development. The
most significant cloud movement 1inked the cumulo-
nimbus cloud mass west and northeast of the Caspian
Sea. A broad corridor of rain cloud was analyzed
along the path of the wave feature according to the

pressure and wind fields.



The cloud field analysis was combined with sta-
tion observations, climatic and morphoclimatic
fields to produce the final rainfall estimate for
the 12-hour period ending at 127 May 14, 1981
(Figure 8). The estimates are in millimeters and
represent the average rainfall over an area of
approximately 47 km x 47 km at 60°N on a polar
stereographic projection.

This technique will be evaluated further by
using the dense raingauge network over the USA.
The operational US raingauge network will be
separated into two independent sets of obser-
vations, one to represent the density of obser-
vations in USSR and it will be used for calibration
of the satellite derived estimates. The remaining
stations will serve as the verification set for
comparison with the satellite derived and improved
analysis.,

Conclusions:

Examples of satellite-derived agroclimate pro-
ducts that are currently produced on a routine
basis have been shown. These products are being
provided to USDA and other users for evaluation and
assessment. When adequate feedback is received
from the user community improvements and require-
ments are expected. Improvements are also expected
with the introduction of new sensors on future
satellite systems. The examples shown above were
primarily developed for agricultural monitoring,
however, the same parameters could be utilized for
climate applications with minor modifications.
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Fig. 1. Nonthern hemisphere polar stereo-
graphic vegetation index maps fon the week
of August 23-29, 1982. Produced from
4 km data sampled at 20 km resofution.
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Fig. 6. NOAA-7 VHRR IR imagerny at 01132
on May 14, 1981. The IR data was mapped
to a polarn sterneographic profection and
enhanced at

-509C and -60°C.
2 Ik —
. 3

AVHRR IR

104 GIMT &
MAY- 14 19684

&

* i

A0

Y p ;
Fig. 7. NOAA-7 IR imagery at 11047 on
May 14, 1981. Available station neponts
are neponted with nainfall in millimeterns
to the night of the cross and a satellite
equivalent nain cloud type below the cross.
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1. INTRODUCTION

Most thunderstorms are composed of short-
lived units of convection, referred to as cells.
The cumulus stage in cell development is char-~
acterized by updrafts throughout. As the cell
builds up, a large amount of moisture condenses
and precipitation particles grow (Barnes, 1976).

The lifetime of an individual cell averages
about an hour. A storm consisting of a sequence
of such cells may, however, persist for several
hours.

In the presence of favorable vertical
distributions of temperature, humidity, and wind
velocity encountered in some frontal regions, a
much more vigorous unit of convection may de-
velop (Browning, 1964). These convections are
important because they are responsible for a
disproportionate amount of severe weather,
especially damaging tornadoes and hail (Nelson,
1976). Perhaps its basic distinguishing feature
is a circulation that is not only large and in-
tense, but also virtually steady state, with
updraft and downdraft coexisting to each other's
advantage for periods of 30 minutes or more
(Browning and Foote, 1976).

In this study we are particularly interest-
ed in the multicell thunderstorms (Newton and
Fankhauser, 1975) near Pampa, Texas, in which 6
tornadoes touched down on May 19~20, 1982.

It has long been recognized that severe
storm initiation and development are enhanced
by strong convective instability, abundant
moisture at low levels, strong wind sheer, usual-
ly veering considerably with height, and a
dynamical 1lifting mechanism that can release the
instability (Newton, 1963).

Convective instability can be induced by
proper vertical profiles of temperature and
moisture. It also can be released by the
presence of gravity waves (Curry and Murty, 1974;
Uccellini, 1975; Hung et al.,, 1978; Hung and
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Smith, 1981). 1In this study, weather maps, radar
summaries, and rawinsonde data are used to study
the background meteorological conditions and the
conditions which favor the initiation of severe
storm development.

Geosynchronous satellite data is a potential-
ly powerful tool for studying enhanced convection
and mesoscale systems. Purdom (1976) has noted
that intersecting cloud lines observed on GOES
imagery can be used in forecasting mesoscale con-
vection and thunderstorms, Sikdar et al. (1970)
have used ATS-3 visible data to measure thunder-
storm anvil expansion rates. Hung et al. (1980)
employed GOES infrared data for studying the May
29, 1977, Oklahoma tornado, to show that both

cloud top equivalent blackbody temperature, TBB’

and the growth rate of the area enclosed by the
cloud top TBB isotherm can be used to distinguish

between thunderstorms which eventually spawn
tornadoes and those that do not. Adler and Fenn
(1981) examined cloud top temperature variations
from geosynchronous infrared satellite data
relative to 11 tornado touchdown times. 1In 8 of
the 11 cases there was a period of rapid cloud
top ascent 30~45 min. prior to the tornado touch-
down, This upward growth appears to be assoclated
with the formation of a mesocyclone.

In this study, rapid-scan infrared imagery
at 15 minute intervals from GOES are used in the
analysis of Pampa, Texas multicell storms.

In a study of severe storm intensity using
satellite data, Hung and Smith (1982) show that
the difference between the cloud top TBB and the

temperéture at the tropopause could serve as an
indicator of the intensity of the storm rather
than the absolute value of the cloud top TBB’

The possibility of the conversion of a severe
thunderstorm into a tornadic thunderstorm depends
on this difference rather than either the abso-
lute value of the TBB or the height of the top of

the overshooting turret (Hung and Smith, 1983).



In this study, the role of the variation of
the tropopause height in severe storm formation
is introduced and discussed.

2. METEOROLOGICAL BACKGROUND

Surface meteorological data show a cold
front extending from Arizona, Utah, to Wyoming
at 0000 GMT 19 May 1982. This cold front gradu-
ally moved eastward and approached the Pampa,
Texas area. The meteorological data below 850
mb indicates that warm moist air from the Gulf of
Mexico had been moving into the area ahead of the
front. The wind direction gradually changed from
a south wind at 850 mb, to a west wind at 500 mb
where a short wave pressure disturbance in east-~
ern Texas indicated an instability in the higher
altitude troposphere. Figure 2 shows the verti-
cal wind profile in the Amarillo, Texas panhandle
at 0000 GMT 20 May 1982.
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Fig. 1 Skew-T log-P diagram of Amarillo, Texas

at 0000 GTM, 20 May 1982.

The 1200 GMT 19 May 1982 surface weather
map shows the eastward moving cold front ap-
proaching New Mexico and Colorado. The low
pressure zone extended from the surface to 850
mb, with warm and moist air coming from the Gulf
of Mexico. There was a trough line extehding
from 850 to 500 mb in the area of interest.

A radar summary shows no radar echoes in
the Pampa area before 1935 GMT 19 May 1982. The
first radar echo was observed at 2035 GMT, indi-
cating that the cloud formed between 1935 and
2035, in agreement with the satellite observa-
tions. This rapidly-growing cloud, in the
Presence of favorable vertical distributions of
temperature, humidity, and wind velocity (see
rawinsonde analysis in Section 3 for detailed
description) in the frontal region, created a
multicell thunderstorm (Browning, 1964). This
multicell thunderstorm, which is responsible for
the outburst of 6 Pampa tornadoes, persisted for
more than 6 hours.

3. ANALYSIS OF RAWINSONDE DATA
Available temperature, moisture and wind

profiles from rawinsonde observations all over
the United States were fed into the McIDAS
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system at the NASA Marshall Space Flight Center
(NASA/MSFC). Barnes (1964) scheme was used to
maximize detail i{n numerical map analysis.

As an example, Figure 1 shows skew-T log-P
diagrams from rawinsonde observations in Amarillo,
Texas, the closest to Pampa, Texas, at 0000 GMT,
20 May; which are representative of the atmosphere
in the vicinity of the thunderstorms. 1In the
temperature profile, there were temperature in-
versions at 850 and 480 mb altitudes at 1200 GMT
19 May, that had disappeared by 0000 GMT 20 May.
The temperature lapse rates were dry adiabatic
between 800 and 480 mb altitudes at 1200 GMT 19
May, and also at 0000 GMT 20 May. The presence
of temperature inversions assures the occurrence
of a deep convection when the potential energy
for overcoming these inversions becomes available
(Beebe, 1958). By the time of formation of the
tornadoes, the inversions no longer existed.

The wind profile at Amarillo had strong
winds that veered with height, with a maximum
wind speed of 27 m/sec at 170 mb (0000 GMT 19
May), and 25 m/sec at 260 mb (1200 GMT 19 May),
parallel to the movement of the cold front. Also,
there was a zone of low wind speeds (5 m/sec or
less) at the tropopause height (180 mb) at 0000
GMT 20 May, during the cloud formation time
period. This condition is favorable for the de-
velopment of overshooting turrets.

Time~dependent, three dimensional analysis
of the mixing ratio in the Texas panhandle and
surrounding areas are plotted with a 12 km
spacing using the Barnes (1964) scheme with input
from rawinsonde observations all over the United
States. As an example, Figure 2 shows the geo-
graphical distribution of the mixing ratioc at
700 mb height at 1200 GMT, 19 May.
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Fig, 2 Geographical distribution of the mixing
ratio at 700 mb level, 1200 GMT, 19 May 1982, in
the area of south central United States.

The figures show that there was a strong hori-
zontal convergence of moisture at the 850 mb
height. Approximately 24 hours before the forma-
tion of the tornadic cloud (0000 GMT, 19 May), a
mixing ratio of 10 g/kg appeared in eastern
Kansas and west central Missouri. The horizontal
convergence of moisture shifted to the north~-
western Oklahoma and Texas panhandle (location of
tornado touchdown) areas, with a mixing ratio of
12 g/kg about 12 hours before the touchdown of
the tornadoes, This horizontal convergence of



moisture moved northward to the southwestern
Kansas and northwestern Oklahoma areas, with a
mixing ratio of 12 g/kg at the time of the torna-
do touchdown at 850 mb heights.

The Figures of horizontal convergence of
moisture also show much stronger horizontal con-
vergence of moisture at the 700 mb level. There
was horizontal convergence of moisture with a
mixing ratic of 7 g/kg in the Texas panhandle
area approximately 24 hours before the touchdown
-of the tornadoes. The horizontal convergence of
moigture still remained in the same area when the
mixing ratio dropped to about 5.0 g/kg about 12
hours before the touchdown of tornadoes. The
horizontal convergence of moisture at the 700 mb
level disappeared at the time of the tornado
touchdown.

The horizontal convergence of moisture at
the 500 mb height at different times has been
compared. There was horizontal convergence of
moisture with a mixing ratio of 2 g/kg in central
Colorado approximately 24 hours before the touch-
down of tornadoes. This horizontal convergence
of moisture shifted to the Texas panhandle, north
central Oklahoma, and southwestern Kansas areas
with a mixing ratio of 2 - 3 g/kg about 12 hours
before the touchdown of the tornadoes. The
horizontal convergence of moilsture smoothed out
at the time of the tornado touchdown. The zig-
zag shaped oscillations in the temperature pro-
files are disturbances caused by the propagation
of gravity waves (Rice and Sharp, 1977; Spencer
et al., 1976). Figure 1l shows that gravity waves
appeared (at the top of the tropopause) during
the time periods between 1200 GMT 19 May and 0000
GMT 20 May, another indication of the initiation
of enhanced convection (Hung et al., 1978 and
1980; Hung and Smith, 1981).

In the study of severe storm environments,
Darkow (1964) shows that the tornado proximity
sounding has substantially higher total energy
values in the lower troposphere (850 mb height)
and lower values in the mid-troposphere (500 mb
height), than nearby stations. With similar
consideration in mind, it is possible to formu-
late a Mixing Ratio Index which is nothing more
than the algebraic difference between the mixing
ratioc of the air at the 850 and 500 mb levels.
The time dependent Mixing Ratio Index at the
location of the tornado touchdown (Pampa, Texas
in this case) 1s shown in Figure 3. The Mixing
Ratio Index may be expressed as:

Mixing Ratio Index=(Mixing Ratio)ssomb

(1)

(Mixing Ratio)Soomb

The Mixing Ratio Index provides an indi-
cator of the availability of local latent heat
which 18 necessary for the development of con-
vective clouds. It can be seen from Figure 3
that the Mixing Ratlo Index increased from 7.5
g/kg approximately 24 hours before the formation
of the severe storms to 10.5 g/kg 12 hours be~
fore the touchdown of tornadoes, The Mixing
Ratio Index finally decreased to 3.5 g/kg at the
time of tornado touchdown.
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Fig. 3 Time-dependent variation of the Mixing
Ratio Index in the Pampa, Texas area during May
19-20, 1982,

The difference between the overshooting
cloud-top height and the tropopause height, a
measure of how much the cloud has penetrated
above the tropopause, rather than the height of
the top of the overshooting turret, is important
in the development of severe storms (Hung and
Smith, 1982 and 1983), The high mass density
overshooting turret can only exist as long as it
is dynamically supported by intense vertical con-
vection; therefore, as the intense vertical con-
vection disappears, the overshooting turret
collapses, The magnitude of force per unit area
supporting the weight of the high mass density
overshooting turret 1s proportional to the volume
of the cloud top above the tropopause and the dif-
ference between the temperature of the turret and
the ambient environment, The downward collapsing
rate of the overshooting turret is, therefore,
proportional to the volume of the cloud top above
the tropopause and the temperature differential.
This makes the volume of the cloud top above the
tropopause and the temperature differential crit-
ical in studying the initiation of the downdraft
motion which produces the funnel cloud.

On the other hand, the difference between
the overshooting cloud-top height and the tropo-
pause height may increase if the tropopause height
decreases during the time period of the storm
formation., Similar to Figure 2, the time-depend-
ent geographical distribution of tropopause height
in the south central United States is plotted by
using the Barnes (1964) scheme with inputs from
rawinsonde observations all over the United States
into the McIDAS system at NASA/MSFC. Figures 4,
5, 6, and 7 show the tropopause temperature
distribution at 0000 GMT, 19 May; 1200 GMT, 19
May; 0000 GMT, 20 May; and 1200 GMT, 20 May,
respectively. The location of the warmest tropo-
pauge temperature (lowest height tropopause) of
~58"C shifted from Missouri at 000Q GMT, 19 May,
to a tropopause temperature of -58 C in the Texas
panhandle area, at 1200 GMT, 19 May. This warmest



tropopause temperature became even warmer, -569C,
in the Texas panhandle and southwestern Oklahoma
area at 0000 GMT, 20 May. Finally, the warmest
tropopause temperature cooled to ~58°C and
shifted to the Colorado area, at 1200 GMT, 20 May.
The study of tropopause temperature distribution
during this 36~hour period indicates that the
lowest tropopause height was located in the Texas
panhandle area at 0000 GMT, 20 May.

[

Fig. 4 Geographical distribution of tropopause
temperature at 0000 GMT, 19 May 1982, in the
area of south central United States.

Fig. 5 Geographical distribution of tropopause
temperature at 1200 GMT, 19 May 1982, in the
area of south central United States.
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Fig. 6 Geographical distribution of tropopause
temperature at 0000 GMT, 20 May 1982, in the
area of south central United States.
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Fig. 7 Geographical distribution of tropopause
temperature at 1200 GMT, 20 May 1982, in the
area of south central United States.

Figure 8 shows that the tropopause heights
over Pampa, Texas during this 36-hour period de-
creased from a temperature of -63“C at 0000 GMT
19 May to -58°C at 1200 GMT 19 May and then to a
minimum temperature of -57°C at 0000 GMT 20 May,
the severe storm formation time period. The
tropopause height increased to a temperature of
~61°C at 1200 GMT 20 May, after the dissipation
of the severe storms. Figure 8 suggests that the
decrease of the tropopause height may be an ad-
ditional indication of the possibility of severe
storm formation.,
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Fig. 8 Variations of tropopause temperature
(height), overshooting cloud-top temperature and
tornado touchdown time in the Pampa, Texas area.

The values of the mixing ratio, shown in
Figure 2; and temperature, expressed in Figure 1,
may be combined in energy units to yield the
total energy of the ascending low-level air,
Darkow (1968) suggests that the total energy
varlations are useful and meaningful parameters
in the analysis of potential-~convective instabili~
ty associated with severe storm activity. In
the present study, the time-dependent variation
of the vertical profile of total energy over
Pampa, Texas, was investigated to study the evo-
lution of a storm environment.

The total energy ET of a unit mass of air

may be expressed as:
2

\
— 2
E. CpT + gz + Lq + 5 (i/g) (2)




which is the sum of the specific enthalpy (or
heat energy processed at constant pressure), geo-—
potential energy (or energy assoclated with ele~
vation), latent energy, and kinetic energy. In
Eq. (2), Cp is the specific heat of air at

constant pressure; T, the absolute
g, the gravitational acceleration;
of the air parcel above sea level;
heat; q, the specific humidity (or mass of water
vapor per unit mass of moist aix); and V, the
scalar velocity of the unit mass of air.

temperature;
z, the height
L, the latent

Darkow (1968) suggests the applicability of
the Energy Index as an indicator of the severe
storm environment of latent and potential con-
vective instability by using the algebraic dif-
ference between the total energy of the air at
the 850 and 500 mb levels. This may be expressed
as:

Energy Index = (ET)BSOmb - (ET)SOOmb (3)
The time-dependent Energy Index in Pampa, Texas,
and the location of the tornado touchdown, is
plotted in Figure 9. The Energy Index was at its
maximum value of 14 J/g about 12 hours before the
touchdown of tornadoes, and decreased to the
value of 3.5 J/g at the time of the tormado
touchdown. The Energy Index even decreased to
the value of 2 J/g, 12 hours after the touchdown.
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Fig. 9 Time~-dependent variation of the Energy
Index in the Pampa, Texas area during May 19-20,
1982.

4. ANALYSIS BASED ON SATELLITE IMAGERY

Rapid-scan imagery from GOES was used in
this study. Rawinsonde analysis shows that the
air mass in the Pampa area was extremely unstable
and very moist in the layer below 500 mb. Cloud
formation was initiated after 1945 GMT 19 May.
Figure 10 shows the evolution of the cloud, from
the initiation of cloud condensation to the out-~
break of the second tornado, in terms of the
change of cloud-top temperature. Figure 1
(temperature profile), Figure 2 (horizontal
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convergence of moisture at different altitudes),
Figure 3 (evolution of the Mixing Ratio Index),
Figures 4 to 7 (evolution of the geographical
distribution of tropopause temperature), and
Figure 9 (evolution of the Energy Index) show how
the horizontal convergence of moisture provided
the energy and momentum which initiated the deep
convection through the release of latent heat
during the condensation process. This convective
cloud started to penetrate above the tropopause
at 2130 GMT, while the local tropopause height
was lowest during a 36~hour period, less than two
hours after the initiation of the cloud formation.

Paes , Tons Gow
My 19, 1902

ATinee 1 °C)

Tiwe { 6T )

Fig. 10 History of Pampa storm cloud top temper-
ature.

Figure 8 shows the change in cloud top
temperature just prior to and during the time~-
span of the touchdowns of the six Pampa tornadoes.
The multicell severe storms were formed during
the time period with the lowest tropopause heights
about 20 minutes before the touchdown of the first
tornade. A histogram of the growth and collapse
of each individual multicell Pampa storm was
traced based on the outburst and touchdown of each
individual tornado, and is illustrated in Figure
11 as an example for the first tornado.

Figure 11 shows the changes in the areas (in
terms of pixel numbers) of the cloud top at dif-~
ferent temperatures during the 2115-2315 GMT time
period for the 2305 GMT tornado touchdown. The
overshooting cloud top started to penetrate above
the tropopause with ap equivalent blackbody
temperature TB < =57°C at 2130 GMT. By 2145 GMT,
the cloud top gad reached an altitude with a
temperature < -58°C; by 2200 GMg, the cloud top
had reached a temperature < -60 C; and by 2245
GMT, the cloud top had finally reached its highest
altitude where the temperature was -66 C. Then,
the growth rate started decreasing and the cloud
collapsed about 20 minutes before the tornado
touchdown, in good agreement with the results of
our earlier investigation (Hung et al., 1980;

Hung and Smith, 1982; Hung et al., 1983) and those
of Fujita and his associates (Fujita and Caracena,
1977; Fujita and Byers, 1977).
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Fig. 11 Cloud area expansion and vertical growth
of the cloud top in terms of time change of number
of pixels with temperatures for multicell Pampa
Storms touchdown at 2305 GMT, 19 May 1982.

In this study the overshooting cloud top
temperautre is more than 9°C below the temperature
of the surrounding air; therefore, the overshoot-
ing turret is much denser than the surrounding air.
For the reasons expressed earlier, this makes the
height of the cloud~top above the tropopause and
the temperature differential critical in studying
the initiation of the downdraft motion which pro-
duces the funnel cloud.

The growth and collapse patterns of the rest
of the other 5 tornadoes are similar to the torna-
do which touched down at 2305 GMT.

5. DISCUSSIONS AND CONCLUSIONS

Multicell Pampa storms were investigated
using weather maps, radar summaries, rawinsonde
data, and rapld-scan satellite imagery. Weather
maps, radar summaries, and rawinsonde data pro-
vided the following background information 12
hours before the development of the multicell
Pampa storms:

(1) Strong horizontal convergence of mois-
ture appeared at the 850, 700, and 500 mb levels
in the Texas panhandle area before the storm for-
mation,

(2) Mixing Ratio Index with a maximum value
before storm formation in the Texas panhandle area.

(3) During a 36-hour period, a tropopause
height in the Texas panhandle area that was the
lowest in the southeast United States at the time
of tornadic cloud formation.

(4) During a 36-hour period, the variation
of tropopause height in the area of the tornadic
cloud formation was lowest at the time of the
multicell cloud formation.

(5) The Energy Index with a maximum value in
the area of the tornadic cloud formation before
the formation of clouds.

(6) A train of gravity waves which was de-
tected before and during the cloud formation
period.

Rapid-scan infrared imagery provided near
real-time information of the life cycle of the
multicell Pampa storm formation, development, and
dissipation as follows:

(1) The cloud started to form at 1945 GMT
and penetrated above the tropopause at 2130 GMT,

(2) The multicell storm cloud was formed at
the location of the highest horizontal convergence
of moisture, lowest tropopause height in the
southeast United States,

(3) The cloud-top reached its maximum height
at 2245 GMT which was 9°C below the tropopause
temperature.

(4) The cloud-top collapsed about 20 minutes
before the touchdown of the first tornado.

(5) The relationship between the cloud-top
height and the tropopause height shows that the
most favorable conditions for severe storm de-
velopment occur at minimum tropopause height.

It is true that all the overshooting cloud
tops will eventually collapse regardless of the
association with tornadoes., However, the dissipa-
tion rate of the non-tornado-associated clouds is
much slower, and the cloud can persist for several
hours after the cloud top penetrates above the
tropopause and reaches the highest altitude; the
tornado-associated clouds collapse in a very short
time, about 10-40 minutes (Hung and Smith, 1983).

This research suggests that the combination
of weather maps, radar summaries, rawinsonde data,
and rapid-scan satellite imagery is useful for
studying the environment favoring the severe storm
formation, the life cycle of the multicell severe
storm formation, development and dissipation. 1In
the study of the background severe storms trigger-
ing mechanisms, observations of vertical profiles
of temperature, humidity, and winds at shorter
time intervals and more dense grid points than the
current rawinsonde setup are necessary. It is
very difficult to obtain the information critical
in studying short-lived mesoscale phenomena using
regular 12-hourly rawinsonde observations. Im-
provement of the present system depends upon ob-
taining the necessary profile data from satellites
such as GOES-VAS,
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A STATISTICAL EVALUATION AND COMPARISON OF VISSR ATMOSPHERIC SOUNDER
(VAS) DATA AND CORRESPONDING RAWINSONDE MEASUREMENTS

Gary J. Jedlovec

Universities Space Research Assoclation
Marshall Space Flight Center
Huntsville, Alabama

1. INTRODUCTION

In the fall of 1980, the first VISSR Atmo-
spheric Sounder (VAS) was launched into geostation-
ary orbit onboard the GOES-4 spacecraft bringing
new remote sounding capabilities into existence.
Since then, two more VAS instruments have been
launched with the last two being operational at
this writing. VAS measures radiation emitted by
the atmosphere in 12 infrared spectral bands and
is capable of collecting sounding quality radi-
ances at frequent time intervals (see Chesters,
et al., 1982; Smith, et al., 198l; or Menzel, et
al., 1981 for imstrument description and operating
modes). These radiances can be used to produce
vertical profiles of temperature and moisture in
the cloud-free environment by inverting the radi-
ative transfer equation.

The usefulness of multispectral imagery and
sounding products has been demonstrated recently
by several groups (e.g., Smith, 1983; Anthony and
Wade, 1983; and Petersen, et al., 1982,1983) with-
out much regard for the accuracy and representa-
tiveness of these products in describing mesoscale
atmospheric features. This is mainly because of
the lack of verifying measurements. In the spring
of 1982, Marshall Space Flight Center conducted
an experiment aimed at collecting rawinsonde
measurements of similar resolution to those avail-
able from VAS. This paper presents some results
of a comparison study between VAS soundings pro-
duced using various retrieval algorithms and cor~
responding ground truth rawinsonde data from the
AVE/VAS experiment.

2. DATA AND PROCEDURES

Two basic types of data were used in the
study; namely, three-hourly rawinsonde and VAS
sounding data for the 6 ~ 7 March 1982 experiment
day. Details of this and other experiment periods
in the spring of 1982 may be found in Greaves, et
al., (1982) and Hill and Turnmer (1983). The rawin-
sonde data used in the evaluation consisted of the
basic thermodynamic parameters at 50mb increments
from the surface up to 100mb., The rawinsonde lo-
cations of interest are shown in Fig. 1. The
spacing of these sites 1s roughly 125km over cen=-
tral Texas providing detailed mesoscale resolution
of atmospheric features.

The VAS sounding data available for this per-
iod consisted of three data sets., The first sat-
ellite data set contained soundings produced using
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Figure 1, Rawinsonde sites used in the analysis
on 6 March 1982. The grid area for both the
satellite and rawinsonde data is located in
central Texas (dashed box).

a scheme similar to the one used by Smith (1970).
The scheme i1s a physical one, where an iterative
solution is employed and LFM model output is used
as first guess information. These soundings will
be referred to as "physical" retrievals. The second
data set is similar to the previous one except an
analytic solution is employed after the iterative
physical retrievals are obtained in order to im-
prove the vertical structure of the satellite pro-
files (Smith, 1983). These soundings will be call-
ed "modified physical retrievals. The third set
of VAS soundings was produced using a linear re-
gression scheme as described by Lee, et al. (1983).
This method uses a local rawinsonde data set to
determine statistical relationships between the
radiance measurements and the'structure of the at-
mosphere. These relationships are then applied to
the observed radiance measurements to derive temp-
erature and moisture profiles. This data set will
be denoted as "regression" soundings. In all three
data sets, soundings had a horizontal spacing of

75 - 100km over the entire cloud-free region of
Texas, Oklahoma, and surrounding states. The lo-
cation of the soundings varied with time due to the



extent and variation of the cloud cover.

Rawinsonde and satellite soundings are rarely
co-located in space nor taken at the same time,
thus making comparisons between them difficult to
interpret. To overcome this problem, special pro-
cedures were used to make these data sets more con-
sistent. First, the ground truth rawinsonde data
were adjusted to a common release time (10 minutes
after the beginning satellite scan time) using a
scheme described by Fuelberg and Jedlovec (1982).
The adjusted rawinsonde times in the study are
1100, 1445, 1745, 2045, and 2345 GMT 6 March 1982.
The rawinsonde and satellite data were both ob-
jectively analyzed to a uniform grid (Fig. 1) with
the balloon position (radiosonde) being recalculated
at every level in the vertical. This procedure
eliminated any spatial discrepancies between the
two data types since the same grid was used for
all data sets. The same objective analysis scheme
weighting parameters were utilized with all data
sets so that the potential for detall in the gridded
fields was similar in each case.

The procedures followed in this evaluation
and described above have provided three sets of
satellite data at constant pressure surfaces from
the surface to 100mb. Utilizing identically gridded
rawinsonde data, mean differences, standard devia-
tions of the differences, and root-mean-square
differences between the rawinsonde and each satel-
lite grid were calculated. In section 4, mean
differences, along with analyzed fields and vert-
ical profiles of rawinsonde and satellite data
will be presented.
3. SYNOPTIC CONDITIONS
The 6 - 7 March 1982 case was used for exten-
sive ground truth comparisons because of a large
region of predominately cloud-free skies over the
special network region. Showers and thundershowers
associlated with a cold front moved through central
Texas during the night (Fig. 2). Behind this front,
a shallow high pressure area was centered over
western Oklahoma. To the north, another cold front,
extenting from a low up in Canada, was pushing south
through the upper plain states. The thermal grad-
ient over the central portion of the region was
quite strong with a 15°C gradient over Texas and a
similar one over the central plains. Serval inches
of snow were present on the ground in portions of
Oklahoma and west Texas but melted during the after-
noon hours. Further details of the synoptic cond-
itions may be found in Greaves, et al. (1982) or
Jedlovec (1982).

4,  RESULTS

Figure 3 displays the mean temperature differ-
ence between the rawinsonde and satellite data sets
as a function of pressure and time. Since the
rawingonde is considered 'ground truth" in this
study, the satellite grid point values were sub-
tracted from the rawinsonde values (T“ ).
Several main features are noticeable 4Ad commgn to-
all three satellite data sets. First, there 1s a
low level warm bias < 0) in the satel-
lite grids from the su§§ ace go about 800mb. It
ranges in magnitude from 3 - 5°C and is strongest
at 1745 GMT, Above this level, there exists a cold
bias up to around 600mb which is present in all
satellite data sets for the first three time per-
iods. At the last two time periods, the cold bias
gives way to slight warm bias for the physical
(dotted line) and regression (dashed line) sound-
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Figure 2.
analysis at 1100 GMT 6 March 1982,
in millibars and °C respectively.

Surface pressure and temperature
Units are

ing sets. The modified physical soundings (solid
line) maintains a cold bias at these times. Un-
doubtably, this pattern is directly related to the
low level frontal inversion present over the region
(Fig. 4) which weakens as a result of boundary
layer heating during the day. There is a tendency
for the biases to become smaller as the frontal
inversion weakens. The inability of the VAS re-
trievals to capture this feature is a result of
the broad weighting functions in the lower tropo-
sphere,

In the middle and upper troposphere, the temp-
erature biases in the satellite soundings are not
extremely large until 1745 GMT when biases of 2 -
5°C are present and persist through 2345 GMT,
Again, all three satellite data sets show this bias
with physical retrieval biases being smallest in
this layer (600 - 300mb). Above 300mb there seems
to be a compensating cold bias up to about 150mb.
This bias pattern is related to the lowering of the
tropopause onto the frontal boundary at 1745 GMT
creating a strong temperature inversion near 350mb
(Fig. 4). This inversion continues to lower,
strengthens during the next two time periods, and
the corresponding warm satellite biases get worse.
Maximum values approach 6°C at 2345 GMIL for the re-
gression scheme (dashed line).

In order to properly evaluate the vertical
structure resolved with the VAS soundings, grid mean
profiles of the gatellite and rawinsonde data sets

are presented in Fig. 5 for 2045 GMI. The rawin-
sonde profile (solid line) is somewhat smoother than
normal since it is a grid mean profile but contains
the two major inversions previously discussed (Fig.
4). All three satellite grid mean profiles at 2045
GMT indicate biases (previously discussed) and mis-
assign the levels of the inversions. This could be
due to the broad weighting functions, the low sig-
nal-to-noise ratio of the radiance values in the
upper levels, or to the dependency of the retrievals
on first guess and apriori information.

The dewpoint profiles indicate a rather dry
environment with some residual moisture in the low-
er and upper levels. This structure is only gross-
ly captured by the satellite soundings, which might
be expected since there are only three moisture
channels on VAS. The regression retrievals (dotted
line) do a good job of representing the rawinsonde
profile while the physical (dot-dashed line) and
modified physical (dashed line) schemes seem to
over-estimate the low level moisture and under-
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data are presented in Fig. 6 at 2345 GMI. Biases
discussed in the previous paragraphs will influence
the height fields, however, alternating levels of
warm and cold blases may cancel some accumulation
of error in these derived fields. Figure 6a shows
the rawinsonde height field over the special net-
work. A fairly strong gradient exists in the horth-
east-southwest direction with a magnitude of about
50m., There is a small perturbation in this field
making the gradient non-uniform. All three of the
satellite derived height analyses capture some por-
tion of the rawinsonde features. The physical
sounding analysis (Fig. 6b) and the modified phys-
ical analysis (Fig. 6c) present a uniform gradient
which is orlentated more in the east-west direction
than the rawinsonde feature. The regression analy-
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sis (Fig. 6d) presents a non-uniform field similar
to the rawinsonde. In all three satellite analy-
ges, the magnitude of the gradient across the net-
work is similar, however, absolute values indicate
that the physical and modified physical schemes are
roughly 10m too low while the regression soundings
are a similar amount too high. This can be traced
back to the temperature biases presented in Fig 3.
These satellite analyses are definitely quite good
and represent the "cream of the crop' so to speak.
The accuracy of the satellite analyses and gradient
indicated here however, does not always represent
the real atmosphere this well.

Figure 7 indicates the mean precipitable water
differences as a function of time over the special
network. As was pointed out with the dewpoint
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Figure 7. Mean precipitable water differences
as a function of time for the satellite data
sets. Units of the vertical axis are in milli-
meters, The number of grid points used at

each time are the same as in Fig. 3.

profiles (Fig. 5), the physical soundings (dotted
line) and the modified physical soundings (solid
line) are too moist, particularly in the lowest
layers, with mean precipitable water ‘differences
approaching 3.0mm at 1445 GMT and 1745 GMT, respec-
tively. Although this may not seem excessive, it
represents over 30% of the total precipitable water
in the column over the mesoscale region. The re-
gression soundings (dashed line) have relatively
small difference values except at 1445 GMT when
they approach 2.0mm. Although this is quite good,
horizontal fields of this quantity (not shown) in-
dicate very little precipitable water gradient
despite a significant gradient in the rawinsonde
meagurements.,

5. CONCLUSIONS

In general, all three VAS retrieval sets, pro-
duce similar temperature bias patterns when compared
to the rawinsonde data. The blas patterns alter-
nate between warm and cold in the vertical and are
centered around the level of major inversions. Ap-
parently systematic moisture blases are prominent
in both of the physical retrieval data sets whille
the regression scheme produces horizontally bland
but relatively unbiased moisture products. The
magnitude of the temperature and moisture biases
vary with time and to some dégree with each re-
trieval scheme. This suggests that two factors may
control the quality of VAS soundings for a particu-~
lar situation, First, the vertical structure of
the atmosphere is a major factor for the biases in
the retrievals. The broadness of the weighting
functions plus the poor signal-to-noise ratio in
the upper levels limits the detail in the satellite
profiles and may also affect the horizontal res-
olution of atmospheric features. Second, a partic-
ular retrieval scheme might produce soundings which
are less bilased that others for a particular synop-
tic situation. It is not apparent from this re-
search however, that any one scheme comsistently
produces better results in the grid mean.

Horizontal analyses presented indicate success
in deriving geopotential height fields at a single
time and level, Other analyses show less consist-
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ency in space and with time and the horizontal
gradients are generally weaker than those of the
corresponding rawinsonde observations. The 6 March
1982 experiment day, with a strong frontal inver-
sion and horizontal gradient, is just one type of
situation in which VAS soundings should be eval-
uated in detail. Results for other synoptic set-
tings may or may not be the same, depending on the
vertical and horizontal structure of the sounding
environment.
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I. INTRODUCTION

Laser based sensor have recently been
receiving increased attention as
possible satellite system to improve
measurements of the atmospheric base
state. One technique for determining

the wind velocity is to measure the
Doppler shift of light backscatter from
naturally occuring aerosol particles.
Beneditti-Michelengeli et al., 1972
have demonstrated the feasibility of
such Doppler shift measurements using a
scanning interferometer system operating
at a visible wavelength (.488um).

_ Spaceborne applications of the scann-
ing interferometer technique are

severly limited by the time required to
obtain a spectral scan. This paper
describes a ground based lidar system

to measure the Doppler spectrum simultan-
eously usina incoherent detection. The

«5 um Wind Sensor descrlbeﬁ nere’cohsists
Oof a frequency doubled, Nd;YAG laser
Producing single frequency, narrow band
Pulses and a Fabry Perot Interferometer
(FPI) using an Image Plane Detector (IPD)
to spatially scan the FPI spectral trans-
Mission. A block diagram of the .5um
Wind Sensor is shown in Fig 1. Since each
?hannel measures a separate wavelength
lnterval of the backscatter spectrum, the
relative cisplacement of the backscatter
Spectrum from the reference signal is a
direct measure of the Doppler shift,

. The capabilities of a spaceborne .5 um
Wind Sensor is described in a companion
Paper, “Analysis of a 0.5u«m Spaceborne
Wind Sensor" by Hays, et al.,, 1984. A
ground based Wind Sensor based upon this
feasibility study is currently being
assembled. This paper will concentrate on
the description of the ground based Wind
Sensor with prelimenary results to be
Presented.
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Figure 1 .5 u«m Wind Sensor Block
Diagram.

II TRANSMITTER

The transmitter for the .54 m Wind
Sensor, shown schematically in Fig 2,
consists of a frequency doubled, Q
switch Nd;YAG oscillator amplifier sys-
tem. Since laser cavity resonator
consisting of only mirrors, lasing med-
ium and Q switching device simultaneously
oscillate at a number of different freq-
uencies (called longitudinal modes), add-
itional steps must be incorporated in
the oscillator cavity design to meet the
single frequency narrow band width
requirements for the Wind Sensor trans-
mitter.
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Two techniques are employed in the
oscillator desion to constrain the laser
frequehcy to a single longitudinal mcde
(SLM). A minimal cawvity length was
chousen to waximize tine loangitudinal iode
spacing while allowing accessibility to
the intercavity commonents. An inter-
cavicy etalon reduces the number of
dlongitudinal modes which experience gain
in the oscillator to a few modes (Snith,
1965). The etalon is tilted from the
cavity optical axis to prevent lasing
from the reflective surface and to
adjust the transmission maxima to
coincide with a cavity longitudinal
mode., Because temperature fluctuation,
which occur during optical pumping, will
cause the relative spectral positions
of the mode selecting elements and the
longitudinal mode to change with respect
to each other, adjacent modes can
possibly be above the oscillation thres-
hold and experience amplification.

A second technique is used to further
reduce the possibility of multimode
operation, A prelasing technique (Berry
et al 198l) consisting of slowly reducing
the optical losses in the laser cavity
preferentially amplifies the longitudinal
mode experiencing the most gain. These
optical cavity lasers are controlled by
adjusting the voltage on the Pockels
cell. Once the buildup of a single mode
has been detected by the photodiode, the
Pockel cell is triggered and the entire
Q-switched pulse energy is channeled into
the single longitudinal mode. Quarter
wave plates are used to eliminate sgpatial
hole burning in the laser rod to further
reduce competition between adjacent modes,
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The 1.06. m output from the oscillator
is amplified before being frequency
doubled by the KD*P crystal. The output .
beam is expanded by a 5x telescope befo;e
being transmitted into the atmosphere via
steering optics.

Table I lists the operating parameters
of the transmitter.

Table I : Transmitter Parameters.

i 53 4 m
Operating wavelength )
Expected output energy 50m3/§$é§e
Pulse width 20ns i
Bandwidth (Transform Limit) 5 z
Beam Divergence .37 mrad

III Receiver

The receiver optics for the .54m
Wind Sensor are shown schematically in
Figure 3. A 30cm diameter f/16 Casse-
grain telescope is used to collect the
light backscattered from the atmosphere.
Additional optics are used to conserve
the etondue of the FPI and couple in add-
itional calibrations light sources., »a
fiber optic cable is used to simplify
optical alignment and &liminate any
systematic angular depenaence of the back-
scattered light.

The design of the FPI
optimized to measure the
scatter Doppler Spectrum
a companion paper (Hays,

which has been
aerosol back-
is described in
et al,1984)



Table II lists the design parameters of
the FPI. The combination of large spacer
length and low plate reflectively is the

optimum condition to obtain maximum signal
throughput for the necessary high spectral

resolution, The design and construction of
the- etalaon holder and chamber is similar
to that of the FPI flown on the Dynamics
Explorer Satellite (Hays, et al,1981),
This design and construction yield a very
stable and rugged FPI for space flight
applications. The FPI Transmission
fringes are focused on to an image plane
detector (IPD) to simultaneously measure
the Doppler backscatter spectrum.

Table II Reciever Paremeter

'FPI
Prefilter (Interference)
Etalon Spacer (Zerodur)
Plate Reflectively(Dielectric
Nominal Bandwidth/Channel
Plate Coated Area

30.48cm
70 %

IPD
Photocathode
Amplification

§-20, 1.2 cm/dia

3 microchannel plate
Z configuration
12 concentric equal
areg rings

max

Anode Type

Electric Gain 10

IPD Anode Schematic
1983

Figure 4
Killeen et al,

30A° FWHM

41 MHz
5 cm/Dia
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into a system.

The .5, m Wind Sensor IPD is similar
1to one for the Dynamic Explorer Satellite
described by Kileen, et al., 1983,

This device has a S-20 photocathode,
‘three microchannel plate electron multi-
plication stage and a segmented anode
consisting of 12 equal area, concentric
rings. Fiqure 4 schematically illust-
rates the anode layout which is designed
to imitate the transmission fringe
pattern of the FPI. This segmented anode
desiagn simultaneously monitors equal and
continuous wavelength intervals .of the
backscatter spectrum, Table.II. also lists
some of the Wind Sensor IPD specifica-
tions. The IPD signal outputs are con-
verted to a voltage ahd interfaced to a
data acquisition system for storage and
analysis.

v Data Acquisition System,

A LeCroy Model 3500 microcomputer with
two floppy disk devices, graphics ter-
minal printer and Tektronics 4632 video
hard copy unit is the basis for acquisi-
tion, storage and analysis of Wind
Sensor data. Several digitizers located
in a CMAMAC module are used td convert
the analog signal from the IPD digital
valves for storage and processing by the
computer. Expansion of the data acqusi-
tion system will include additional
digitizers for all 12 channels and a
data logger to monitor operating para-
meters of the system,

\Y Conclusions.

A ground based lidar system designed
to derive atmospheric wind measurements
from the aerosol backscatter Doppler
Spectrum, has been described in this
paper. The system consists of a single
line, narrow band, frequency doubled
Nd;YAG laser transmitter utilizing in-
coherent ‘detection with a Fabry Perot
interferometer. An Image Plane Detector
allows simultaneous sampling of the
backscattered spectrum. The individual
subsystem components have been fabricat-
ed and are currently being integrated
Preliminary results of
initial system performance will be
presented at the conference.
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THE IMPROVED INITIALIZATION INVERSION ("3I'") METHOD :
A HIGH RESOLUTION PHYSICAL METHOD FOR TEMPERATURE RETRIEVALS
FROM THE SATELLITES OF THE TIROS-N SERIES

A. Chédin, N.A. Scott, C. Wahiche, P. Moulinier,
N. Husson and I. Cohen-Hallaleh

Laboratoire de Météorologie Dynamique du C.N.R.S.
Ecole Polytechnique, Palaiseau, France

1.  INTRODUCTION

The "3I'" (Improved Initialization Inversion)
Procedure is a physical algorithm for retrieving
meteorological parameters from the satellite da-
ta of the TIROS~N series at a spatial resolution
of 100 km x 100 km. Accounting for the physics
of the phenomena involved, this procedure expli-
citly takes into consideration local properties
of each terrain observed like surface elevation,
surface emissivity, percentage of water, viewing
angle, Considerable effort is paid to the opti-
mization of the initial guess solution which is
retrieved owing to a large precomputed data set,
the "TIGR" (TOVS Initial Guess Retrieval) data
set, which describes the physical and statisti-
cal properties of a large number of well sampled
atmospheric situations to which the observed si-
tuation may be compared. Retrieval of the ini-
tial guess also relies upon operational fore-
casts of the temperature and of the geopotential
altitude of the lowest atmospheric level. The
quality of the initial solution obtained is de-
monstrated by the fact that only one iteration
W%th the retrieval scheme is required to get the
final solution. Preliminary comparisons, in the
case of the ALPEX Intensive Observing Period of
March 4 and 5, 1982, show a satisfactory agree-
ment with conventional data and, in particular,
a8 much better agreement in the 500 mb to 1000 mb
Pressure range.

2. CENERALITIES ON THE IMPROVED INITIALIZA-
TION INVERSION ("3I") PROCEDURE

. The "3I" procedure is based upon the cons-
titution, once and for all, of a synthetic data
Set (the "TIGR" - TOVS Initial Guess Retrieval -
data set) which comprises, for a large number of
atmospheric situations (presently around 400 for
the middle latitudes, and close to 1400 for all
latitude zones, extracted from a much larger set
owing to a careful statistical analysis) :

a) the description of each atmospheric situa-
tion through radiosonde rocketsonde reports :
pressure, temperature, moisture, and, when
available, ozone mixing ratio profile, lati-
tude, longitude, date, etc... ;
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b) computed values of the transmittance at each
of the 40 pressure levels in which the atmos-
phere is divided, from the surface pressure
to 0.05 mb, and for all the HIRS-2 channels
(except the visible channel) and the MSU chan-
nels. These values are obtained owing to a
fast line-by-line transmittance code, the
"Automatized Atmospheric Absorption Atlas"
(see Scott et al. (1981, 1984)) hereafter re-
ferred to as the "4A'" model ;

c) computed values of the corresponding radian-
ces and their associated brightness tempera-
tures for the channels above mentioned. Ac-
tually, these numbers are divided into two
components : surface contribution and atmos~
pheric contribution ;

d) two Jacobian matrices representing the par-
tial derivatives of radiances (or brightness
temperatures) with respect to temperature
and with respect to moisture ;

e) in addition to these physical data, statis-
tical data corresponding to the sample are
computed once and for all : temperature and
radiance means and covariance matrices,
"coordinates" of each atmospheric situation
in an axis system defined by the eigenvectors
of the radiance covariance matrix, etc...

These computations are made for 6 zenith
angles and extended to 10 angles owing to an in-
terpolation procedure so as to sample correctly
the interval covered by the scanning instruments
of TOVS. They are also carried out for several
values of the surface pressure, actually 11 va-
lues ranging from 1013 mb (or more) to 725 mb
(for land observations). In addition, for each
channel, two surface emissivities are considered,
one for land observations and one for sea obser-—
vations.

Given observed clear column radiances (see
§ 3.c), the "31I" procedure follows two principal
steps @

a) retrieval of the initial guess solution : the
observed clear column radiances are first used
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Figure 1

Organization of the TIGR data set. From a selec~—
ted set of n observations (radiances or bright-
ness temperatures) to the retrieval of the ini-
tial guess solution, TO(P:), there are three
main steps : search for the L sub-set correspon-
ding to the latitude of the observations, search
for the LS sub-set (closest viewing angle),
search for the closest ground properties (LSPE
sub-set), and search for the closest archived
situation in the sample corresponding to the
right secant, to the right latitude and to the
right surface properties. The quantity BTBi(OyBT
symbolizes the Jacobian associated with the re-
trieved archived situation.

to retrieve the "best" initial guess solution
in a statistical sense. The procedure makes
use of the "TIGR" data set (see Fig. 1). The
selected set of observed radiances is "compa-
red"” to each of the computed sets of radian-
ces and the "closest" is retained. The dis-
tance between two sets of radiances is calcu-
lated in the axis system defined by the eigen-
vectors of the normalized radiance covariance
matrix. This search for the closest archived
situation may be carried out by considering
either all the HIRS-2 and MSU channels or mo-
re restricted radiance sets emphasizing such
or such property in the atmosphere, for exam-
ple : a set of channels almost insensitive

to clouds ;

b) the basis for the retrieval of the "exact"
solution is a least squares procedure aiming
at minimizing the differences between the ra-
diances associated with the initial guess and
the observed radiances. Use is made of the

Jacobian associated with the retrieved

initial guess, in the "TIGR" data set.
Actually, this procedure is applied to
the brightness temperatures rather than

40

to the radiances and makes use of prior
data (Bayesian estimate).

3. INVERSION SCENARIO

3.a Observations and ancillary data.
Spatial resolution.

The structure of the observed data set is
closely connected to the spatial resolution
which has been adopted for analysing the satel-
lite measurements in terms of atmospheric para-
meters through the inversion of the radiative
transfer equation. Here, HIRS-2 spots are grou-
ped into boxes of 4x3 to 2x3 spots according to
the viewing angle. One box covers 3 scan lines
and 2 consecutive boxes share two scan lines
resulting in an over-sampling along the sub-sa-
tellite track., HIRS~2 and MSU sounding data are
processed according to the following procedure :

~ MSU sounding data are first interpolated ta-
king into account the six MSU spots the clo-
sest to the box considered. The interpolation
scheme is linear in the angle and inversely
proportional to the square of the distance of
each MSU spot to the center of the box (more
details are given in Wahiche (1983)).

- The ECMWF (European Centre for Middle Range
Weather Forecasting) high resolution US Navy
topography is then interpolated within each
HIRS-2 spot resulting in a mean altitude va-
lue and a mean percentage of water for each
HIRS-2 spot.

-~ Forecasts from the ECMWF (European area grid,
1.5° x 1.5°) are implemented into each HIRS-2
spot after interpolation (the scheme uses
spline functions)., Are considered : tempera-
ture and geopotential altitude at 1000, 850
and 700 mb ; pressure at the surface. Correc~
tions are brought to surface pressure and tem-
perature so as to account for the difference
between the spatial resolution of the ECMWF
grid and the spatial resolution associated
with each HIRS-2 spot.

This procedure takes care of the only
HIRS-2 spots finally considered in each box (see
below).

3.b Cloud tests

Cloud tests are conducted for each box,
and in each box, for each HIRS~2 spot. Seven
tests are considered which follow very closely
the procedure by McMillin (1982) except that,
in our case, observations are not angle correc-
ted. The regressions or the test-limits defined
in this reference had consequently to be exten-
ded or modified, to make them apply to non-nadir
observations, using the TIGR data set described
above. One regression is defined for one angle
(10 angles are considered), one ground emissi-
vity (land or sea), one surface pressure (six
surface pressures are considered in that case,
among the 11 archived in the TIGR data set :
every other one). Thus, one regression in McMil-
lin (1982) is replaced by 120 sets of coeffi-
cients computed once and for all. It may be no~
ted that, for day time observations, use is made



of the albedo in a way similar to Hillger et al.
(1981). A box is "clear" if at least one spot

has passed all tests. If several spots are clear, '
variance tests are made on channels HIRS 5, 7

and 13 gimilarly to McMillin (1982). For "uot
clear" boxes, the half containing the highest
brightness temperatures for channel 18 (correc-
ted for water vapor attenuation) for night time
observations or for channel 8 for day time obser-
vations is considered and variance tests are made
on channel 7. For clear and not-clear boxes, re-
maining spots are averaged and the mean values

of the latitudes and longitudes of these spots
are assigned to the box.

3.c Inversion scenario

The procedure used to retrieve thermal pro-
files from HIRS-2 and MSU observations depends
upon the flag "clear" or "not clear" attributed
to the box. The first operation, however, is the
Same for the two cases and consists in isolating
the TIGR sub-set within which the initial guess
18 to be retrieved. That part of the data set is
reached after analysis of the values of the lati-
t?de. of the viewing angle, of the flag emissi~
Vity (sea/land) and of the surface pressure.

i. "Not clear" boxes. A cloud clearing
technique : the Y-method.

For not-clear boxes, the initial guess is
Obtained in two steps. The first step consists in
S8earching, in ‘the right sub-set of the TIGR data
Set, a preliminary initial guess which is the clo-
Sest among the archived situations when reference
is made to channels HIRS-2 n® 1, 2, and MSU n° 2,
3 and 4, to forecast of either the temperature at
1000 wb or at 850 mb, or at 700 mb, according to
the surface pressure, and to the mean temperature
between two specific levels of the "4A" model
atmospheric stratification. These two levels vary
With the latitude zone considered. For mid-lati-
tudes, the boundary levels correspond respective-
ly to 160 mb and 275 mb and represent approxima-
tely the lowest part of the stratosphere. This
Mean temperature, hereafter referred to as T(LS)
18 archived in the TIGR data set for each situa-
tion. The "observed" value is obtained through a
tegression of the type : 2

alTHIRS HIRS

T(LS) = a, + THIRS

(1) + aZT (2) + a, (3)

TMSU MSU TMSU

+ 8, T00(2) + a T (3) + a T (4) m

where THIRS(i) is the brightness temperature
associated with channel i of HIRS-2. The coeffi~
€lents of this regression are obtained from the
data archived in eachTIGR data sub-set. Applied
to the gynthetic data of the TIGR data set, the
Tegregsion provides T(LS) values with no bias
and a standard deviation close to 1 K.

. . This first step provides the "preliminary
lnitial guess". From this first solution is
Started the cloud clearing algorithm which pro-
Vides the brightness temperatures one would ha-
Ve obtained under clear sky conditions for se-~
veral "contaminated" channels, and, in particu-
lar, channels 14 and 15. In addition to the well-
known fact that their associated weighting fune-
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tions are narrower than for example at 15 um,
channel 14 has also the advantage of peaking
close to the surface (950 to 920 mb) while
the satellite-surface transmittance is close
to zero (typically 0.1), which means that con-
tamination by surface characteristics is small.
The clear brightness temperatures for channels

3 to 6, 14 and 15, that we will call "pseudo-
channel"”, are obtained owing to a method that
will be referred to as the "Y-method" in the
following.

The clear equivalent brightness tempera-
ture for the pseudo-chamnel 15, YHIRS(15), isg
simply obtained by the expression :

HIRS MSU
b4 (15) = TOBS (2) (2)
HIRS MSU
* ( Tclosest (1s) - Tclosest 2 )
HIRS MSU
where Tclosest (15) and TClosest (2) are

the brightness temperatures for channels HIRS-2
n® 15 and MSU n° 2 associated with the prelimi-
nary initial guess. This expression means that
we rely upon the difference of two channels
peaking approximately at the same level and ob~
tained for a situation relatively close to the
observed one. This difference is small and less
dependent on small atmospheric changes than
TelosegBIRS(15) itself. The ¥-method is also
applied to channels HIRS n® 4, 5 and 6 : the
clear equivalent brightness temperature for the

pseudo~-channel 4, YHIRS(4), is obtained by
the expression :
HIRS MSU
HIRS MSU
* ( Tclosest ) - Tclosest (3 )

where the symbols have the same meaning as in
Eq. (2), when the clear equivalent brightness
temperature for the pseudo-channels 5 and 6
are obtained by an expression similar to that
of Eq. (2). Finally, a pseudo-channel HIRS n°3
is obtained from an expression similar to Eq.
(2) where  ToBsMSU(2) and Telogest™SV(2)
are respectively replaced by :

* (p__ MSU MSU
0.5% (Topg > (3) + TopMSU(4)) and

0
0.5% MSU(3) + T MSU(Q))

(Tclosest closest

and where TclosestHIRs(ls) is replaced by
TclosestHIRS(3)'

The brightnegs temperature of the pseudo-~
channel 14, YHIRS(14) is obtained through a
regression of the type :

WHIRS(14) = b+ [ b, THIRS(§) + T ¢, ™8U¢5)
o 3 i L3 3 (3)

where i takes the values 2 to 6 and 15 and }
the values 2 and 3.

The coefficients of this regression are,
like those of Eq. (1), obtained from the data ar-
chived in each TIGR data sub-set. Applied to the
synthetic data of the TIGR data set, the regres-—
sion provides values of YHIRS(14) which, when



compared to the true THIRS(14) values, show no
bias and a standard deviation varying from 0.1 K
to 0.3 K according to the viewing angle and the
surface pressure.

"Observed" values of WHIRS(14) are obtained
by replacing the brightness temperature appea~
ring in Eq. (3) by their observed values :

Tops o (2), ¥y to ¥g, ¥is, Tops™SU(2), Tops™V(3)
The ¥Y-method has two important advantages.
First, it allows, quite simply, to accurately
eliminate the effects of the clouds and the de-
parture from the exact values (over—corrections
or under-corrections) are relatively small, Se-
cond, no "smoothing" of the cleared brightness
temperatures is required when it may be the case
for the so-called N* method by Smith (1968) as
explained in Fleming et al. (1982). Although the
results presented in this reference are interes-
ting, any smoothing procedure applied to geophy-
sical fields will hardly make the distinction bet~-
ween errors of erratic nature and real characte-
ristics of the field itself like boundaries bet~
ween oversea and overland observations, or like
the occurence of a moutain in the field of view.
We have verified that these features are preser—
ved by the Y-method.

The second step consists in searching the
actual initial guess which is the closest among
the archived situations when considering chan-
nels HIRS-2 n°1,2,¥4, ¥4,¥15, MSU n°2,3 and 4,
forecast of either the temperature at 1000 or
850 mb, or at 700 mb, depending on the surface
pressure, and T(LS). From the initial guess ob-
tained at the end of the second step, the phy-
sico-statisgtical inversion algorithm (see below)
is astivated with channels HIRS-2 n® 1, 2, 4, 14,
15, and MSU n° 3 and 4. One iteration is enough
to provide the final solution.

ii. "Clear" boxes
After having isolated the right sub-set of
the TIGR data set, the situation the closest to
the observed situation is searched, within this
sub-get, by making reference to channels HIRS-2
n° 1, 2, 3, 4, and MSU n® 2, 3, 4, and to fore-
cast of either the temperature at 1000 mb or to
the temperature at 850 mb or at 700 mb according
to the surface pressure. From this initial solu-
tion, the physicowstatistical inversion algorithm
(see below) is activated with channels HIRS-2 n°
1, 2, 5, 14, 15, and MSU n° 3, 4. One iteration
(one inversion) is enough to provide the final
solution.

3.d Inversion algorithm :

approach

Since it starts from an optimum initial
guess, which is the situation the closest to the
obgerved situation among those archived in the
TIGR data set, the "3I" method aims at estima-
ting the difference between the parameters and
their values for the closest situation rather
than the parameters themselves (or the differen-
ce between the parameters and their mean values).
Writing the radiative transfer equation under
the form :

a simple Bayesian

42

y(v;) = [ X(v;,2) B(z2) dz

where y represents the measurements and 8 the
parameters (here the temperature profile), and
where the vi's summarize the conditions of obser-
vations (frequencies, viewing angles, surface
properties, ..), X(vi,z) is the kernel including
transmittances and z is directly related to the
altitude, a linear model may be established using
an appropriate quadrature formula giving the ma-
trix equation :

Yo = XB + e
where y_ = y+e, e being the associated error.
Following a simple Bayesian approach, a least-
squares type estimate of B,b, may be written as :

-1 -1 4-1 -1
—~ - t ) -
b=Bre = [ XS, +Sg 17 X' S (y,7yyg)
where Sgx is the covariance matrix of B-Byg and
B1g is the initial guess solution. Sg* may be
easily computed from the TIGR data set. More de-
tails are given in Chedin et al, (1984).

In our approach to meteorological parameters
retrievals from the satellites of the TIROS~-N se~
ries, the matrix X has as many rows as channels
used in the inversion process. Its number of co-
lumns is determined by the altitude range for
vwhich the temperature is retrieved : here, from
the lowest "4A" stratification level, up to appro~-
ximately 10 mb., It is easily shown that a matrix
element of X, for channel vi and layer 1j’ may be
written as (see for example Susskind et al. 1980) :

2

X(v;,1;) = e exp aw'[ : “_]"]
i'7] T(Pj) 1 T(Pj) Ty

where a=he/k, T(Pj) is the temperature of the la-
yer, Tyi the brightness temperature of channel vi
and the last factor is the derivative of transmit-
tance T with respect to 1nP at the pressure Pj of
layer 1j. The brightness temperature Ty; of chan~
nel vi which transmittance to the ground Ty; is
supposed not to be zero, is also affected by a va-
riation of the surface temperature, Tg. the partial
derivative of Ty; with respect to Tg is obtained
by replacing, in the above equation, T(Pj) by Tg
and the last factor by Ty;. This new expression
is used to correct the channels involved in the
inversion process for eventual deviations between
the true surface temperature and that associated
with the initial guess solution. Since no very
transparent channels are used, a high accuracy

of the retrieved surface temperature is not neces-
sary. For '"clear boxes', the surface temperature
is obtained from channels HIRS n°® 8, 18 and 19
observations. For night time passes, the three
channels, corrected for atmospheric attenuation,
are used ; for day time passes, only channel 8 is
ugsed. For 'not-clear" boxes, no corrections are
brought to the surface temperature of the initial
guess,



4. APPLICATION OF THE "3I" PROCEDURE TO ALPEX ~
THE 4-5 MARCH 82 INTENSIVE OBSERVING PERIOD -

We have applied the "3I" procedure described
in the preceding sections to the ALPEX (Alpine
Experiment) IOP of March 4~5 1982, Satellite da-
ta have been prepared by NOAA/NESDIS Development
Laboratory, Madison, USA. They represent 4 satel-
lite passes : March 4, 2 orbits (at 12h00 and
13h45) ; March 5, 2 orbits (at 2h00 and 3h45).

4.a Preliminary evaluation of the "3I" tempe-
rature retrieval accuracy by comparison
with radiosoundings measurements

For the period considered, a preliminary
assessment of the quality of the "3I" procedure
can be made by comparing retrievals to the avai-
lable' radiosounding measurements. These data we-
re obtained from ECMWF. A total of 171 radioson-
des collocated to approximately 100 km in space
and 3 h in time were used for this comparison.
Cloud tests performed on the 100 x 100 km? boxes
resulted in 66 boxes declared "clear" and 105
declared "not-clear". A total of 81 % of the re-
trievals collocated with the radiosondes were
declared acceptable, 77 % of the clear cases and
84 7 of the not-clear cases. Rejections are made
on the basis of an automatic procedure evalua-
ting the quality of the initial guess and its
distance to the observations. :

Results of this comparison between radio-
sondes and retrievals are illustrated on Fig. 2.
On this figure, we have used the standard levels
Stratification instead of that of the "4A" model
for the sake of simplicity in comparing with
other algorithms. One of the most salient featu-
res of this figure is the good quality of the re-
trievals in the lower part of the troposphere
(500~1000 mb) . The agreement is significantly
better than what has been recently published in
the literature (see Gruber and Waktins, 1982, for
example). If we consider the lowest layer, 1000-
850 mb, we obtain a RMS value of 1.6 K for the
clear case (instead of "usual' values varying
from 2.5 to 3 X) and of 1.9 K for the not-clear
case (instead of values varying from 3.5 to more
than 4 K), The present results must however be
taken as very preliminary indications since the
samples (51 for the clear case and 88 for the
not-clear case) are obviously too small. They
are certainly encouraging and may be tentatively
?x?lained as follows : a) a good proximity of the
1n}tial solution to the final solution ; b) a good
ﬁllmination of the influence of the clouds by the

ijethod" ; ¢) the fact that surface pressures,
emissivities are correctly taken into account
Jointly with the viewing angle ; d) the high sta-
bility and convergence of the inversion algorithm
used, which only requires one iteration to get
the final solution ; e) the impact of forecast
temperature values at 1000 mb or 850 mb, or 700
mb, according to surface pressure, which help in
the retrieval of the initial guess.

4.b Results for the four satellite passes of
the ALPEX IOP of March 4-5, 1982.

These results have been obtained using the
methoq described above : retrieval of the initial
solution in the TIGR data set ; inversion of the
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Figure 2

RMS error of retrieved mean layer temperature
(standard levels) compared to collocated radio-
gonde for the ALPEX IOP, March 4-5, 1982. Dashed
curve : not-clear boxes ; solid curve : clear

boxes.

radiative transfer equation ; rejection of "bad"
retrievals. Table 1 gives, for each pass, the
maximum number of possible retirevals with the
spatial resolution of the "3I" procedure and the
number of retrievals rejected. One full retrie-
val cycle requires 0.10 seconds with the NAS-9080
computer of the CIRCE (Centre Inter-Régional de
Calcul Electronique du CNRS).

The numbers in Table | are remarkably small
in consideration of the numerous heavily cloudy
areas encountered during the ALPEX IOP of March
4~5. Both these small numbers of rejections and
the over .sampling in the boxes along the satelli-
te track produce retrievals with a high spatial
density.

. Maximum Effective .
OrE}t number of numbexr of Rejected
n . N b4
retrievals retrievals
3586 1240 1083 13
3587 1217 1007 17
3594 1184 1111 6
3595 1190 948 20
Table |

Number of retrievals, orbit by orbit

One example of the results obtained is pre~
sented on Figure 3. Comparisons between conven-
tional analysis chart and the results of the "3I"
procedure show a good agreement. More details
are given in Chedin et al., (1984).
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Fig, 3 Thermal winds and thicknesses between 1000 and 500 mb for the two night-passes - orbits 3594
and 3595 - of March 5th, 1982. Areas where data are missing are either regions where the ca-
libration of the radiometer occured or regions where the rejection tests have a significant
impact. Winds are in m/s. ; thicknesses are in dam minus 500.

5. PERSPECTIVES AND CONCLUSION

The key feature of the "3I" method is to
supply accurate values of the atmospheric tempe-
ratures or thicknesges after only one iteration
(one inversion) with a relatively high spatial
density. The quality of the initial guess solu-
tion, retrieved by comparing the observations to
similar synthetic data, pre~computed for a lar-
ge set of atmospheric situations, together with
the use of forecast values for the temperature
at the lowest level, explains this rapid conver-
gence, It must be pointed out that, in the pre-
sent approach, forecasts are used solzly to im—

. prove surface pressure determinations and to
help in the retrieval of the initial guess solu~-
tion. From a good estimation of the atmospheric
temperature structure, other geophysical para-
meters may be obtained and the "3I" method now
currently supplies cloud parameters like the
cloud top pressure and the percentage of cloud
cover, surface parameters like the temperature
and the microwave emissivity and profiles of
atmospheric water vapor.
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IMPROVED VERTICAL SOUNDINGS FROM AN AMALGAMATION

OF POLAR AND GEOSTATIONARY RADIANCE OBSERVATIONS
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NOAA/NESDIS Development Laboratory
1225 West Dayton Street, 2nd Floor

Madison, Wisconsin 53706

1. INTRODUCTION

The VISSR Atmospheric Sounder (VAS) on the
current operational geostationary satellites is
capable of sounding the atmosphere's temperature
and water vapor distribution with either 14 km or
7 km horizontal resolution. However, the
instrument operates in the infrared (Table 1) and
therefore soundings to the ground cannot be
achieved in cloud overcast situations. On the
other hand, the TIROS Operational Vertical
Sounder (TOVS) on the current polar orbiting
satellites operates in the microwave as well as
in the infrared (Table 1) and is therefore
capable of sounding through most cloud overcasts.

TABLE 1

CHARACTERISTICS OF VAS AND TOVS
(HIRS AND MSU) SOUNDING CHANNELS

VAS Channel Principal Level of
channel central absorbing peak energy
number  wavenumber constituents contribution
1 679 CO,p 60
2 691 COyp 100
3 702 co, 400
4 714 €O, 600
5 751 CO, 950
6 2214 €O, 900
7 789 H,0 surface
8 889 window surface
9 1379 H,0 600
10 1486 H,0 400
11 2254 co, 500
12 2538 window surface
HIRS Channel Principal Level of
channel central absorbing peak energy
number  wavenumber constituents contribution
1 668 €O, 30 mb
2 679 €O, 60 mb
3 691 CO, 100 mb
4 704 (0P} 400 mb
5 716 CO, 600 mb
6 732 €0,/H,0 800 mb
7 748 C0,/H,0 900 mb
8 898 window surface
9 1028 0, 25 mb
10 1217 H,0 900 mb
11 1364 H,0 700 mb
12 1484 H,0 500 mb
13 2190 N,0 1000 mb
14 2213 N,0 950 mb
15 2240 €0, /N0 700 mb
16 2276 C0,/N20 400 mb
17 2361 €O, 5 mb
18 2512 window surface
19 2671 window surface
20 14367 window cloud
MSU Principal Level of
channel Frequency absorbing peak energy
number (GHz) constituents contribution
1 50.31 window surface
2 53.73 0, 700 mb
3 54.96 0, 300 mb
4 57.95 0, 90 mb
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For synoptic scale analysis/forecast
applications, TOVS alone provides the necessary
initial data. However, for subsynoptic scale
applications, the six or twelve hour sampling
interval of one or two polar orbiting satellites
is too long; the higher frequency soundings
(e.g., one to two hour) over certain geographical
regions (e.g., North America) achievable from the
geostationary satellites are required. Because
of gaps in geostationary sounding coverage
produced by extended cloud, it is desirable to
utilize the less frequently sampled TOVS
information, particularly the microwave
radiances, together with the VAS sounding
radiances for deducing atmospheric profiles down
to the earth's surface across extended cloud
areas. The importance of microwave sounding data
in cloudy regions is exemplified in Figure 1
which shows the locations of reliable soundings
to the ground achieved from VAS and TOVS radiance
observations at 1600 GMT on 26 April 1982 over
the southeastern United States. The locations

are superimposed on a visible cloud image
obtained within the hour of the sounding
observations.

Figure l: Locations of reliable 75 km resolution
soundings from VAS and TOVS at 1600 GMT
on 26 April 1982. White circles
indicate VAS sounding locations and
black circles indicate the TOVS
sounding locations.’

Finally, since the combination of VAS and
TOVS provides many more radiances for the
retrieval of atmospheric profiles than is
provided by either system alone, improved
sounding performance is expected.

In this paper the expected accuracy of
sounding retrievals achieved from combined VAS



and TOVS radiance observations is compared to
that achieved by each system alone. A new
physical matrix inverse retrieval algorithm is
formulated for retrieving simultaneously the
temperature and water vapor profile from VAS
and/or TOVS sounding radiances. The case study
results achieved from the application of the new
retrieval algorithm to actual radiance
observations from VAS and TOVS are to be
presented at the conference,

2. EXPECTED PERFORMANCE

The performance expected from a combined
VAS-TOVS sounding system was estimated using
multiple linear regression analysis of radiances
simulated from a large statistical sample of
radiosondes. Three latitude zones were
considered (polar, mid-latitude, and tropical)
with 300 soundings being used to formulate the
dependent set from which regression equations are
derived and 100 soundings being used as the
independent set for testing the regression
relations. For this performance analysis clear
sky conditions and nominal instrument noise were
agsumed for simulating the VAS and TOVS sounding
radiances. Furthermore, a spatial resolution of
75 km was assumed so that a gpatial sample of
25 VAS, 9 HIRS, and 1 MSU fields of view were
assumed to be associated with each sounding,

thereby reducing the nominal instrument noise by

the square-root of the number of fields of view
available.

100 : 7 T v
200} h
300} 1
g 400 F /I; I
b= 1 £ MID-LATITUDE SAMPLE
w \ CLEAR SKY CONDITIONS
S soof bdt Y
17 R ---~VAS + TOVS
m Y eeraceses TOVS
& 600 \ VAS .
o ® VAS + MSU
700 F k
800 y 1
900 | ; 7
10000 . 1.0 2.0 3.0 4.0
RMS ERROR (°C)

Figure 2: Accuracy of statistical regression
retrievals of atmospheric temperature
for various instrument configurations.
The results shown are for the mandatory
pressure levels only.

Figure 2 shows the performance at mandatory
pressure levels for mid-latitude conditions.
(The polar and tropical zone results are
similar.) The combined set of VAS and TOVS
radiances provides greater accuracy than either
system alone, particularly in the lower
troposphere (e.g., near 850 mb) and in the upper
troposphere (300-100 mb)., It is interesting to
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note that for these clear sky conditions VAS
contributes more than TOVS to the accuracy of the
lower tropospheric temperatures (1000~700 mb
layer) because of the higher signal~to-noise
ratio of average radiances achieved for a 75 km
gounding area. In the mid~troposphere

(700-300 mb), VAS and TOVS performance is similar
while in the upper troposphere (300~100 mb) TOVS
1s superior to VAS because of the sharper
vertical resolution in this region provided by
the monochromatic microwave observations. Thus
the VAS and the Microwave Sounding Unit (MSU)
portion of the TOVS provide highly complementary
observations. As can be seen from Figure 2, VAS
and MSU provide a system that yields a
performance almost equal to that of the entire
VAS~-TOVS combination. This result was expected
because of the similarity between VAS and TOVS
infrared channels (Table 1), It should be
remembered that the major enhancement of sounding
retrieval accuracy by MSU observations is
expected to be in cloud covered regions where VAS
sounding information is restricted to the
atmogphere above the cloud.

3.  RETRIEVAL PROCEDURES

A recently developed (by the authors) 'one
step' simultaneous temperature/water vapor
profile retrieval method will be used to
calculate soundings from the VAS and/or TOVS
radiances used for this study. As can be easily
shown, the radiative transfer equation is
expressible in the perturbation form:

Pg 9T 371 (9B/2T)

6T = [ §U[— — ————]dp
0 ap 3U (3B/3T )
¢))
P, a1 (3B/3T) (3B /aTS)
= [P8T[— ———-)dp + ST f——3>]1
8 3p (8B/3T) (eB/aT ) B

*
where T 1is brightness temperature, U is
precipitable water vapor, B is Planck radiance, T
is temperature, T, 18 surface-skin temperature, Tt
is transmittance, and p is pressure. The
perturbation, §, is with respect to an a priori
estimated or' mean condition. The pressure
dependence of all integrand variables is to be
understood, In order to solve (1) for 6U, T,
and 8T, from a set of spectrally independent radiance
obeervgtione, we make the following profile
representations in terms of arbitrary pressure
functions, ¢(p):

N
6q(p) = 3121aiqo(p)¢i(p) (2a)
N
8T(p) = = L o, (p) (2b)
1=N+1

where q(p) is the water vapor mixing ratio and g
is gravity. The zero subscript indicates the

a priori condition. Equation 2a implies from the
gas law and hydrostatic equation that

N P

8u(p) = L o [ qp(p)d, (p)dp . (2¢)
1-110 i



Substituting representations (2b) and (2¢) into
(2) and letting ag=8T, yiglds for each spectral .
radiance observation, 6T for a set of K

spectral channels: 1’
« M
GTJ -ifoaioij 1=1,2,...,K (3)
where
3B, /3T
[ - _—J—__s__ T
%1 " 38 /or.% S
s I
PP 3T dt, 9B,/aT
o 4 = 1510 qgeydpl(——L —l—iap 1y (@)
? o 0 3p aU 9B, /9T
37773
P 31, 9B,/dT
%, " £s¢ [——J-——J————;idp N<i<M .

i
9p aBj/BTj

The 01 quantities are calculated from the
a griot1 estimated or mean profile conditions.
Written in matrix form

*
t = %o

(5)
where t* i8 a row vector of K radiance
observations, a 18 a row vector of M+l
coefficients, and ¢ is a matrix having dimensions
(KxM+1), Assuming that K>M+1l, then the least
squares solution of (5) is employed to give
stability 'to the solution, so that

- *

o« = (870)71 ot 6)
where ( )T indicates matrix transposition and
()7! indicates matrix inverse. Once the a,'s
are determined, 6T_., 6q, and 4T are specifiéd
from (2) and added®to the a priori estimates to
Yield the final solutions for surface-skin
temperature and the water vapor mixing ratio and
temperature profiles.

3.1, Choice of Basis Functions

The choice of pressure functions ¢(p) is
arbitrary, although the accuracy of the solution
will ultimate depend upon them, For example,
empirical orthogonal functions (i.e.,
eigenvectors of the water vapor and temperature
Profile covariance matrices) can be used.

In this study natural functions, the profile
weighting functions (d1/dlnp) of the radiative
transfer equation, are to be used. One of the
temperature and water vapor functions is for
$,(p)=1 in order to account for any vertically
constant displacement between the true and

& priori profiles.
3.2, Incorporating Ancillary Data

Ancillary information such as surface
observations can be easily incorporated into the
Profile solutions. For example for surface
observations it follows from (2) that

N
a(pg) = qolpg) = gizlaiqo(ps)¢i(ps)
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and

M
T(pg) - Tolpy) = - T a4, (p)
s s a1 1178

have the same form as (3) and therefore can be
added to the set to yield K+2 equations to solve
for M+l unknowns (a).

3.3. Accounting for Observational Errors

Observational errors are agcounted for in
the solution by dividing both t and ¢ by the
expected errors for each radiance (or surface)
observation. The result is an inverse error
weighted least squares solution for o where the
more accurate observations receive the greater
weights in the determinations.

Furthermore, the matrix inverse is :
a&abilized by adding a small diagonal element t
¢ ¢ prior to inversion. That is, the matrix to
be inverted in (6) is

0T0 + vI

where vy 18 a scalar (nominally 0.1) and I is the
identity matrix.

3.4. Handling the Influences of Clouds

To be discussed at the conference.
3.5. Advantages of "One Step" Procedure

The main advantage of the "one step"
retrieval method is that it enables the
temperature and water vapor profiles and the
surface skin temperature to be determined
gimultaneously using all the radiance information
avallable. This solution alleviates the problem
asgociated with water vapor radiance dependence
upon temperature and the dependence of several of
the carbon dioxide channel radiance observations
used for temperature profiling, on the water
vapor concentration, The dependence of the
radiance observations on surface emissions is
accounted for in the simultaneous solution by the
inclusion of surface temperature as an unknown.
Also, since only a single matrix inversion is
required for the specification of all parameters,
the solution is computationally efficient,
Finally, ancillary observations of temperature
and/or moisture from surface sensors or aircraft,
for example, can be readily incorporated in the
solution.

3.6 Simulation Test of "One Step" Method

The "one step" retrieval method was applied
to the VAS data synthesized for the independent
sample of radiosonde/radiance sets described in
gectlion 2. The temperature and water vapor
profile basis functions were taken as the
weighting functions for carbon dioxide channels 2
through 5 and water vapor channels 7, 9, and 10,
respectively. All spectral VAS radiances with
the exception of channels 11 and 12 together with
surface temperature and mixing ratio were used
for the retrieval thus providing a system of
twelve equations and ten unknowns. The errors of
surface air temperature and mixing ratio were
assumed to be 1°C and 10%, respectively, for



these simulations. The statistical regression
golution was used as the a_priori estimate for
the "one step"” retrieval. Figure 3 shows that
the "one step" retrieval provides a significant
improvement of the profile accuracy achieved by
multiple linear regression, particularly for the
lower troposphere and for water vapor mixing
ratio. These improvements are due to the
interdependencies of the water vapor retrieval
upon temperature and the influence of water vapor
on temperature (carbon dioxide) sounding radiance
observations which are accounted for in the "one
step" method. (Low latitude results are not
shown because of their similarity to those for
mid~latitudes.)

VAS RETRIEVAL ERRORS
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Figure 3: Comparison of retrieval accuracy using
multiple linear regression and the "one
step” matrix inverse methods. Results
are presented for 20 levels between 100
and 1000 mb.

4. VAS/TOVS STUDIES

The "one step" retrieval algorithm is just
now being tested as part of the National
Environmental Satellite, Data, and Information
Service/University of Wisconsin-Madison
(UW-Madison) VAS and TOVS sounding retrieval
systems. A special retrieval module has been
constructed to enable soundings to be performed
from the combination of coincident VAS and MSU
radiance observations under all cloud conditions.
This new retrieval system is to be used with
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daily VAS and TOVS observations obtained in real
time at the UW-Madison. Performance evaluations
will be made from the daily sounding products
produced at the UW-Madison for (a) VAS~-only and
(b) VAS + MSU, Particular emphasis will be
placed on those products which are being
evaluated for their operational forecast utility
as part of the NOAA Operational VAS Assessment
(NOVA) program. Also, the influence of the
retrievals on the analyses used to initialize
mesoscale forecast models 1is being evaluated. A
comparison between mesoscale numerical weather
forecasts generated from (a) VAS alone and

(b) VAS + MSU produced soundings will be
presented at the conference.
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1. INTRODUCTION

The VISSR Atmospheric Sounder (VAS) has been
operating on the geostationary satellites,
GOES 4~6 since September 1980, This instrument
has the capability of measuring radiance in 12
infrared spectral channels which permits vertical
temperature and moisture profile definition.
Since the infrared measurements are highly
susceptible to cloud attenuation, special care
must be taken to avoid or correct for cloud
interference. Techniques used in this process
are essentially an extension of methods used with
the polar orbiter instruments except that the
absence of microwave measurements place a higher
Premium on a predetermined surface skin ‘
temperature. Partially offsetting this
deficiency 1is the improved horizontal resolution
of the VAS, which permits a greater probability
of finding holes in the clouds.

Whereas the clouds are an impediment to the
depiction of the atmosphere's temperature
8tructure they are of benefit in determining the
motion field. Cloud motion vectors have been
determined from the geostationary satellites
since the earliest ATS series (Hubert and
Whitney, 1971) and are reputed to be very useful
to numerical forecasting. Height assignment for
these vectors has always been a problem
(Bengteson et al., 1982), but the multispectral
capability of the VAS can reduce the uncertainty
(Menzel et al., 1983).

In the following we shall describe the
current techniques and results for both avoiding
the cloud for temperature sounding and measuring
the cloud height for wind derivation. A case
8tudy taken from a recent episode in the north
Pacific 1s used to demonstrate and discuss method
sensitivity and error sources.

2, CLEAR COLUMN RADIANCE DETERMINATION

It has been the policy of National
Environmental Satellite, Data, and Information
Service (NESDIS) operations and the Cooperative
Institute for Meteorological Satellite Studies
(CIMSS) to separate the task of determining clear
column radiance values from the temperature
retrieval problem. Our motivation is largely one
of computer limitations; but there are also
advantages in the production of clear radiance
flelds for editing and even for possible use in
defining cloud heights as will be discussed in
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the next section. In obtaining clear column
radiances there are two options: avoid the
clouds or correct for them. Our approach has
been to emphasize the former, and to employ the
adjacent field of view (McMillin, 1978) technique
for the latter. In all cases the problem is
approached with a sample of measurements coming
from 3 x 3 up to 11 x 11 fields of views (25 up
to 90 km on a side) according to the desired
final resolution of the temperature retrievals.

It should be emphasized that both our
approaches are extremely dependent on ancillary
knowledge of the surface skin temperature, since
comparison of the window channel with this
"a priori" information ultimately determines the
cloud contamination. In the following we shall
briefly discuss the methods and examine the
effectiveness of the second option in enhancing
the representation of the meteorology.

For an estimate of the surface skin
temperature we rely on an objective analysis of
the surface air temperature., This is not an
ideal technique since the data coverage is
frequently inadequate (especially over the ocean)
and since the surface air is frequently not
representative of the surface skin., It would be
considerably better for an operator to make a
subjective determination of "clear," using images
of high resolution visible and infrared with a
capability of looping several images in time.
However, such a manpower intensive operation is
not practical. The basic criterion used in
comparing the VAS measurement with the surface
analysis is:

- Reject any sample whose warmest 1l
micrometer value is more than 10°C colder
than the surface air temperature.

If the sample passes the initial test it will
follow a "probably clear" filter path unless
either of two additional tests send it to the
adjacent field of view filter. These tests are:

- The variance of the 11 micrometer sample
must be less than 9°C.

- The warmest value must be accompanied by
measurements in all the channels.



2.1 Probably Clear Filter

The philosophy behind this filter is to
collect the largest sample for each measurement
accepting that the warmest measurement is indeed
clear. Since the assumptions 1s certainly
incorrect under some circumstances, it remains
for the retrieval program or the post retrieval
editing programs to catch the error. Their
success in this area will be treated later.
However, accepting that the warmest is "clear,"
samples are collected for cloud sensitive
channels as shown in Table I. A minimum sample
of five is required for retention, otherwise the
program reroutes to the partly cloudy, adjacent
field of view option.

TABLE I

"CLEAR" TOLERANCES FOR VAS CHANNELS MEASURED
AGAINST THE WARMEST SAMPLE OF THE POPULATION.
ANY VALUE COLDER THAN TOLERANCE ELIMINATES ALL
CHANNELS LISTED. LEVEL 2 IS TESTED ONLY IF
LEVEL 1 FAILS.

Channel Frequency  Tolerance Channels
Level Level cm ! K Eliminated
1 2
6 2214 1.0 6,12
9 1380 (Temp. Chan 9,10
6-20.0)
8 890 2.0 5,6,7,8,12
5 751 1.5 4,9
4 715 1.0 3,10

2.2 Partly Cloudy Filter

The adjacent field of view technique for
correcting for broken cloud is an extrapolation
method as shown in Figure 1 where the line
joining two cloud contaminated radiances is

VAS PARTLY CLOUDY RADIANCE CORRECTION

— 14
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~———70km————1
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xle |
; +0<.3 \/:
| z w
I(v) ! I(v) '
1 - 1
P ]
1
; MODE '
W Telw) Wl Te(w)
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V) ': le(v) ol
c(V)p-mmm e =
| fe(v)= ‘1;‘,/':
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Figure 1: The adjacent field of view (NSTAR)
filter. See text for details.

extended to give an estimate of the clear value.
The degree of extrapolation 1s controlled by the
value assigned to the clear window. This 18 a
critical choice. One can use any "a priori"
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estimate of the surface skin temperature to
assign it. In our applications, in order to be
consistent with the "probably clear" filter, we
have chosen to use the warmest measurement,
rather than a manipulation of the surface air
temperature analysis. The surface air
temperature analysis is used as a filter, and the
NSTAR correction is not attempted unless the
clearest 11 micrometer measurement is within 3
degrees of the value expected from the surface
temperature analysis.

The partly cloudy algorithm is not as
complicated as a quick glance at Figure 1 would
suggest. Note first that all fields of view are
compared to each other (not just adjacent pairs)
yielding a sample of Nx(N-1)/2 partly cloudy
pairs where N is the number of observations. The
suitability of each pair is tested in a number of
ways:

~ The warmest 11 micrometer value of a pair
must be within 10 degrees of the warmest
sample (to limit extrapolation).

- The colder of the pair must be at least 5
degrees colder than the warmer (to achieve a
reasonable "slope'" estimate).

- The slope formed by a pair must be within
0.3 of the modal slope (checked for two of
the more transparent 15 micrometer
channels). For all pairs that meet these
restrictions a single slope is calculated by
least squares, and a final clear sample is
derived by extrapolating all the warmest
values.

2.3 Example of Filters

Figure 3 gives an example of a) the
radiances obtained from the "mostly clear'" path,
b) the "partly cloudy" path, and c) the residual

Q29 S680 GOES-6 08 840

Figure 2: 11 micrometer window image of eastern
Pacific, 18 February 1984,

remaining after retrieval and editing. 1In terms
of quantity, the "partly cloudy" typically adds
about 20% to the total radiance sample, but these



are somewhat noisier and more susceptible to
later elimination. A net increase of 102 in the
number of final retrievals is a rough average.
Comparison with the 11 micrometer picture of the
clouds (Figure 2) shows that the sample increase
does indeed occur in the partly cloudy areas.
Generally, however, the additional soundings
occur around the edges of the large cloud
systems.,

Figure 3 shows that the rather forgiving
"probably clear" criterion let through a
considerable number of radiances which are later
rejected during the temperature retrieval (based
on channel to channel consistency). For this
example about 17% of the mostly clear were
subsequently filtered. Of the partly cloudy
selections, almost 45% were eliminated.

The most important consideration in
evaluating the cloud filters is whether the
results capture the meteorology of the situationm.
There is no question that large cloud masses
continue to be a problem. The partly cloudy
filtering helps, but not dramatically. The
greatest improvement we have observed with :the
VAS has come from processing with the small
(8 km) as opposed to large (16 km) field of view,
simply because of the increased probability of
finding cloud free fields of view. Even with
this "small detector," however, occasions of
obtaining soundings within large cloud masses are
infrequent, and the case shown in Figure 2 is
typical,

3. MULTISPECTRAL CLOUD HEIGHT ASSLGNMENT

The assessment of cloud height and amount by
infrared sounder retrieval methods has been
considered by Chahine (1975), Smith and Platt
(1978), Weilicki and Coakley (1981), and Menzel
et al,, (1983). There are two basic techniques,
a "direct" method and a "ratio" method. In the
"direct" method a candidate group of assumed
effective cloud amounts and cloud pressures is
used to calculate outgoing radiances in two or
more channels from a presumed temperature
moisture structure. These radiances are compared
to observations in the same channels and by some
minimization criteria the most probable cloud
pressure and amount are selected. The "ratio"
method is a form of the direct method for 2
channels. Its advantage 1s that by ratioing the
channels the effective cloud amount can be
separated from the solution for cloud pressure.
Thus the cloud pressure can be found efficiently.
For application in determining wind tracer
pressure altitude, the ratio method is an obvious
choice since cloud amount is of no significance.

The mathematical expression for the ratio
technique is given by

P dB(v;,T(p))
Ey / t(u;,p) — dp
1(uy) - IcL(Ul) P dp
I(up) ~ 1. (ug) P dB(up,T(p))
CL Eg I%1t(vy,p) ——————— dp
PS P

where v, and v; are spectral frequencies, 1 the
respective transmittance functions, and E the
effective cloud amounts (assumed equal when the
frequencies are chosen close together). 1
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Figure 3: Top--radiance observations obtained as
"mogtly clear." ;
Middle--radiance observations obtained
as "partly cloudy."
Bottom~~final sample of clear column

radiances.

represents the measured radiance whereas 1

the radiance which would be observed in th
In other words, both numerator

absence of cloud.

SL is



and denominator equate the observed cloud
attenuation (on the left) with candidate
calculated cloud attenuations obtained by varying
the cloud pressure P in the integral limits (on
the right). The lowEr limit, P_ 1s the pressure
at the surface. As described b? Weilicki and
Coakley (loc., cit.) the ratio method 18 somewhat,
limited by the inherent lack of vertical
resolution in the measurements. An example is
shown in Figure 4 where the equation is recast in
the form

A
R=-,
B
or
RB = A

and each side is calculated for a single
(midlatitude) atmosphere for the cloud pressures
shown on the ordinate. The observed radiance is
in this case simulated for a cloud at 320 mb, and
the two channels correspond to an 11 micrometer
window (RB) and a semitransparent 15 micrometery
channel (A)., As the cloud is (erroneously)
assumed at higher or lower pressures, the two
functions spread, but at a rather gentle rate.
The shaded area is an approximation of the
uncertainty associated with actual measurement
and it is of the order of 30-40 mb,

With the VAS, 3 CO, channels are used to
attempt 2 ratio estimates of cloud pressure.
both, the residuals (I-I..) must exceed
instrumental noise or thé ratio is rejected. If
both are rejected, the cloud height determination
reverts to the "direct" method where an overcast
is assumed and the 11.2 micrometer window is
wmatched with the guess brightness temperature
profile (Menzel et al., loc. cit.).

For

Since proof of concept has been egtablished,
recent application of the cloud height algorithm
has been concerned with integrating the scheme

300}
©
2
w
sl
& 350F A
w
& RB
a
400 — . . . ’
3.0 3.6 4.2

AR (MILLIWATTS)

Figure 4: Sensitivity of the ratio method for
determining cloud pressure. This
example involves measurements at 750
and 890 wavenumber.
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into routine VAS processing. To do this within
the limitations of the Man-computer Interactive
Data Access System (McIDAS), it has been
necessary to dissociate the cloud height
algorithm from the wind derivation procedure,
This 1s accomplished by preparing a data set of
cloud heights which can be plotted over the
infrared (visgible) images used to derive wind
vectors. An example is shown as Figure 5. The
operator assigns the pressure altitude of the
wind vector from his interpretation of the
plotted values, The figure separates the cloud
assignments according to the choice made by the
algorithm. The top shows results defaulting to
the direct method. It is apparent that the ratio
method is more successful in thicker, higher
cloud where the attenuation is well in excess of
probable measurement noise. Note further,
however, that there is reasonably good
correspondence between cloud pressures achleved
by the different methods where both occur. There
does appear to be a slight bias in that the
direct estimates are systematically lower (higher
pressure) than the ratio estimates. A true cloud
emissivity of less than one would lead to this
result,

Apart from the fundamental uncertainty of
measurement accuracy as shown in Figure 4, there
are other sources of error in practical
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Figure 5: Cloud pressures derived for 18 February
1984. Top: cloud pressures achieved
by the ratio technique. Bottom: cloud
pressures defaulting to the "direct"
method. NMC global temperature
forecast used for calculating
radiances.



application of the cloud height ratio algorithm.
A major one is the determination of clear column
radiance (I__). We have investigated two options
for the escg%ation of this quantity: calculate.
the value by the radiative transfer equation from
a temperature/moisture profile estimate; select
the value from a gridpoint analysis of observed
clear values. The error associated with the
first choice is the accuracy of the temperature
estimate at high levels, and the accuracy of the
transmittance properties for each channel. The
errors in the transmittance are potentially more
serious, but in practice one maintains a running
account of the bias error associated with each
measurement and minimizes its effect. The
accuracy of the temperature profile will vary
with location and synoptic situation, but its
effect 1s smoothed by the averaging properties of
the radiative transfer integral. Also, since ICL
appears in both numerator and denominator of the
ratio there is a tendency for the temperature
profile error to compensate, The error involved
in the second option of choosing I is directly
related to the accuracy of cloud fg&tering,as
discussed in the previous section. The major
source of uncertainty is in large regions of
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Figure 6: Clear T, estimates for the VAS 750
wavenumker channel as obtained from an
integration of the NMC global forecast
(top) and from cloud filtering of
observations,
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dense cloud where sampling is difficult. ﬁigure
6 is an example of the clear brightness
temperatures obtained from the NMC global
forecast valid at 1200 GMT for 18 February 1984
and from VAS observations made at approximately
the same time. Note that there is a considerable
discrepancy in the amount of detail portrayed.
Some of the finer scale given by the measurements
seems reasonable where there are supporting
observations, but the trough ridge pattern in the
heavy cloud is an invention of the analysis
algorithm. The discrepancies in the analyses are
carried over to the determination of cloud
pressures as shown by comparing Figures 5 and 6,
and a comparison of analyzed fields of cloud
pressures from the two sources shows an rms
difference of approximately 100 mb. The
statistic is somewhat misleading inasmuch as the
operator using the plotted values will
subjectively smooth the discontinuities.

However, the choice of a source for I_  remains a

significant source of uncertainty. IELis perhaps
worth noting that use of clear radiance fields
approximately doubles the CPU effort to produce
the cloud heights.

OBSERVED ICL

Figure 7: Cloud pressures derived from the ratio
technique using analyses of observed
clear column brightness temperatures.

4, SUMMARY

The foregoing has described the current
status in dealing with the clouds seen by the
VAS. We are reasonably satisfied with the
methods for avoiding cloud contamination in the
radiances used temperature retrieval. The higher
horizontal resolution of the small detector array
is especially valuable. We are somewhat less
satisfied with the method of cloud pressure
assignment, but the technique is limited by the
vertical resolution of a radiometric measurement.
It does not appear that much more can be done to
avoid the cloud. One suggestion has been to
sample frequently over a short interval so that
the clouds will "move out of the way." However,
for large cloud masses which cause most of the
problem, the cloud stays in about the same place
relative to the meteorological situation. Future
work will concentrate on better amalgamation of
the wind and temperature derivatiouns since they
are truly complementary, and there seems little
further progress to be made in avoiding or
correcting for the clouds.
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PHYSICAL RETRIEVAL OF PRECIPITABLE WATER USING THE SPLIT WINDOW TECHNIQUE

Thomas J. Kleespies
Naval Environmental Prediction Research Facility
Monterey, California

Larry M. McMillin
National Environmental Satellite, Data, and Information Service
Washington, D. C.

1.  INTRODUCTION

The split window technique (see McMillin,

1975) has been used to determine the radiance
adjustment necessary to correct satellite
measurements in atmospheric "windows" for
atmospheric attenuation. Since the correction
fI:ar_l be obtained and most of the absorption in the
windows" is due to moisture, it is natural to
conclude that the procedure can be used to
Provide an estimate of total moisture. In fact,
Chesters et al. (1983) have proposed one method
for doing this by calculating the average air
temperature from radiosondes and assuming the
value is conserved between successive radiosonde
launches. For channels dominated by gases with
constant mixing ratios, this assumption becomes
equivalent to assuming the air temperature above
the surface changes slowly with time, which is
not unreagonable. However, Chesters et al. apply
the assumption to moisture channels and the
average atmospheric temperature is a function of
the moisture profile as well as the temperature
Profile. If this assumption is used in a
technique to monitor a changing moisture
Pattern, there must be some concern about the
effect of changing moisture on the value of
average temperature which was used in its
derivation. Although Chesters et al. had no
alternative to this assumption, we present a
method which avoids it.

Our method takes advantage of the fact that
there are situations where over short distances
Or over short time intervals, different surface
temperatures can be observed through effectively
the the same atmosphere. For example, Figure 1
18 a trace of the variation of 11 ym brightness
temperature as observed by GOES West. In this
case surface temperature increased by about 5 deg
Celsius/hour beginning shortly after sunrise at
6:15 local time. In situations such as these,
the atmospheric transmittance can be determined
and used to estimate moisture. The method alsc
has application to retrievals of atmospheric
temperature since an accurate determination of
the atmospheric transmittance can be used to
eliminate surface effects on radiance
measurements (Hayden et al., 198l).

2.  MATHEMATICAL FORMULATION

The radiance measured from a satellite can
be written as

1

I = Bg1g + 'tf B4t (1)
S
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Fig. 1. Goes West 1l micrometer brightness

temperature as a function of time on 17 Sep
1983. Average of 3x3 array of 7 km resolution
elements, upper left corner at 36N, 120W, about
110 km NW of Bakersfield, CA.

where I is the radiance measured at the
satellite, Bg is the Planck radiance at the
surface, Tg is the surface transmittance, and the
integral is the radiance originating in the
atmosphere. Using the mean value theorem, it is
possible to write Eq. (1) as

I = Bgtg + By(1-Tg) (2)

where Ea is a weighted average given by
1 1
(3)

To illustrate the effect, it is helpful to write
Eq. (2) as

By = < MT/Té drt

Bg - I = (Bs’ﬁa)(l'Ts) (4)



In this form it is clear that the atmospheric

attenuation is the product of a term related to
emperature, (Bg-By), and a term related to
isture, (l-tg).

To develop the split window relation,
Eq. (4) is converted to brightness temperature to
eliminate the wavelength dependence, then written
for two channels to give

Tg~T; = (Tg~Ty)(1-T1) (5)

(.Ts"i‘a) (1‘12) (8)

Tg~T2

where the T's are brightness temperatures and
where the subscripts denote the channel. For
appropriately selected window channels, the
values of T, are equal and Egs. (5) and (6) can
be solved for Ty to give

Tg = Ty + (T1~To)(1-11)/(T1-T3) (7)

For channels with similar absorbers and a
relatively small total absorption, the quantity
(1-71) is proportional to the quantity (1-T3) and
the ratio (1-7)/(1-1)) becomes a constant that
is independent of the particular atmosphere.
When these conditions hold, Eq. (7) can be
written as

Tg = T + (T + T2)y (8)

where y is a constant.

Given Eq. (8), it is possible to determine
Tg and thus Bg in Eq. (2). If measurements are
obtained over two different values of By with the
air temperature being invariant, Egq. ?2) can be
used to give

AI = ABg1g (9)

where the A's denote the differences due to the
dé,fferent Bg. Eq. (9) is easily solved for 15 to
give

Tg = AI/MBg (10)

Now if the two different surface temperatures are
viewed by the two different channels, it is
possible to arrive at estimates of t for each of
these channels given by

Ty =A0L/0B, T, =415/ Bgp  (11)
which after combining by division yields
Ty A12 Ale
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If this equation is converted to brightness
temperatures to eliminate temperature dependence,
the Bg's become Tg's and cancel, and we are
left with

Z}. AT
A

k) 2

&

(13)

3

This expression states that the ratio of the
transmittances of the two channels can be
estimated by the ratio of the differences of
observed brightness temperatures in those two
channels, where the difference in brightness
temperatures is due only to different surface
temperatures. This ratio can be related to
precipitable water (see Chesters et al., 1983).

3. SIMULATION OF TECHNIQUE

This technique was tested using simulated
radiances for the Visible Infrared Spin Scan
Radiometer (VISSR) Atmospheric Sounder (VAS).
Radiosonde reports were collected over North
America for 122 12 November 1981. The
radiosondes were divided quasi-randomly into two
sets, the dependent set having 55 observations
and the independent set having 27 observations.
Radiances were computed from each of the
dependent radiosondes for the VAS channelg 7
(12 ym) and 8 (11 ym). Transmittances were
computed using algorithms described in Weinreb
et. al. (1981). Total ozone was taken to be
357 D.U. The surface temperature was taken to be
first the reported air temperature, then the
reported air temperature plus 10 deg celsius.
The ratio of the estimated transmittances for
channels 7 and 8 was computed from Eg. (13) and
compared with the actual ratio of transmittances
for thoge channels. The comparison is given in

Figure 2. The results were sufficiently
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consistent to encourage us to attempt to predict
Precipitable water from the ratio 77/Tg using
simple linear regression. The regression
equation was conditioned using the dependent set
and tested on the independent set. The results
are given in Figure 3. As can be seen the
correspondence between estimated and observed
Precipitable water is quite good. However, the
Yange of precipitable water in this sample is not

larg.e enough to perform a rigorous test. Such
testing is intended in further work.
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Fig. 3. Estimated precipitable water versus

Observed for independent radiosonde set.
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4. OONCLUSIONS

A technique has been presented to estimate
atmospheric transmittance from observations of
split window radiances under conditions when the
surface temperature changes substantially, but
the atmospheric conditions are invariant. For
the 11-12 um region, atmospheric attenuation is
caused primarily by precipitable water. Thus it
is possible to estimate precipitable water from
split window observations under conditions of
varying surface temperature. Simulation of
radiances for the VAS instrument indicate that
this technique holds great promise for physical
retrieval of precipitable water.
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1. INTRODUCTION

There is presently a keen interest in rain
estimation from satellites, as well as a need for
high time resolution in the estimates. This time
resolution implies the wuse of geosynchronous
satellites, which contain only visible and

infrared (IR) channels. As such, we must attempt
to infer rainfall from c¢loud observations, and
usually limit our inference to convective clouds.
Previous work in objective rain estimation
involved empiricism, such as the Griffith-Woodley
technique (GWT),[Griffith et al., 1976, 1978,
1981, Woodley et gl., 1980], or the GOES

Precipitation Index (GPI) {Arkin, 1984]).

This paper describes a new method of
estimating convective precipitation from satellite
infrared (IR) data, henceforth known as the GLAS-2
technique. The method locates . (in an array of
GOES digital IR data) all local winima in
blackbody temperature (T b) lower than -253 X and
agsumes these are rain centers (similar to radar
echoes ). Rainrate and rain area are assigned to
the minimum point as a function of winimum
blackbody temperature (T_. ). These T . -rain

. - . in’? i
relationships are derived using the approach of
Adler and Mack (1984), which entails using a
one-dimensional cloud model to account for ambient
temperature, moisture, and shear conditions. This
approach hopefully provides a stronger physical
(and less empirical) basis for the applied
cloud~rain relations, and allows for the
transportability of the technique to wvarious
climatological regimes or synoptic situations.

The technique is first tested for south
Florida cases during the Florida Area Cumulus
Experiment (FACE) and verified against raingage
and radar data. We hope to understand the
limitations of the technique at the smallest time
and space scales. This will in turn enable us to
understand errors and biases in longer and larger

scale estimates. We also compare the vesults of
GLAS-2 to the GWT, to a modified (non-life
history) simulation of the GWT denoted GLAS-1
(Negri, et al., 1984) and to a modified Arkin

method. In this way we hope to quantify obvious
limitations of the technique and establish a
baseline against which to test future, more
sophisticated approaches to rain estimation.

In section 2 we briefly describe the
estimation techniques, presenting examples of rain
images produced by each. We subsequently present
statistical results for three days (section 3).
Section 4 summarizes the limitations of satellite

IR rain estimation in general and (GLAS-2 in
particular and outlines future versions of the
GLAS scheme.
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2. DESCRIPTION OF TECHNIQUES

2.1 Griffith-Woodley Technique

The GWT is a life~history dependent method
that requires a sequence of IR imagery. Clouds
are defined by outline of the 253 K isotherm.

(See Griffith et al., 1976, 1978, 1980, 1981). A
concise summary may be found in Negri et al.

(1984). Half-hourly and daily totals for the FACE
target region were taken from Meitin et al.
(1981).
2.2 GLAS-1

GLAS~-1 is a simplification to the GWT
described by Negri et al. (1984). The analysis
area of GLAS~l1 is the same as that wused in the
GWT: an 8° by 12° region centered on 27°N, ‘
81%. Clouds are defined in the IR data by the
253 K isotherm and for each cloud two temperature

thresholds are calculated. These are T1 ¢ and
Tegy, the temperatures that define the coldest
189 and coldest 507 cloud area respectively.

Integer rainrates are then assigned to the pixels
of each cloud according to pixel temperature T:
-1
8 mm h (T < TIOZ)
-1
2 mm h (Tyog < T < Tsgq)
0 (T > Ty0z)

A minimum cloud area of 2000 km? is proscribed,

below which no rain estimates are made for that

cloud. The non-life history GLAS-l1 simulated to
firgst order the GWT rainmaps on three test days

(Negri et al., 1984.) An example of a rainrate
estimate for 1930 GMT 29 July 1978 is shown in
Fig. la.

2,3 Modified Arkin scheme

Arkin (1979) and Richards and Arkin (1981)
have examined the relationship between 6 h rain
accumulation and the fractional coverage of 2.5°
by 2.5° squares by clouds of varying temperature
for the GATE region. This has led to the creation
of a GOES Precipation Index (GPI) [Arkin, 1984].

In this study, a modificatig& ig made' such that
the Arkin rainrate (3 mm h™ ") is applied to any
IR pixel (4 km by 8 km) colder that the Arkin

threshold (235K). An exemple is shown in Fig. 1lb.

2.4 GLAS-2
The location of convective '‘cells" is done

objectively in GLAS-2 by isolating pixels (or
clusters of pixels) in the IR data colder than all
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neighboring pixels (local minima in the
temperature field are defined). When a minimum
consists of several pixels at that temperature,
the centroid location is used. Again, the
threshold temperature used is 253 K.

Once the locations of rain cells have been
determined, the rain parameters to be assigned to
that feature are defined based on the
one-dimensional cloud model results of Adler and

and
calculated from a
as a function of

Mack (1984). In that study maximum rainrate
- maximum volume rainrate were
sequence of cloud model runs

maximum cloud height (or minimum model cloud
temperature Tc). The model results simulated
fairly well the observed profiles in Florida
(summer ) and Oklahoma (epring). For this study

the model results of Adler and Mack (1984) for the
Florida (summer) case are converted for use in the
GLAS~2 technique in the following way: A rain-no
rain threshold was arbitrarily set at 233 K,
corrsspg&ding to a volume rainrate of
S0 m° 8 ~ for the Florida model runs. The
magnitude of the rain area (AR) is assummed to
be five times the model updraft area (see Adler
and Mack, 1984 for comparisons with observations).
Therefore,

2
AR = 5 7r (1)
where r is the model updraft radius. The average
rainrate over the raining area of the cell is
R = VRR / Ap (2)

where VRR is the volume rainrate. With Tc being

the model calculated cloud top temperature, a
subjective fit of R and T, from the model
results yield

R = 77.65 ~ 0.28 T, (3)

while a subjective log-linear fit of rain area and
‘1‘c yields

In Ap = 15.95 - .049 T, %)

Because of the coarse (8 km) field of view of the
GOES IR data the satellite T . must be adjusted

toward lower values to compare with the model
temperature. This is done crudely, based on Adler

et al. (1982) observational results, as given by
T, = 0.65 Tpin * 665 (5

An example of GLAS~2 rainrates is shown in

Fig. lc.

2.4 Radar and gages

Data from the WSR-57 10 cm radar at Miami, FL
were used. Digital data were remapped to
satellite coordinates using RADPAK (Heymsfield4 et
al., 1983) and the relationship Z = 300R™"".
Tabular values of half-hourly and daily totals of
FACE target area average rain depth were taken
from Barnston et al. (198l) and Meitin et al.
(1981) [for radar snd gage estimates,
respectively). An example of the radar rainrates

ig shown 4in Fig. 1d.

€0

3. STATISTICAL RESULTS

The GLAS-1, GLAS~2 and modified Arkin schemes
were run each half hour from 1600 to 0100 GMT on
each of three days, selected by the locsal
availability of satellite and radar data. Full
resolution IR data (4 km E-W and 8 km N-8) were
used. Figure 2 shows & comparison of five
rainfall estimates to ground truth (raingages) on
3 Aug 1979. The estimates are of the ayeragg rain
depth in the FACE target area (1.3 x 107 km“)
every 30 min. Daily (1600-0100 GMT) totals are
displayed in the lower right corner of each panel
of Fig. 2. The GWT, which has & pronounced
tendency to underestimate the rain early, and
overestimate later (Negri et al., 1984), on this
day overestimated consistently, resulting in a
440% overestimate of the 'daily" total. (In
fairness to the GWT, this was the second worst
overestimate in 53 FACE-2 days). The three other
satellite techniques also overestimated the total
rain by about a factor of two on this lightly
raining day in the FACE region. No satellite
technique clearly detected the wmaximum at 2230
GMT.

The day with the heaviest rain in FACE-2
(1978-80) was 29 July 1978, when 19.31 mm were
recorded by the gages between 1900 and 0100 GMT.-
Clearly, in this extreme situation, the Arkin
scheme (designed for monthly averages and using
essentially a climatological rainrate) produced
the lowest estimate. It quickly reached its
saturation wvalue of 1.5 mm per 30 min as the
target region became completely covered by cloud
colder than 235 K. Both the GWT and GLAS-l1 tended

to lag the gages and radar, producing maxima 1.5
and 1.0 h later respectively. While numerically
closest to the gage total GLAS-2 is  poorly
correlated to the gages on the 30 min scale.
Extensive coverage of the Florida peninsula by
cold cloud, as opposed to coverage by isolated
thunderstorums, perhaps hindered GLAS-2

identification of convective cells on this day.

A third day

examined was 31 July 1980
(Fig. 4),

when extremely light rainfall fell over
the ‘target region (1.84 mm totsl). The GWT,
GLAS~1 and ARKIN schemes display three pronounced
maxima, as do the gages, however the correlation
is poor. Total estimates are all comparable with
the exception of GLAS-2, due to overestimates of
all three maxima, particularly the one at 2100
GMI. Examination of the IR imagery revealed that
there was much thin cirrus debris in the target
region which GLAS-2 incorrectly identified as rain
cloud. It is apparent that visible data and/or
some parameter based on the pattern or gradient in
the IR data may be useful in discriminating cirrus

from active convection in future versions of the
GLAS technique.
The availability of digital radar data on

29 July 1978 enabled us to expand the region of
comparison to an annular region extending from
25 n.m. to 90 n.m. (40-145 km) around Miami.
(No analysis was donme in the ground clutter
region). Remapped radar data were compared pixel
by pixel to the three satellite estimates.
Results &are presented in Tables 1 ,2 and 3. The
probability of detection (POD) ie defined as the
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ratio of the number of satellite rain

estimates > 0 coincident with radar points > N, to TablLe 1. Statistics for GLAS-1 on 29 July 1978.
the total number of radar points > N, N is a TIME POD POD POD FAR CSI CSI  CSI
radarlthreshold rainrate equal to 1, 12 or 25 25 12 1 25 12 1
mm h™~. The false alarm ratio (FAR) is defined 1600 . 0.21 0.94 0.04
as the ratio of the number of satellite rain 1630 0.23 0.92 0.06
estimates > 0 coincident with a zero radar point, 1700 0.31 0.86 . 0.10
to the total number of satellite rain 1730 0.50 0.14 0.94 0.05 0.04
estimates > 0. The critical success index (CSI) 1800 0.66 0.46 0.26 0,88 0.10 0,09 0.08
is defined as: 1830 0.66 0,51 0,49 0.77 0.20 0.18 O0.18
1900 0.33 0.38 0.43 0.75 0.16 0,17 0.18
csI(N) = ((pop(™)1™} + [1 - Far)~! -1)-1 (6) 1930 0,35 0.22 0.50 0.64 0,21 0.16 0.26
2000 0.32 0.40 0.61 0.53 0.23 0.27 0.36
As defined these parameters are representative of 2030 0.50 0.55 0,65 0.56 0,30 0.32 0.35
the statistics of areal coverage rather than of 2100 0.89 0.89 0.88 0.60 0.37 0.37 0.37
the statistics of rainrate. 2130 0.95 0.94 0.94 0.56 0.43 0.42 0.42
2200 1.00 1.00 0.99 0.58 0,41 0.41 0.41
Tables 1-3 reveal a high FAR for all 2230 1.00 0.99 0.98 0.53 0.46 0.46 0.45
techniques early in the day (1600-1800), prior to 2300 1.00 1.00 0.99 0.49 0.50 0.50 0.50
intense convection. These decrease during the 2330 1.00 0.98 0.55 0.47 0.45
day. GLAS-2, being the most restrictive in areal 2400 1.00 1.00 0.99 0.60 0,39 0.39 0.39
rain apportionment, has the lowest aggregate FAR, 2430 1.00 1,00 0.99 0.59 0.40 0.40. 0.40
though improvements could be made. In contrast, 2500 1.00 1.00 0.99 0.64 0,35 0.35 0.35
the POD"s for the GLAS-1 and Arkin schemes tend to T5TKf——UT5U_“UT73__UT39—_UTGU'_UT§H’_UT36'TI:ET‘

increase during the day, as the areal extent of
rainfall increases. GLAS-2 POD"s are poor and

variable, as is the period aggregate of 47% Table 7. Statistics for Atkin on 29 July 1978.
(168/355). This indicates that further study TIME POD POD POD FAR CSI CSI  CSI
needs to be done on the relationship between local 25 12 1 25 12 1
minima in temperature (as observed in half-hourly 1600 0.25 0.51 0.06
GOES data) and convective cells as defined by the 1630 0.29 0.90 0.07
radar. ’ 1700 0.30 0.85 0.11
1730 0.50 0.15 0.92 0.07 0.05
While POD”s approaching 1.0 appear desirable, 1800 0.66 0.66 0.32 0.80 0.17 0.17 0.13
any scheme with a high temperature threshold will 1830 0.66 0,51 0.51 0.67 0.28 0.25 0.25
detect 100% of the precip}tation. CS1’s, 1900 0.33 0.56 0,55 0.68 0,19 0.25 0.25
particularly for the 25 mm h * threshold were 1930 0.76 0.58 (,70 0.66 0,30 0.27 0.29
similar (0.36, 0.36 and 0.30). POD’8 remained 2000 0.61 0.62 0.78 0.60 0.31 0,32 0.36
constant with threshold for GLAS-1 and Arkin, but 2030 0.91 0.85 0.87 0.62 0.36 0.35 0.35
increased rapidly in GLAS-2 for higher thresholds. 2100 0.93 0.92 0,94 0.62 0,36 0,36 0.36
This indicates that GLAS-2 rain areas may be too 2130 0.98 0.96 0.98 0.59 0.40 0.40 0.40
small, or that the technique is concentrating on 2200 1,00 1.00 0,99 0.61 0.38 0.38 0.38
strong convective entities and missing "anvil" or 2230 1.00 1,00 1,00 0.60 0.39 0.39 0.39
non-convective rain. 2300 1.00 1.00 1.00 0.53 0.46 0.46 0.46
2330 1.00 1.00 0.62 0.38 0.38
2400 1,00 1,00 1,00 0.64 0.35 0.35 0.35
4. CONCLUSIONS AND FUTURE WORK 2430 1,00 1.00 1,00 0.62 0,37 0.37 0.37
2500 1.00 1.00 0.99 0.65 0,34 0.34 0.34
This paper has described a first attempt at TOTAL 0.91 0.8/ 0.93 0.62 0,36 0.35 U.36
estimating rainfall from a physically based i
satellite IR method (GLAS-2). Attempts have been o -
made to quantify how well the technique does by Table 3. Statistics for GLAS-2 on 29 July 1978,
comparisons with digital radar data and with area TIME POD POD POD FAR CSI CSI CSI
averaged raingage data, The relative merits of 25 12 1 25 12 1
using GLAS-2 are examined by comparison to 1600 ) 0.01 0.99 0.00
simpler, empirical schemes (Arkin, GLAS-1) and to 1630 0.00 0.99 0.00
a previously existing, but complicated scheme (the 1700 0.00 1.00 0.00
GWT). 1730 0.50 0.06 0.93 0.05 0.03
1800 1.00 0.53 0.22 0.82 0.18 0.15 0.1l1
On 3 Aug 1980, a day of 1light to moderate 1830 0.50 0.40 0.19 0.72 0.21 0.19 0.12
rain in the FACE target region, all satellite 1900 0,33 0.38 0.33 0.7) 0.18 0.19 0.18
schemes overestimated the gage determined 1930 0.35 0.25 0.24 0.61 0,22 0,18 0,17
rainfall. The estimates ranged from a factor of 2000 0.35 0.35 0,21 0.40 0,28 0.28 0,18
two (GLAS~1) to a factor of 4.5 (GWT). On a 2030 0.58 0.45 0.33 0.49 0.37 0.31 0.25
lightly raining day (31 July 1980) all techniques 2100 0.62 0,39 0.21 0.45 0.41 0,30 0.18
except GLAS-2 came within 187 of the gages. 2130 0.58 0.42 0.18 0.45 0.39 0.31 0.15
’ o ’ 2200 0.34 0.29 0.14 0.59 0.23 0.20 0.11
2230 0,43 0.38 0.21 0.22 0.38 0,34 0.19
2300 0.00 0.23 0.07 0.25 0.00 0.22. 0.07
2330 0.47 0.18 0.29 0.40 0.17
2400 0.00 0.00 0.1} 0.56 0.00 0.00 0.09
2430 0.40 0.54 0,11 0.53 0.27 0,33 0.10
2500 0.00 0.22 0.11 0,66 0.00 0,15 0.09
TOTAL ©O.47 0.36 0.15 0,54 0.30 0.25 0.13
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Contamination. by cirrus debris caused a gross
overestimate in GLAS-2. On 29 July 1978, when
nearly 20 mm of rain fell across the target area,
daily estimates ranged from a 30% overestimate
(GWT) to a 20% underestimate (Arkin). In no
satellite estimation scheme could the correlations
of half-hour estimates to gages be considered
anything but poor.

The utility of a GLAS~-2 type scheme may arise
vwhen shorter time scales are required, for example

estimates for flash floods or for 1-3 h
precipitation and when applied under different
climatological conditions. GLAS-2 has its basis

in the work of Negri and Adler (1981), who used
5 min interval IR data and showed a good
correlat%on between Tmiﬁ and VRR.

The 0.54 FAR GLAS-2 is
conceptualize: there are many Tm'n in the IR
data that don”t represent active comvection.
There are several ways in which the FAR could be
improved:

of easy to

1. decrease the threshold temperature

2. examine the size (number of pixels) of the
defined Large areas of constant
(however coTas temperature may be the remnants
of convection. Such an areal cutoff would be
hard to determine.

two-dimensional gradient about
debris would tend to have

than active convection,
direction of the upper

examine the

T . i
min® Cirrus
smoother gradients
particularly in the

level wind.

4. sget a proximity criteria such that two
would be associated with only one
they were located within some
distance of each other.

celT“n1f
predetermined

5. quantitatively use the visible channel data.

We plan to examine many more FACE days with
digital radar data to quantify the relatiomship
between satellite determined T (and second
order temperature variables) ?o radar determined
convective cells. It is only with these
Statigtics in hand can ome realistically formulate
Or evaluate an estimation scheme. On several
days, 15 min interval satellite data is available.
This will prove invaluable in examining the effect
of higher temporal resolution data on the
estimation scheme. '
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PASSIVE MICROWAVE RAIN ESTIMATION OVER LAND AND OCEAN AT 37 GHz

Roy W, Spencer

Space Science and Engineering Center
1225 W. Dayton St.
University of Wisconsin-Madison
Madison, Wisconsin 53706

1. INTRODUCTION

The remote sensing of rainfall and severe
storms from satellites has most commonly been
attempted with visible and infrared (IR)
observations (Barrett and Martin, 1981).
techniques rely on the existence of some
relationship between the occurrence or
intensity of rainfall and the temperature,
appearance, or behavior of the cloud top as
observed by the satellite, Microwave radiation
at frequencies below about 40 GHz easily
penetrates clouds. but not precipitation. To
estimate rain rates at these frequencies, the
rain must have a significantly different
electromagnetic signature than its :
surroundings, whether land or ocean. This
condition is easily met over the ocean because
of the ocean's relatively low and uniform
brightness temperature (T, = cT) due to its low
emmissivity (e~0.5), while the rain has a
uniform and high emissivity (e~0.95) and thus,
a high brightness temperature, Therefore,
theoretical and empirical treatments of the
problem have, with some differences, indicated
that rain rates over the ocean are retrievable
(Wilheit et al., 1977; Huang and Liou, 1983;
Spencer et al., 1983a), Land has an emissivity
that is much closer to that of rain and is more
variable, due primarily to variations in soil
moisture. This can result in some ambiguity
between wet land surfaces and rain’ (e.g.
Rodgers and Siddalingaiah, 1983). Even 1f the
land background were uniform, previous
theoretical results suggested that only light
rain rates would be detectable (Savage and
Weinman, 1975; Weinman and Guetter, 1977).

These

However, the observations from the Nimbus~-7
SMMR (Scanning Multichannel Microwave
Radiometer), a ten channel, five frequency
instrument (Table 1), have revealed brightness
temperatures as low as 163 K in conjunction
with heavy thunderstorm rainfall (Spencer, et
al., 1983b). The low brightness temperatures
were attributed to the presence of precipita-
tion-sized ice particles in the upper portions
of the storms. This work led to the develop-
ment of a multifrequency rain rate measurement
algorithm based upon comparisons between rain
rates from operational WSR-57 radars and SMMR
brightness temperatures over the United States
(U.8.) during the sgummer (Spencer et al.,
1983c).
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frequency (GHz)

37 21 18 10,7 6.6
polarization V,H v,H v,H v,H V,H
wavelength (cm) 0.8 1.36 1.66 2.80 4.54
footprint size(km) 22 37 43 74 120

Table 1 SMMR frequencies, wavelengths, and field of

view sizes at the earth's surface. Horizontal (H)
and vertical (V) polarizations are sampled at each
frequency. This is accomplished with two radio-
meters at 37 GHz and one radiometer at each of the
lower frequencies, which is shared between H and V
on alternating scans of the imstrument.

The purpose here is to review the
meteorological versatility of passive microwave
measurements through descriptions of multi-
frequency spring, summer, and fall rain rate
algorithms for use over land, a single
frequency algorithm for use over the warm
oceans, and preliminary results on the utility
of 37 GHz observations for detection of severe
thunderstorms.

2. RAIN OVER LAND

Comparisons between rain rates from 234
radars and brightness temperatures from 25 SMMR
passes over the U.S. have been utilized to
derive rain estimation algorithms for the
spring, summer, and fall seasons. These data
sets resulted in over 12000 records of 40 x 40
km averaged rain rates and brightness
temperatures. Fig. 1 shows the average
brightness temperatures for different rain rate
intervals and different seasons. It is clear
that the summer rain classes are the most
separable in brightness temperature. It can
also be seen that there are large differences
in average brightness temperature between
seasons for the same rain classes. This
difference is due to the variations in land
background T, resulting from seasonal
variations in the thermometric temperatures,
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Fig. 1 Average SMMR horizontally polarized
brightness temperatures for different rain
rate intervals during the spring, summer,
and fall.
by a series of connected dots and labeled
with the rain rate interval and the average
rain rate within that interval.

Data are from 25 SMMR passes and 234 WSR-57
radars, resulting in a total of over 12,000
records of 40x40 km average SMMR Tp's and
rain rates (mm/h),

and to a lesser extent, emissivity. These
variations can be accounted for by seasonal
€quations, But what about the symoptic
variations in the land temperature? Table 2
shows the equations for the spring, summer and
fall seasons, derived from a multiple linear
least-squares regression procedure with radar
rain rate as the dependent variable. It can be
Seen that the rain rate is roughly proportional
to the T  contrast between the 37 GHz channels
and the 18 and 21 GHz channels. This contrast
Provides a measure of the extent to which the
land-emitted radiation is attenuated by the
Precipitation, since the 18 and 21 GHz channels
are more gensitive to the land radiation than
18 the 37 GHz channel, due to the longer
Wavelengths and the larger footprints. This
contrast 1s needed to account for the synoptic
Variations in land temperature which might be
mistaken for variations due to rain activity.
Fig. 2 shows the order in which the variables
were chosen and the increase in explained
vVariance of the radar rain rates at each

Yegression step. Note that the 37 GHz channels
are always chosen first because of their
highest individual correlation with rain rate.
Algo note that the 37, 21 and 18 GHz channels
contain most of the information on rain rate,
With the 10.7 and 6.6 GHz channels providing
little improvement.

Each rain rate class 1s represented

65

The best performance of the algorithms is
during the summer and fall, when vegetation
covers the ground., During the spring, the
skill is reduced because of variations in the
land T, which are due to emissivity variations
of par@ly exposed soils, thus making multi-
spectral T, contrast measurements somewhat
amb%guous at times. The 37 GHz polarization
('1‘B - T.") was almost always found to be less
than 16°C for rain systems, so this criterion
was used to screen out cases of wet soll, whose
values of polarization always exceed this
amount.

The heavy rain cases involved in the summer
algorithm (>20 mm/h) constitute less than 4% of
all non~zero rain cases, and yet add 11% to the
total explained variance of the summer
equation. Therefore, heavy rains are the most
easily detected over land (which is verified by
Fig. 1), and are a significant part of the
algorithms success. Their detection is
attributable to precipitation-sized ice
particles in the upper portions of storms which
produce heavy rain. All relatively unpolarized
37 GHz T_'s less than 220 K have been found to
be aseoc?ated with heavy rainfall as depicted
by radar.

3. RAIN OVER OCEAN

Comparisons of radar rain rates and SMMR
T_'s over the Gulf of Mexico have revealed that
the T_'s can explain 72% of the variance of
radar rain rates (Fig. 3). The form of this
relationship is quite different from
plane-parallel theory (also shown in Fig. 3).
Most of this difference can be attributed to
footprint filling effects. It was found that
most of the rain systems in this randomly
chosen six day sample had rain rates at which
they were essentially opaque to 37 GHz
radiation. The variations in brightness
temperature were found to be primarily due to
variations in the amount of the footprint
filled by these relatively opaque rain cells.
Also, the size of the rain cell is correlated
with the storm-scale rain rate, leading to a
natural correlation between rain rate and T..
This analysis is only applicable to warm segson
or warm ocean showery rain systems. In higher
latitudes where more stratiform rains fall,
plane-parallel theory should provide much
improved measurements. Therefore, over
tropical oceans, footprint filling should not
necessarily be considered a problem, unless
rain information is sought on a scale smaller
than what the satellite observes.

4, SEVERE STORMS OVER LAND

Quite low 37 GHz T_'s (less than 220 K)
have been found to be &ssociated with heavy
thunderstorm rainfall, Extremely low TB's
(less than 200 K) have been found in
association with storms that produce severe
weather. Table 3 summarizes 13 storms that the
SMMR observed over the U.S. between February
and July, 1979. Note that a large percentage
of these storms were reported in Storm Data
(1979) even though many severe weather events
never make it into this publication. In
addition, many storms observable by the SMMR



SMMR CHANNEL

const. H37 v37 H21 v21 H18 vis H10.7 V10.7 H6.6 V6.6 | r r?

spring 38.3 ~.,107 ~.442 .279 .119 .107 .105 ~.109 ~.121 X .034 ,625 .391

summer 32.6 ~-.408 -.378 .215 .137 406 .090 -.242 .062 * * .795 .631

fall 49.9 -.,157 -.789 437 .261 .055 ,258 ~,136 -.102 X X {.752 .565
% ~~ not included in the analysis X ~~ not chosen by regression

procedure
Table 2. SMMR rain rate regression equations and their performance for spring, summer, and fall
seasons. For the summer the Tp's must have satisfied the following screening conditions:

(V37 - H37) £ 16°C and H37< 280K and H10.7 »225
(V37 - H37) £16°C and H18< 230K,
after screening/before screening were :

K.

For the spring and fall, the data must satisfy:
The total number of records utilized in the analysis
spring (3031/4753); summer (3782/4663); fall (2288/2615).

Fig. 2, The multiple correlation and 49 T . . . . r T Y 100
explained variance achleved at each 90
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occur in desolate areas where gevere weather
may occur without being reported.  Heavy storms
have also been found in the SMMR data in other
parts of the world: e.g. west Africa, India,
South America, Mexico, Canada, Russia, and
China. Currently, a much more ambitious
summary of the severe weather characteristics
of these low brightness temperature events is
being performed, utilizing newspaper reports
from around the U.S.

5. CONCLUSIONS AND RECOMMENDATIONS

A large amount of information on rain rate
over land and ocean is contained in the
observations of the Nimbus-7 SMMR. It also
appears that severe thunderstorms are
detectable with 37 GHz observations. The many
uses of this kind of observation, especially in
those countries with little or no ability to
monitor rainfall or storms, suggests that more
satellite microwave radiometers are needed.
The most useful gystem would be an instrument
in geostationary orbit. This would allow the
timely monitoring of raim and storms over land
and sea,

66

3 4 5 6 7 8 9
REGRESSION STEP NUMBER

6. ACKNOWLEDGEMENTS

Portions of this research have benefitted

from discussions with Drs. Barry B. Hintonm,

David W. Martin, and James A. Weinman. This

research was supported by NOAA contract

NA-80~SAC-00742 and NASA contract NAG 5-391,

7. REFERENCES

Barrett, E. C., and D. W, Martin, 1981:
Use of Satellite Data in Rainfall
Monitoring. Academic Press, London, 340
PP

The

Huang, R., and K.-N. Liou, 1983: Polarized
microwave radiation transfer in
precipitating cloudy atmospheres:
Applications to window frequencies.

J. Geophys. Res., 88, 3885-3893.

NOAA, 1979: Storm Data, 21, U.S.
Department of Commerce, 25 pp.



37 GHz TB(K)

150 4

5 10 18 20 28 30 k1) 40
RADAR RAIN RATE (mm/hr)

Fig. 3 Observed 37 GHz horizontally
polarized brightness temperatures vs,
radar railn rates from the Galveston radar
at 1801 GMT 16 April, 1755 GMT 27 June,
1735 GMT 7 July, 0638 GMT 9 July, and
1744 GMT 13 July, 1979 (dots); and
from the Apalachicola radar at 0530 GMT
17 July 1979 (stars), manually digitized
and assigned to 20x20 km bins. The line
through the data points is a least squares
best fit of a function proporticnal to
the sixth power of the brightness
temperatures. The upper curve depicts
the theoretical results of Olson (1983)
for rain-filled fields of view, and is
representative of the results of several
other investigators., The rain rates are
expected to be accurate to ¥60%.

Rodgers, E., and H. Siddalingaish, 1983: The
utilization of Nimbus-7 SMMR measurements
to delineate rainfall over land. J.
Climate Appl. Meteor., 22, 1753-1763.

Savage, R. C., and J. A. Weinman, 1975:
Preliminary calculations of the upwelling
radiance from rainclouds at 37.0 and 19.35
GHz. Bull., Amer. Meteor. Soc., 56,
1272-1274,

Spencer, R. W., B. B. Hinton, and W. S. Olson,
1983a: Nimbus-7 37 GHz radiances
correlated with radar rain rates over the
Gulf of Mexico. J. Climate Appl. Meteor.,
22, 2095-2099.

~—_» W. 8. Olson, Wu Rongzhang, D. W. Martin,
J. A. Weinman and D. A, Santek, 1983b:
Heavy thunderstorms observed over land by
the Nimbus-7 Scanning Multichannel
Microwave Radiometer. J. Climat. Appl.
Meteor., 22, 1041-1046.

Minimum

Date Time (GMT) H37 Ty State Weather
23 February 1743 185K TX tornado
4 May 0648 195K X funnel
" " 191K TX ?
" " 194K TX funnel
" oo 189K X ?
" " 185K TX ?
" " 180K TX ki
20 May 0633 195K KS-0K windstorm
19 June 0713 192K NE~SD *k
9 July 0635 163K MO windstorm,hail
15 July 0643 183K 1A windstorm
" " 188K MO windstorm
" " 187K MO windstorm

Table 3. Severe weather characteristics of the storms
observed by the Nimbus-7 SMMR to have horizontally
polarized 37 GHz T.'s less than or equal to 193K,
during the first half of 1879.

y» D. W, Martin, B. B, Hinton and J. A,
Weinman, 1983c¢c: Satellite microwave
radiances correlated with radar rain rates
over land. Nature, 304, 141-143,

Weinman, J. A. and P. J. Guetter, 1977:
Determination of rainfall distributions
from microwave radiation measured by the

Nimbus-6 ESMR. J. Appl. Meteor., 16,
437-442,

Wilheit, T. T., A. T. C. Chang, M. S. V. Rao,
E. B, Rodgers, and J. S. Theon, 1977: A
satellite technique for quantitatively
wmapping raeinfall rates over the oceans.
J. Appl. Meteor., 16, 551-560.

57



EFFECTS OF INSTRUMENT PARAMETERS ON SATELLITE RETRIEVAL ACCURACY

Larry M, McMillin
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Washington, D.C.

1. INTRODUCTION

Accuracies of temperature profiles re-
trieved from measurements of satellite radiances
are determined by several factors. Among the
more important are the width of the atmospheric
weighting functions, the noise in the measure-
ments, and the number and location of the
channels. Although the width of the channels is
an important facter, there is a theoretical re-
sult which states that, given an infinite number
of channels with zero noise, the true profile
can be recovered regardless of the width.
Previous studies have examined the effect of
changing two or more of the varfous parameters.
However, a comparison of two parameters when
three have an effect reaches a point where the
third parameter is the limiting one. If this
factor 1is not considered in the evaluation, very
misleading conclusions can be drawn. The poten-
tial for misleading conclusions is particularly
great when Instruments are compared which differ
in all of the factors. If the effects on accu~
racy are not attributed to the appropriate
causes, seclous design errors can result,

2. REVIEW

1t is interesting to note that, at first
glance, the studies which have been done seem to
contradict the fact that width is not important
if an infinite number of perfect observations is
available. For example, Weinreb and Crosby
(1972) examined the effect of channel number on
retrieval accuracy. They found that the effect
of an additional channel decreased as the number
of channels increased, suggesting that, beyond
some number of channels, an additional channel
makes no difference, However, since the study
was done for a single instrument and thus a
single noise level, it did not illustrate that,
as the noise level decreased, the number of
channels determined to be useful would have
increased. Although their study was useful for
the noise levels they considered, it did not
provide insight into possible accuracy gains
if the noise level could have been changed.

Chahine (1979) examined the effect of in-
strument noise on retrieval accuracy for two
instruments which differed in number of channels
as well as weighting function width. Both in-
struments showed an increase in retrieval accu-
racy with decreasing noise. A point was
reached where additional decreases in noise had
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little effect, This is partly because the
other factors were fixed, as 1llustrated by the
fact that the curve for the instrument with more
channels and narrower weighting functions
flattened out at a lower noise level, Chahine
attributed the iIncrease in accuracy to the
narrow width, Since the two instruments dif-
fered in number of channels as well as the
weighting function width, there is some uncer-
tainty in the assumption that the increase in
accuracy is due to weighting function width and
not the other differences. It was this uncer~
tainty which prompted the current study.

3. SIMULATION

The intent of the current study was to iso-
late the effects of the various factors on re-
trieval accuracy. This was done by changing one
factor at a time while keeping the others fixed.
To start, seven 15 ym HIRS sounding channels
(channels 1 - 7) were selected as a base, The
properties of these channels are summarized in
Smith et al. (1979) and have weighting functions
which peak at 30, 60, 100, 400, 600, 800, and
900 mb., A set of narrow weighting functions was
generated by keeping the peak pressure fixed
while narrowing the weighting function to one-
half its original value. A third set of 14
welghting functions was generated by adding one
channel halfway between any two adjacent ones,
with a l4th channel being placed halfway between
the peak of channel seven and the ground. To
complete the combinations, a fourth set of 14
narrow weighting functions was generated. This
resulted in four sets of channels: one set of
seven at normal width; one set of seven narrow
channels; one set of 14 at normal width; and one
set of 14 at narrow width,

Another set of four groups was created to
evaluate the effect of channel characteristics.
The basic set consisted of the same seven 15 um
€02 channels plus the four lowest (channels 13 -
16) 4.3 um HIRS channels, These four additional
channels peak at 1000, 950, 700, and 400 mb.
Combinations identical to the previous four were
generated, resulting in a set of 1l normal
channels, a set of 1l narrow channels, a set of
22 normal channels, and a set of 22 narrow
channels.

One factor remaining is noise, To evaluate
this effect, values were varied about the
nominal values given for the TIROS-N satellite
(see Schwalb, 1978), Noise was varied by



multiplying the nominal values by factors of 0,
0.25, 0,50, 1,00, 2,00, 3,00, and 4.00 to vary
the effects. A second noise component was added
to those channels which sense the ground to
simulate errors in the boundary term.

4. SAMPLE DESCRIPTION

The evaluations are based on a set of
rocketsonde profiles screened by Uddstrom and
Wark (1984)., For each month and latitude zone,
a separate covariance matrix was produced., Four
of these were used iIn this study. The four used
were January midlatitude, January polar, August
midlatitude, and August polar. Each of the four
covariance matrices was based on a sample of 100
to 200 profiles.

3. RETRIEVAL METHOD
Although it would be desirable to find that
the results are independent of retrieval method,
examination of studies contained in the literature
hint that there might be differences, particular-
ly in the ability of physical and more statisti-
cal approaches to benefit from reduced noise.
An evaluation of such a pessible effect is be-
yond the scope of this paper. However, the hint
of a connection requires that this paper, as
well as others dealing with the same subject,
fully describe the retrieval approach used. In
fact, a full description of the retrieval method
would be in order even if the hint of a depend-
ence on the method turns out to be false.
Comparisons used in this study are based on
the well-known minimum variance retrieval
algorithm (see Westwater and Strand (1968))
which 1s given by

b-Fm sbAT{AsbAT+se} Ly 1
where b 1s the profile of atmospheric radiances
at the reference wavelength, b is the mean atmos-
pheric profile of the sample, S is the co-
variance matrix of the sample, AT 1s the matrix
of weighting functions, S, is the error co-
variance matrix, r 1s the vector of radiance
measurements, r is the vector of radiances cal-
culated for the sample mean, and the superscript
T denotes a matrix transposed.

To calculate retrieval errors, it is
necessary to calculate the radiances used in Eq.
(1). ‘These are generated from the relation

TRAb (2)

where the values of by are the true profiles
rather than the retrieved values which are de-
signed by "b" in Eq. (1).

To calculate rms retrieval errors, it is
Necessary to use a sample of profiles. To expand
Eqs. (1 and 2)- to a sample, it is convenient to
note that A has only a slight dependence on tem-
Perature which can be ignored by using a value of
A generated from the mean profile, In addition,
if b and r are generated from the same sample
used to generate the other parameters, then

b= bt
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With these simplifications plus a substitution
of Eq. (2) for r, Eq. (1) can be written for the
entire sample as

‘ T T,o -1
B = S AT{AS A4S} AB, 3)
where B denotes the matrix resulting from the
individual b's. Since the desire of this study
is to compare various alternatives, the rms

error is required. If the squared retrieval
errors are denoted by the diagonal elements of

SE' then
T T T
Sg = BB -BB_ = S, -BB, 4)
Substituting Eq. (3) into Eq. (4) gives
T T -1
SE Sb - SbA {ASbA +Se} ASb (5)

which is the desired result, With Eq. (5),
errors can be calculated from values of the three
matrices without going through the actual re-
trieval. This is a significant advantage for a
comparative study where many variations must be
run. Another advantage 1s that Sg enters direct-
ly rather than as the result of a random number
generator, In a comparative study with even
moderately-sized samples,differences due to the
sequence of random numbers frequently mask real
differences. Finally, the major disadvantage of
Eq. (5) (that it has small errors due to approxi-
mations such as the single value of "A") does not
affect a comparative study because all alterna-
tives are affected equally.

6. RESULTS

Table 1 gives values derived from the diago-
nal elements of Sg. Elements of Sg were generat-
ed for each of the 40 TOVS pressure levels (see
Weinreb et al., 1981) and these were used to pro-
duce rms errors in terms of thickness tempera-
tures for each of the nine 100 mb layers between
1000 and 100 mb., The rms values for the 100 mb
layers were then averaged to obtain a single
value for each of the various combinations of
channels and noise that were tried. Table 1 con-
firms expectations in that it shows that reducing
the instrument noise, narrowing the weighting
functions, and increasing the number of channels,
all increase the retrieval accuracy. In addi-
tion, Table 1 provides information about the
relative effects of the various parameters. For
example, it shows that a seven channel instrument
with narrow weighting functions produces results
similar to those obtained from a 22 channel in-
strument with normal weighting functions.

Although Table 1 provides basic Informationm,
it is difficult to detect patterns. Tables 2 -4
help to illustrate some of the relationships
present in Table (1), Table 2 was constructed by
selecting a noise level such as'0.25. For this
level of instrument noise, the retrieval error
for the normal weighting function width was de-
termined to be 1.9, Then a retrieval error of
1.9 was found in the column of errors for the
narrow weighting function. For this retrieval
error, the instrument noise was determined to be
2.5 Finally, the second noise level of 2.5 was



divided by the first noise level of 0.25 to ob-
tain the ratio of 10. Thus, narrowing the
weighting function width by a half has the same
effect as reducing the noise by a factor of 10
at that combination. As Table 2 shows, the im~
provement is a strong function of the noise
level.

Two other tables were constructed in a simi-
lar manner. In Table 3, the number of channels
was doubled and the weighting function width was
kept constant, Thus, it gives the change in
noise that has the same effect as doubling the
number of channels. In Table 4, the change from
the seven to the 11 channel instrument, rather
than doubling the channels, 18 evaluated,

The advantage of Table 2 is that the ratilos
turn out to be relatively independent of the
latitude, season, and number of channels., At
the same time, Table 2 shows that the ratio is
a strong function of the nolse. At the low
noise level of 0,25, the ratio averages about
nine but at higher noise levels the ratio drops.
For example, at a noise level of 1.0, the ratio
drops to 4.,5. This behavior 1s consistent with
expectations since, at high noise levels, noise
is the major limitation to accuracy and the
other effects can be expected to be small. At
the same time, when noise i1s low, the other
factors limit accuracy and changes in noise
have a relatively small effect.

Table 3 shows that doubling the number of
channels is roughly as effective as halving the
noise in increasing retrieval accuracy. This
table also shows that, as noise increases, noise
becomes more important in determining the final
accuracy, but the effect is not as great as it
is in Table 2.

Table 4 is similar to Table 3. The major
difference is that 1t shows that channel number
is not as important as the channel character~
istics, The addition of the four 4.3 um
channels produced more Improvement than did the
addition of the seven 15 um channels,

When all the factors are considered, the
results show that, at present values of the
various parameters, weighting function width has
the largest effect on noise, prebably because
the other parameters are more easily changed and
have been more nearly optimized. The number and
type of channel is the next most important para-
meter and noise, at present noise levels, 1s the
least important. While the channel width 1s the
largest single effect, the other factors are
significant,

While these results provide useful guide-
lines, they should not be used in place of
trade off analysis for specific instruments.

One example of the danger in applying generali-
zations is shown in Table 1. Generally, the
combination of 11 channels produced more
accurate results than did the 14 channel combi-
nation, It is, however, important to note that
this trend vanished when the instrument noise
went to zero.

7. SUMMARY AND CONCLUSIONS

When different satellite instruments are
considered, they seldom differ in only one of
the several factors which affect retrieval
accuracy. This study provides some general
guidelines for evaluating the various effects
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vhen several factors are involved. The study
also demonstrates the need for evaluations of
specific instruments if accurate results are
desired. This 1is because some of the effects on
accuracy are the result of the specific channel
combinations used in this study. Finally, a
comparison of a subset of several factors in-
volved in a specific case may result in mislead-
ing conclusions and even the selection and
building of an instrument that provides less than
optimal performance, While narrowing weighting
functions had the largest single effect on
accuracy, it is clear that noise levels, and the
number and location of sounding channels have
effects on retrieval accuracy which can't be
ignored.
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Table 3.

Noise ratios for equivalent performance (double the channel number)

Noise factor = 0,25
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11-22 Normal
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Aug. Polar
Aug., Midlatitude
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Noise factor = 0.5
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Table 4.

Noise ratios for equivalent performance (add the

Noigse factor = 0,25

four 4.3 um channels)

7-11 Normal 7-11 Narrow 14-22 Normal 14-22 Narrow
Jan. Polar 3 3 2.7 2
Jan, Midlatitude 1.5 2 4 2
Aug,. Polar 2 3 3 3
Aug., Midlatitude 4 2 4 3
Noise factor = 0.5

7-11 Normal 7-11 Narrow 14-22 Normal 14-22 Narrow
Jan. Polar 2 2 2 1.5
Jan. Midlatitude 2,7 2,7 2.7 2,0
Aug. Polar 2.0 2.0 2,0 2.0
Aug. Midlatitude 1.5 3.0 3.0 2,0
Noise factor = 1.0

7-11 Normal 7-11 Narrow 14-22 Normal 14-22 Narrow
Jan. Polar 1.7 1.7 2.0 1.5
Jan. Midlatitude 2,0 1.7 2.5 2,0
Aug. Polar 1.7 2,0 2.0 1.5
Aug. Midlatitude 2.5 2,0 3.0 2.0
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1. INTRODUCTION

Knowledge of surface albedo is of fundamental
importance in climatic studies and modeling. In
a recent paper, Henderson—-Sellers and Wilson
(1983) have indicated that the required accuracy
in surface albedo data must be 0.05 for all land
surfaces over usual GCM grid mesh (General Circu-
lation Climate Models).

In this paper, we are following a quasi-
experimental type approach which includes surface
measurements in addition to satellite data and
model. Our method is used to discuss the possibi-
lity of deriving sahelian surface albedoes from
Meteosat radiances. The additional measurements
are surface global radiation measurements routi-
nely provided by the AGRHYMET network (WMO Bul-
letin, 1980)

2. METHOD DESCRIPTION

The proposed method is based on simultaneous
measurements of satellite radiance (Lg) and
surface global radiation (Eg). Over a flat
homogeneous terrain with Lambertian albedo «,
these two parameters can be related by the follo-
wing equation :

Lg = Eg/m (oza +aT(8y) TP/ - a as)) SV

where Eg is the solar irradiance, g and o, the
spher1cal albedo and intrinsic reflectance of the

atmosphere respectively, T(0 ) and T(6
transmission factor for the solar zen1¥h angle

8g and the zenithal viewing angle Bys respectively,

With these definitions, the surface global
radiation E; is given by Equation (2) :

Eg = Eg T(8g)/(1 - a ag) (2)

In the following we are dealing with geogra-
phical areas where 6; and Oy are close to each
other, therefore Eq. ?l) can be parameterized as
follows @

2

TLg*C+Aoa+3Ba (3)

where A = Eq%/Eg, B = - og A, C = a_ Eg.
In our application, A is derived from surface

measurements provided by the AGRHYMET Office,

B and C are computed from a parameterized formu-

lation of a standard model as suggested by Tanré

et al. (1979).

3. TEST OF THE METHOD

To test the method, observations done on
2 July 1979 over the sites of Dori (14.05°N, 0°),
Ouagadougou (12.42°N, 1,5°W) and Fada-Ngourma
(12,06°N, 0.4°E) in Upper Volta have been used.
In each case, gurface albedo was computed for
various solar angles, experimental and computed
values of EG’ o, and Og s

Site Time 90° 6v° v Eg Eg a, ag o
(GMT) (W m™2) (W w2)
1100 14 16 49 1287 866 0.053 0.122
. 1130 10 — 24 1309 880 0.054 — .
Dori 1200 9  — 17 1311 882  0.054 0.354 + 0.005
1230 13 _— 46 1292 869 0.053 —
1100 14 14 49 1287 877 0.053 0.122
1130 11 —_ 21 1304 895 0.055
Ouagadougou 1200 1 _ 14 1301 899  0.056 0.265 t 0,002
1230 16 —_— 37 1278 890 0,054 —
1100 15 14 46 1281 835 0,053 0.122
1130 11 — 21 1301 849 0,055 —
Fada-Ngourma 1200 T _ 13 1302 850 0.056 0.257 + 0,008
1230 15 —_ 39 1282 838 0,054 —

Table 1. Mean surface albedoes estimated grom Eq.(3)

over three different sites, Data are for 2 July 1979,

) the total

Deginitions

: eo = solan zenith angle, ©

= satellite viwu&nz
= solan {innadiance at txe top of the atmosphenre,
o, = intrinsic atmospheric neflectance, ag = spheric
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angle, ¥ = nelatif azimuthal angfe,

= sunface global radiation,
albedo, & = mean surface albedo.



A time of our investigation, the AGRHYMET
Office only delivers in routine the mean daily
value of Eg. In this application, the diurnal
cycle of Eg is assumed to be represented by a
cosinus law, in order to estimate
Eg at local times corresponding to Meteosat
observations,

The results are summarized in Table | for the
three considered sites. In this application,
satellite radianceshave been spatially averaged
over an area of size = 25 108 w2, Note that
Meteosat digital counts within the visible
channel (0.4 - 1.1 um) have been converted into
radiances over the whole spectrum with an appro-
priate conversion factor of 1.71 (W m™2 str. per
count 8-bits).

The absolute value shown in Table | has not
been compared since no other independent data set
exists corresponding to this time and spatial
scale. However, we can notice that the north-south
albedo gradient varies in the expected fashion.
Becauge of the scale representativity of E, which
is about (1 - 2) 10° m in clear sky conditions,
only one measurement of surface global radiation
allows the estimation of albedoes over this given
area. It is important to note that the spatial
scale of the derived albedo is compatible with
climatic requirements.

4, SENSITIVITY STUDY

The variability of the derived albedo has been
investigated as a function of Eg, o and 0, .
Results of this sensitivity study are.shown in
Fig. 1.
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It appears, for instance, that an uncertainty
of 5 7 in the derived albedo can be induced by
either an error of 3 % in Egs or 10 7 in Ggy OT
100 7 in og.These results show that the quallty
of the surface albedo is mainly dependent upon
the uncertainty in surface global radiation. This
indicates that accurate measurements of Eg are
desirable.

5. ALBEDO ESTIMATE AT A GCM GRID SCALE

The spatial scale involved in the present method
is compatible with general circulation model grid
scale. Use of an average value of radiance (<Lg>)
and its variability (oLg) within a given region
can be made to infer the expected attainable
accuracy (0y) on the average derived albedo (<a>)
at a GCM grid scale.

Under the required conditions for the application
of the method, the following approximated relation-
ship is obtained :

Oyl <a> = Op,/<Lg> M/A <Lg>/<a> (1 = 4 ag <0>)”

(4)
Eq.(4) relates the surface albedo standard
deviation to that of the radiance. The error in
satellite inferred albedo involved by the use of
satellite radiance is illustrated in Fig. 2.
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Fig.2. Relative evton Ain swiface albedo versus
nelative erron in radiance for difgerent
atbedo values,

Fig.2 indicates, for instance, that if we want
to estimate a surface albedo within 20 7 for <o>
equals 0,2, the required accuracy on the radiance
has to be 12 7, According to Koepke (1982) the
actual conversion factor used to get unfiltered
Meteosat rvadiances is known with an uncertainty
of about 6 % and this leads to uncertainties of



10 %Z to 20 % for typical land and ocean albedo
espectively,

6. SUMMARY AND CONCLUSION

A method has been developed to infer surface
albedo from measurements of surface global
radiation and satellite radiances.

A sensitivity study of the method shows that
an error of 5 % in surface albedo is attainable
either with an error of 100 7 in spherical albedo,
or 10 Z in intrinsic atmospheric reflectance, or
3 7 in surface global radiation, or 3 2 - 4 % in
radiance.

The main interest of this. method is to permit
an estimate of albedoes over an area corresponding
to the grid mesh of GCM (1 ~ 4) 1010 m2. In the
studied case, the method has been applied with
Meteosat data and routine measurements of the
mean daily surface global radiation. The only
knowledge of the mean daily value has limited
the application of the method to a clear sky
day (optical depth about 0.3), since the surface
global radiation as function of local time must
be deduced from the daily mean. However, as long
ag instantaneous surface global radiation is
available, the method is applicable under cloud-
less conditions with optical depth less than 0.75.
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1. INTRODUCTION With the following hypothesis : 1) E; . = E),j
Climatic studies, Charney (1975) for instance, (the surface global radiation is identical’}or the

have stressed the necessity of a good knowledge two areas at the considered scale & 150-200 km)

of surface albedo in the understanding of the 2) the spectral reflectance variation with respect

Sahelian drought. Rockwood and Cox (1978) or Norton to Asatisfies Eq. 3,

et al.(1979) have published surface albedo maps

for this region, using SMS and ATS 3 satellite

data. a(p- A /p‘- A )
X . WA 3
We present here a new technique developed in 3
order to determine surface albedo values at a 3 A
climatic scale over Western Africa using METEOSAT : .
measurements. ‘We can derive Eq.(4) :

The method is tested using test-sites values

obtained from simultaneous satellite and ground 0. AZ
data. Surface albedo maps are then derived and L .ed1 . +L/‘ Lo, . FQV) dA
discussed., : 8, Pp; 81 A Ad, ]
1.
2, ALBEDO ESTIMATE P, 2
. . -l I L, . F(A) dA %)
2.1 Technique description Py | Ad,i

The proposed technique is based on the esti-
mate of the reflectance ratios between several 12
pairs of neighbouring areas. + 1/ Ey 5 Piony B1,i00 F(A) dA

: . : »J TID Ti,i(
For an area (i), the effective spectral radiance 1
is given by the following equation (Slater, 1980) :

= . . . + .
Tre,i U Exi Py ) 3 (M) Ira,i m where A, and A; are the upper and lower wavelength
1imitso§ the sensor response, respectively.

where LAa,iis the spectral radiance measured by In Equation 4, the contribution of the fourth
the sensor, E, is the surface spectral irra- term and ite diurnal variation is mnegligible. Since
diance, Ti(k) *“the spectral atmospheric we can assume that p;/p; and the spatial difference
transmittance, pi(A) the surface spectral of sky effects (second + third terms)are constant
reflectance and Lkd,i the spectral atmospheric during the day, then the reflectance ratio p;/p:

path radiance. can be derived from a linear regression between the

respective radiances Ly j and Ly ; measured during

For two neighbouring areas (i) and (j) observed a diurnal cycle, Similarly, reflectance ratios
during a whole day under similar atmospheric pi/pk, Py./P7 «.., can be obtained by considering
conditions, we can assume that Tj(A) = 73(A) + other pairs of adjacent areas until coverage of the
ei’j(l). considered climatic region is completed. The abso-

Therefore Lls,j and LAs,i are related by Eq. 2 lute reflectance values of each area can then be

obtained from the knowledge of one only of the
reflectances considered in the series of reflectance

By . P .
A o\ ratios.
LAs,j -l Y Lls,i + Lkd,j FQ) Since very little data is available concerning the
Ek,i pi(k) bidirectional properties of the region investigated
. in this study, we will assume that the surface is a
A Pioy Lambertian reflector and from now on we will consider
- =2l 322 le,i FQ}) (2), that the derived reflectance values are represen-
EA,i pi(A) tative of the surface albedoes.

+ 1T E, | Py €150y FO) 2.2 Technique validation

3] 3 The proposed technique has been applied to
METEOSAT data for February 18 to July 2, 1979, We
first independently derived the (50 km x 50 km)
surface albedo around three test-sites : Dori
(14,05° N, 0°), Ouagadougou (12.42° N, 1.5° W) and
Fada-Ngourma (12.06° N, 0.4° E) in Upper Volta
following the method described by Pinty et al. (1984)

These values (Table 1) will be now referred as
reference albedoes.

where F()) is the sensor spectral response.
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To test the proposed method, we computed the
surface albedoes of the test-sites using the ratio
technique. The three reference values are used
successively to initiate the process. Results are
presented in Table 2.

et February July
Test-sites albedo albedo
Dori (1) 0.380 0.354
Ouagadougou (2) 0.307 0.265
Fada-Ngourma (3) 0.226 0.257 J

Table 1. Refenence surgace albedoes,

Dori Ouagadougou Fada-Ngourma
Feb. Jul. Feb. Jul. Feb, Jul.
B

Dori 0.380 0.354 0.271 0.274 0.220 0.261

—
Starting position * *
Ouagadougou 0.430 0.342 0.307 | 0.265( 0.249( 0.252
Starting position * *
Fada-Ngourma 0.390 0.349 0.279 0.270 0.226 0.257

Starting position * *

0.402 0.348 0.283| 0.269| 0.233[ 0.257
+ 0,020 | +0.005 |+0.017[+0.004|+0.014| +0.004

a

{S—

Table 2. Test-nesults of the natio technique. (symbols % i{ndicates the
consdidened negenence 4n ecach case).

Results indicate that the ratio technique gives
a consistent albedo estimate for each location. On
February 18, a discrepancy is observed between the
sites of Ouagadougou and the two other sites.
However, the observed discrepancy between results
derived from the ratio technique and the reference
value remains within the uncertainty involved in
the estimate of the reference value.

Figure 1 represents the albedo map for February
18, of the northern Upper Volta obtained using the
ratio technique with Fada-Ngourma as a reference
value. White squares correspond to regions where
the technique is not applicable due to cloud conta-
mination for instance. It can be noted that results
are consistent despite the large spatial varia-
bility of derived albedoes between the test-sites.

3. RESULTS

3.1 Surface albedo maps

Surface albedo maps were derived using the
ratio technique for February 18 and July 2, 1979
over the Northwestern part of Africa (Fig. 2a and
2b). Each square represents an average albedo value
over 20 x 20 pixels (approximately 100 km x 100 km).
"Albedo" refers to reflectances integrated over
the Meteosat sensor response (0.4 = 1.1 pm). Values
range from 0.18 to 0.6, the highest value being
located over Central and Northeastern part of the
maps. A latitudinal gradient can be observed south
of 20°N while a well marked west—east gradient is
also observed north of 18°N.
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Fig.l. Albedo maps for February 18, 1979 o4 the
nonthenn Uppen-Volta. Sites identiglcation :
1 - Dond ; 2 - Ouagadougou ; 3 - Fada-Ngowwnma.

The general pattern of the July surface albedo
map agrees reasonably well with the map derived
by Rockwood and Cox (1978) and Norton et al.(1979).
The major difference occurs over Sahara where our
values are somewhat higher than the ones previously
derived. This difference can be explained by the
difference between the various sensors involved
in these studies.

Fig.2a. Swiface atbedo map gox February 18, 1979.



i

Fig.2b. Sunface albedo map for July 2, 1979.

Figures 3a and 3b present the albedo standard
deviation 0, computed for each 20 x 20 pixels area
as described by Pinty et al. (1984),.

Fig.3a. Albedo standard deviation map §on
February 18, 1979.
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Fig.3b. Albedo standard deviation map fon July 2,1979.

These maps for February and July show similar
patterns particularly in regions of high desert
albedo (p g 0.35). Values obtained for Op range
from 0.02 to 0.15. 1In most cases, high albedo
values are associated to low standard deviations.
The fact that we observe a good correlation between
both maps indicates that for the considered scale
(100 km x 100 km) the natural heterogeneity of
the surface albedo does not vary significantly.

These maps represent also a good quantitative
estimate of the expected accuracy attainable for
the albedo at the climatic scale with Meteosat
sensor.

3.2 Seasonal albedo change

Figures 4a and 4b present the albedo variation
in per cent between February 18 and July 2, 1979.

SV(7) = 100 (5)

(pJul. - pFeb.)/pFeb.

Fig. 4a corresponds to positive values of SV
with two distinct regions of albedo increase
between July and February. The first one is located
in the Sahel (v 15°N, 5°W) where this significant
increase reaches 40 7% over swamps and lakes regions.
The second increase, in the Sahara desert,is much
weeker (less than 10 7) and since no appreciable
seasonal change can be expected in this region,
this increase is certainly related to the uncer-
tainties associated to our technique.

The well-known general decrease in albedo over
the Sahel between the dry season (February) and
the wet season (July) is clearly depicted in
Fig. 4b. The largest values (over 25 %) are found
near the western regions () Z 10°W) associated to
a large east-west gradient. Over the central
eastern part of the Sahel region, the mean seasonal
change remains smaller than 20 7.



Fig.4a. Positive change (percent) in surface albedo
between July 2 and February 18, 1979.

Fig.4p, Negaﬂve change |percent) in surface afbedo
between July 2 and February 18, 1979.
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4, CONCLUSION

A technique has been developed and tested to
infer surface albedo values for 100 km x 100 km
areas (corresponding to the climatic scale) from
Meteosat data.

The technique requires several measurements
over the same region during one day. Its appli-
cation is limited to clear sky conditions and
necessitates the knowledge of at least one surface
reference point. The method has been tested for
several reference test—sites and albedo maps
were derived for two days during the dry and wet
seasonsrespectively, over the Northwestern part
of Africa.

The general seasonal change related to the
growth of vegetation with the onset of the wet
season has been quantitatively estimated. A
significant decrease of albedo between February
and July has been observed west of 9°W and south
of 18°N. The largest changes (over 25 %) occur
along 14°W over Senegal and Western Mauritania.
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A CASE STUDY ON THE APPLICATION OF GEOSYNCHRONOUS SATELLITE

INFRARED DATA TO ESTIMATE SOIL MOISTURE
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1.0 INTRODUCTION

Recently, researchers have demonstrated the
capabilities of GOES imagery to infer surface
properties including soil moisture. Vieillefosse
and Favard (1978) wutilized infrared and visible
geosynchronous imagery to identify the influence of
sensible  heat, wind, surface roughness, and
topography on the thermal inertia of bare soil.
Polansky (1982) employed a boundary layer model in
conjunction with surface temperature difference
images obtained from GOES-IR data to infer moisture
availability, thermal inertia, atmospheric heat
flux, and total evapordation in areas small enough
to be meteorologically homogeneous. Using a
similar technique, Carlson et al. (1984) found
significant correlations between moisture
availability inferred from GORS-IR imagery and
antecedent precipitation index (API). Wetzel et
al. (1984; hereafter referred to as WAW) proposed
an approach to develop a technique that infers root

zone s80il moisture on regional or continental
scales from GOES~derived surface temperatures.
Their approach requires an archive of GOES surface

temperature data at known soil moisture
speed which is used to account for horizontal
variations in vegetation and soil characteristics.
Each of these approaches make use of the fact that
the amount of soil moisture has a strong influence
on the temperature of the earth’s surface, and that

and wind

other interfering effects on surface temperature
such a8 wind speed, surface cover variations,
seagon, etc. must be removed or accounted for.

The work reported here is a follow-up of the
study by WAW. However because no GOES surface
temperature archive is available at present, it is
necesgary to draw upon alternative data sources to
provide the informstion needed to separate the soil
moisture signal from interfering effects on surface
temperature. In this study, independent data on
relative vegetation biomass, geostrophic wind speed
and surface dewpoint are incorporated into a
statistical relationship between observed surface
temperature and antecedent precipitation  index
(AP1) for a six day case in July 1978 over Kansas
and Nebraska. The following section discusses the
method of analysis which was chosen, Section 3
describes data sources and methods of processing.
Finally, results of the analysis are presented and
discussed.

2.0 BACKGROUND

Soil moisture plays an important
influencing the diurnal march of surface
temperature. Liquid water f£illing soil poree
increases the s0il”s thermal conductivity and heat
capacity. More importantly, evapotranspiration of
water from the soil controls the partitioning of
available eurface energy between latent and
sengible heat. Enhanced soil moisture results in

role in

80

greater evaporative cooling of the surface and a
subsequent decrease in the sensible heat available

for distribution to the atmosphere. One should
expect the effect of goil wmoisture to be most
apparent in the morning whem surface temperatures

are changing most rapidly in concert with the rapid
warming of a still shallow boundary layer. In the
afternoon the Tboundary layer is deeper, the
sensible heat distributed through a greater
depth and the surface temperature changes only
slowly. At night, surface evaporation usually
becomes negligible or surface condenmsation may
occur and the effect of s0il wmoisture on the
surface temperature becomes negligible.

is

The strong relationship between s0il moisture
and the surface temperature progression during the
morning was confirmed by Carleon and Boland (1978)
and WAW. In the latter ‘study, it was concluded
that the mid-morning' temperature slope, de/ds
where T  is surface temperature and S is the
absorbed solar radiation, is especially sensitive
to 80il moisture. However they found that this
parsmeter is also strongly affected by wind speed,
vegetation biomass, and roughness length, and to a
lesser extent by a number of other surface and
atmospheric  parameters which were subsequently
neglected in their analysis. To isolate the soil
moisture information in the surface temperature
signal, one must obtain an independent measurement

for each  parameter which  affects surface
temperature. As mentioned, the GOES parameter
dT_/d8 was found to be optimally semsitive to

801l moisture. A similar parameter, the
change at sunrise, d4T /d4¢?, was shown to
respond most strongly to 5ind speed. To remove the
interference from vegetation biomass and roughness
as well as variatione in near-surface soil
chardcteristics, a procedure was proposed in which
the GOES measurements atre normalized by reference
values obtained at known wind speed and goil
moisture, yielding:

slope

- (a2 2 2 2
A = (87T, /ar")/ (87T Jae®)_ o
B = (dT_[dS) / (4T,/d8) ¢

Least squares fit techniques were employed on
a model generated data set to characterize both A
and B as functions of soil moisture and geostrophic
wind speed. Thus, one can eliminate geostrophic
wind gpeed from the ensuing set of two equations
and solve for so0il moisture, This approach was
found to be subject to the 1least error for
relatively dry soil conditions with sparce
vegetation.

To become operatiomal the technique proposed
by WAW requires an extensive library of reference
values to normalize the GOES observations.  Apart
from the difficulty in producing such a reférence
library, one must also consider the los of
accuracy  introduced into the procedure by



measurement errors in the reference values. In
pPlace of the above normalizing procedure, this
paper explores the application of multiple linear
regression to deduce relationships between the GOES
temperature slope (de/ds) and other independent
measurements not obtained from GOES. For wind, an
in pitu computation of the surface geostrophic wind
speed is used. Vegetation cover is measured using
a8 satellite derived green leaf biomass index
obtained from two channels on TIROS-N. Both of
these derived parameters have the advantage of
continuous coverage over the surface, but suffer
the disadvantage of an uncertain physical
relationship with the surface temperature. This
necessitates for a statistical, rather than a more
physical algorithm to infer soil moisture.
Procedures for obtaining these data are described
in the next section. When GOES-IR imagery is used
to derive dT /dS one must also conmsider
absorption of solar and terrestrial radiation by
the atmosphere. Therefore, to  extract soil
moisture  information from the GOES imagery,
dT /dS must be adjusted to account for
interference from atmospheric moisture as well as
wind speed and biomass.

Given an adequate set of measurements of the
desired variables, and assuming all the parameters
affecting the surface temperature slope act
independently of each other, a two step regression
scheme can be implemented to estimate soil
moisture., The two step procedure is indicated
since the goal is to estimate s0il moisture, while
the physical cause~and-effect relationship is
between the morning slope parameter and all other
variables including soil moisture:

1. Generate a regression equation to
diagnose the surface temperature slope
parameter which accounts for the effects of
all the pertinent variables except soil
moisture. This produces an equation of the
form:

' =
(dTB/dS) bo + I b, K

171 (1

The observed
line 1is
moisture.

scatter about this regression
then ideally only a function of soil
Coefficients K, represent
functions of geostrophic wind speed, biomass,
and atmospheric moisture and b. are
regression coefficients. .

2. Regress the residuals of the
temperature slope (the difference between the
observed temperature slope and that computed
by eq. (1)) against soil moisture yielding:

= - A

m=c, +c {de/dS (dTa/dS) } (2)
where m is a function of 80il wmoisture which
is linearly related to temperature slope, and
¢g and c; are regression coefficients.

Agsuming the regression coefficients are stable,
80il moisture can be determined at any location by

observing K., and dT,/dS and solving eqs. (1)
and (2) in succession.

3.0 DATA ACQUISITION AND PROCESSING

Observations of relevant parameters from
Southeastern Nebraska and Eastern Kansas spanning a
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six day period (July 24 to July 29, 1978) were
incorporated into a case study data base. This
case provided several advantages for extracting
statistical relationships with general
applicability. The period was precipitation-free
and largely cloud-free, and the study area
contained a wide range of s0il moisture  and
vegetation cover. On the other hand, there is an
inherent disadvantage when extracting statistical
relationships from observations collected over
consecutive days. Statistical theory requires
successive observations to be independent. Since
meteorological parameters typically occur in
temporal regimes, it is difficult to satisfy the
independent sampling requisite when collecting data
at fixed locations over successive days.

The synoptic meteorology of this case was
dominated by a progression of dry frontal zones
traversing the region on July 26 and July 29. Data
from July 26 were not included in the regression
analyses since low-level advection of relatively
cool and dry air associated with the frontal
passage had a substantial impact on dT_/dS. The

temperature slope was derived from differences in
images several hours apart and the effects of
rapidly changing meteorological conditions on
de/dS are difficult to assess. Also, WAW showed
that cold advection significantly affected the
morning surface temperature changes,

The data base consisted of variables

representing temperature differential (dTS), 801l
moisture, water vapor, wind speed, and biomass. To
permit regression analyses, all observations were
interpolated and analyzed at approximately 250 NOAA
climatological nmnetwork raingauge stations in
southeastern Nebraska and the eastern two-thirds of
Kansas. The processing to produce each of these
variables is described below.

Infrared and visible GOES data were processed
on the Atmospheric and Oceanographic Information
Processing System (AOIPS) at the Goddard Space
Flight Center. Full resolution digital data were
obtained for the study area on each day. These
images were earth located using a sophisticated
navigation package. The resulting data are located
to within 10 km everywhere on the image. Among the
utilities available on AOIPS is a subtraction
routine which was used to compute the surface
temperature differential for cloud-free areas.
Clouds were identified on the IR images by
overlaying concurrent visible images and by
“"glicing off" the coldest temperatures on the
infra-red image. Wetzel and Atlas (1983) reported
that surface temperature remains nearly a linear
function of time for much of the wmorning. This
allowed some freedom in selecting image pairs for
subtraction. AOIPS was utilized to create several
subtracted images for each day of the case study.
The work below used the average of brightness
temperatures from two two~hour differences
(1000-0800 and 1030-0830 local time). Maps of the
1000-0800 differences for this case are presented
in Wetzel and Atlas (1983).

Since the atmospheric¢
distribution, surface albedo
geometry were all relatively constant during the
study period, the solar insolation differential
(dS) was assumed to be constant. Thus the surface
temperature differential was used without further
processing to infer soil moisture.

water vapor
and the sun-surface



A measure of soil moisture "ground truth'" was
required to assess the diagnostic usefulness of the
temperature slope. The Antecedent Precipitation
Index is perhaps the best estimate of area average
s0il moisture available on a regional scale
(Blanchard et. al. 1981; Choudhury  and
Blanchard, 1983). API may be defined as:

(API), = P, + k(API), , (3)

i
where k is a seasonally dependent depletion
coefficient and P is the precipitation on day i.
Daily precipitation totals for the case study were
obtained from the NOAA climatological network
raingauge stations. The API was computed beginning
on June 1 with an initial value assumed to be zero
everywhere. The recession coefficient k was set at
0.939 in June and 0.92 in July Although the soil
was considered saturated at an API value of 10 em,
API was allowed to accrue to 12.5 cm. 1f
additional precipitation resulted in API exceeding
12.5 cm, it was assumed to rum off, and the API
retained a value of 12.5.

To account for the effects of atmospheric
moisture on infrared brightness temperatures, the
surface dewpoint temperature was incorporated as a
variable in the regression. Surface dewpoint has
been shown to be related to vertically integrated
water vapor (Smith, 1966). This approximation is
in lieu of a direct surface temperature correction,
currently wunder development, which uses sounding
data to adjust long-wave transmittances. Dewpoints
were interpolated to rainguage locations using a
subjective analysis of the surface charts.

The regression analyses required

averaged or
smoothed measurements

of wind speed to interface
with the resolution of temperature slope
measurements, Standard observations of surface
wind speeds are difficult to average spatially and
are often subject to localized measurement errors
from obstacles or  terrain. Hence, surface
geostrophic wind speeds (V_) were computed from

subjectively analyzed surflce pressure fields.
This method produced smoothed estimates of a wind
speed parameter from routinely analyzed data. For
operational determination of soil moisture, Vg can

also be estimated from model output in data sparce
regions.
Finally, vegetaion biomass (Bm) was estimated

from Tiros-N AVHRR data taken in July 1982 over the
study area. The procedure, developed by Tucker
(1979), combines visible and near-infrared channel
radiances to produce a "greenness index" which is
qualitatively related to green leaf biomass or leaf
area index. Values of this index were smoothed
using a one degree latitude and longitude bivariate
normal smoothing function, and were then manually
entered into the data set at each raingauge site.

4.0 STATISTICAL ANALYSES

Statistics were generated from the previously
described data set consisting of 820 observations
of soil moisture, temperature slope, geostrophic

wind speed, dewpoint and vegetation biomass. The
parameters were analyzed at the coordinates of the
rain gauge sites for each day of the case study

period. Soil moisture was represented by the
square of the soil moisture deficit which is
described below. Temperature slopes vere
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calculated by averaging brightness temperatures
from two two-hour difference images. This averaged
temperature slope exhibited less scatter and
somewhat stronger correlation with APL than either
of the individual two-hour differences taken
separately. All statistics discussed below were
generated using the Statistics Analysis System
(SAS) on an IBM 370/3081 at the Goddard Space
Flight Center.

The regression scheme represented by eqs. (1)

and (2) requires all variables to be linearly
related to temperature slope. WAW sghow ;hat
temperature slope is a linear function of the

square of the moisture deficit:
2
m= (1~ W/WS)

where W is the bulk root zone soil moisture content

and Ws is saturation value of W (specified Fo be
10 cm). Values of m were computed at ralngauge
sites by assuming API to be related to soil
moisture as follows:

APT = 0.94W + O.OﬁwB
This representation accounts for the moisture

retained by the soil at the wilting point (i.e.
that which is unavailable for evapqrtransp;ratlou).
The result is an expression for m in terms of APIL:

w= {1 - {(aPI - o.oews)/o.gaws}]?- (4)

To remove gross irregularities, m was mapped and

subjectively smoothed for each day of the case
study. :

Fig. 1 is a scatter diagram of m as a
function of temperature slope alone, with an

acompanying regression line. Although the apparent
scatter is large, the general trend of the
relationship appears linear and is in agreement
with modelling results. A significant part of the
scatter in this plot is caused by variatioms in

wind, atmospheric moisture, and vegetation biomass
12
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Fig. 1. Scatter diagnam from complete case, study

showing the Linear thend Lin the relationship
of temperature sLope fo m (Regression Line:
dT, = 4.76 + 0.24m).
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Table 1. Correlations of individual observed

parameters to temperature slope
derived from the entire case study

(N=820).

Variable

Correlation Coefficient

\
18 Ve

T4

m

Bm
smoothed m

0.09
0.10
~0.51
0.51
0.52
0.59

0O 550 600 650

(Regression Line:

83

which also influence temperature slope. In spite
of the large scatter, an analysis of variance test
verifies that the regression line is significant at
the 99% confidence level.

Figs. 2 and 3 show temperature slope plotted
as  functions of vegetation biomaes index and
surface dewpoint, respectively. The biomass index
has an inverse relationship to vegetation biomass
measured in mass per unit area. As in Fig. 1, the
regression lines are statistically significant at
the 99% confidence level. The general trend in
these vrelationships are once again linear and the
scatter in both plots are to some degree a result
of wvariations in other parameters. The slopes of
the regression lines are also physically realistic
and in agreement with modelling tests.

Table 1 1lists correlation coefficients of
temperature slope to each of the parameters
obtained from the entire case study period. The
correlation of logarithm of geostrophic wind speed
to temperature slope is also presented in this
table since modelling tests suggest such a
relationship (see WAW). However, - correlatioms
involving geostrophic wind speed are not
significant and have a positive correlation whereas
the modelling studies and physical reasoning
indicate a negative - correlation., Table 1 also
shows the improvement in the correlation of m to
temperature slope after m is smoothed.

Table 2 presents results of the wmultiple
linear regression analysis using eq. (1) compiled
from all the case study observations. Note that
there 1is little change in regression coefficients
and total correlation when geostrophic wind speed
is omitted from the analysis. Partial correlations
which preclude interference from other variables
also show the relative unimportance of geostrophic
wind speed as a predictor of temperature slope for
this case. However, modelling tests suggest a
strong relation between these two parameters. This
inconsistancy may be a result of the coarseness of
the geostrophic wind speed analysis or the lack of
adequate variablity in wind speed through the case
study period.

Regression analyses of eq., (2) with and
without geostrophic wind speed are presented in
Table 3., Inclusion of geostrophic wind speed
changes the regression coefficients slightly and

Table 2. Multiple linear regression of eq. (1)
with 1n V_ (a)and without ln V_ (b)
included §s an independent vargable

(N=820).

(a) (b)
Bm slope 0.0079 0.0083
partial r 0.35 0.37
T, slope ~0.144 -0.139
partial r ~0.36 . -0.36
In V_ slope 0.25 ————
partgal T 0.09 e
Intercept 10.85 10,89
total R™__ 0.36 0.36




Table 3. Multiple linear regression of eq. (2)
with 1In V_ (a) and without In Vg (b)
tncluded fn determination of d15'.

(a) (b)
(dr_~dT_') slope 0.1913 0.1886
Intercept 0.5399 0.5403
Total R? ‘ 0.50 0.49
N 820 820

only marginally improves the regression fit. 1In
spite of this, one should expect wind speeds to
increage vertical  mixing and to damp the
temperature fluctuations at the surface. It is
suspected that a broader data set would support
this hypothesis. Therefore in all the following
analyses the geostrophic wind speed is retained as
a variable.

Fig. 4 shows m plotted as a function of the
residual of the temperature slope. This plot
illustrates the improvement in fit that is obtained
by using the residual of the temperature slope
rather than simply the temperature slope (cf. Fig.
1).

Observations from an independent data period
were mnot available for testing the regression
scheme., Therefore, independent testing of the
scheme was accomplished by sequentially excluding
one day at a time from the five day case study
period. The regression coefficients were
determined from the remaining four days and tested
against data from the excluded day. This
effectively produces five independent tests of the
regression scheme.

The coefficients for the five periods are
presented in Tables 4 and 5, Table 4 shows
multiple linear regression of eq. (1) for the five
periods each with one day of the case study
excluded. The most notable aspect of this analysis
is the lack of stability in the slope associated
with the 1logarithm of geostrophic wind speed.
Table 5 presents analysis of eq. .(2) for the same
periods. The regression coefficients are
relatively stable with both the intercepts and the
slopes varying within a narrow range.

Table 6 tabulates the results of a test in
which m {(observed) was regressed against m’
(predicted) for each individual day of the case
study. Values of m” were obtained from the
regressione listed in Tables 4 and 5. The
correlations between m and m” are gignificent at
the 99% confideace level for each day. July 28 has
the highest R® (0.65) and the best one~to-one
correspondence between m and m” as evidenced by the
slope (1.070) and intercept (0.05779). This day
also had the least amount of cloud cover. July 29
had the worst fit between m and m” and also the
most cloud cover. On this day clouds obscured much
of the area with the wettest soil thus preventing
an adequate range of values. In general, the
results presented in Table 6 indicate that soil
moisture can be extracted with seome degree of
precision. However, the data may not be totally
independent since the observations were collected
over successive days. :
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o

Fig. 4. Scatter

diagham of nesddual of Zemperature

sdlope as a function of m. (Regressdion Rine:

(dT -dT, ")

= ~1.39 +  25m}

Table 4. Multiple linear regression of eq. (1)
after excluding observations from one
day of the case study.

Excluded 2 - 25 27 28 29
date

Bm slope  0.0078 0.0060 0.0068 0.0083 0.0091

T, slope  =0.154 ~0.226 =0.090 =0.160 ~0.132

18y 0.241 0.127 0.506 0.571 ~0.0786
sloPe

Intercegt 11.72 17,00 7.33 11.01 10.05

Total R 0.45 0.38 0.25 0.39  0.40

N 696 637 621 618 710

Table 5. Linear regression of eq. (2) after
: excluding observationg from one day

of

Excluded
date

the case study.

24 25 27 28 29

(dr_~dT_")
8

slope

Intercept

Total R

N

0.199 0.187 0.196 0.186 0.192

0.572 0.351 0.547 0.540 0.498
0.47 0.53 0.56 0,46 0.46
694 637 621 618 710

Table 6.

Tesgted 24
date

Linear regression comparing m' -
(predicted) and m (observed) for
each day of case study. =

25 27 28 29

m' slope 1,06

3 1.406 0.8588 1.070 0,3609

IntetceEt 0.0666 -0.482 -0,0166 0.00578 0.554

Total R° 0,54
N 126

0.56 0.37 0.65 0.26
183 199 202 110




Figs. 5 and 6 are subjectively analyzed maps
from July 28 of observed and predicted API,
respectively. Predicted values of API were
calculated from regressions that excluded July 28
(Tables 4 and 5). The figures exhibit good
dgreement of features larger than one degree of
latitude and longitude; relative maxima and minima
of API are located in the ssme gemeral regions.
However small scale features show much less
agreement. Carlson et al. (1984) found a similar
Pattern of agreement between predicted moisture
availability and API. The lack of agreement for
8mall scale features is expected since the observed
API map represents .point measurements during the
convective rainfall season when precipitation can

be highly variable .over short distances. On the
other hand, predicted API were derived from

variables of lower horizontal resolution.

5.0 SUMMARY AND CONCLUSIONS

Data from Kansas and Nebraska collected during
4 five day case study in July 1978 are assimilated
into a case study data set to extract statistical
Trelationships that infer soil moisture. The data
sF-t_includes the morning temperature change, dT_,
derfved from GOES infrared images, a soil moisfure
Variable derived from raingauge data, a satellite
derived vegetation biomass index, and the observed
Surface dewpoint and geostrophic wind speed. All
d§ta were analyzed at the coordinates of raingauge
8ites, These data are selected on the basis of the
modelling studies of WAW. BSurface dewpoints are
included to correct for the interference of
atmospheric moisture to terrestrial radiation.

. A two-step regression procedure is devised
which first adjusts dT_ for interference from all
Parsmeters except 80il moisture. The residuals
Obtgined from this regression are then regressed
against soil moisture. The variables chosen are
shown to have a linear relationship to dT_,
However, V_ and dT, are found to be pootlys
Telated. Several reasons can be forwarded for this
lack of agreement. The data are not truly
independent since they were obtained over
8uccessive days. Also the coarseness of the V
8nalysis and the lack of variability in V mn§
have obscured the relationship. g

The regression procedure is tested by
excluding one day of data, developing the
resreqsions from the remaining four days, and
testing the regressions on the excluded day. With

the exception of the slopes associated with V_,
the regression coefficients exhibit some atabilgty.
The tests indicate that the regressions diagnose
80il moisture with statistically significant
Precigion. Maps of predicted API for July 28 show
that large scale patterns of s8oil moisture are
Tepresented well by the regression procedure.

. Further testing of the regression procedure on
independent data periods are required to insure
Seneral application of the technique and refine the

regression coefficients. This is especially true
for geostrophic wind. It is also expected that a
te§hnique to explicitly correct infrared surface
emigsions for vertically integrated atmospheric

Woisture will improve the result.
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Fig. 5. Subjective analysis of observed APT for
the case study area on July 28, 1978.
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Fig. 6. Subjective analysis of predicted API fox
the case study area on July 28, 1978,
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'MID-TROPOSPHERIC WATER VAPOR BOUNDARY. IN::THE TROPICS .
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» Ralph A. Petersen
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1. INTRODUCTION -

3 Vertical. motions in the ‘atmosphere .
are difficult to measure directly. Consequently
the/most commorly used fethods, the omega
equacion and’ the kinematic and adiabatic °
methods,,are Andirect. Over the tropical-
odeans, “however, even-thése techniques are
hdmpered -by. insufficient measurements. of
ptesaure, wind ‘or temperattre. o

. w”Vextisal metion patterns over .. . _
tropical-oceans Have been inferred using a
variety of techniques. Downward motions have
been implxed fromithe suppressidon of" 1ow~1eve1
clouds observed’ by satellite’ (Shenk: and -
Rodgers, 1978). Schoeberl and Krueger (1983)
estimated vertical motion near:ithe tropopause
from the change in satellite-measured depth of
the ozone layer.:“Patterns-of 6 um infrared:: -«
water vapor absorp ion’channels,, have,also been

communication)) Rodgers, et. al (1976) found
sinking- computed by -the omega equation to 7 .~
correspond ‘to’ high brightnéss ‘tempetature in
6.7 um channel of the polar-orbiting NIMBUS 5
Temperatuts, Humidity. Infrared Radiometer. (THIR).’
Petersen, et. al. (1983) using VISSR Atmdspheric
Sounder: (VAS) ‘data found high brightness .~ . ..:
teiiperatyrés 1n, reglans whire, sinkfng would ‘be
expected from dynamical reasoning::: 1nnarea9
associated.with.propagating .jet streaks and . ;. .-
other locations:where ‘the. upper level wiﬂd i
fields are convergent. Dy e b :

zThGApresent ‘paper studies
diaplacemeqt# DEthé top part. of. tHeE"
atmosphere's water vapor envelope- inva manner
analogous. to the way Schoeberl and Krueger « ... ..
(1983) ;raced movement: of ‘the “bottom* of the >
ozone layer. First we determine that = ...
measurements of the VAS 6,7 um Chanpel cen , |
Zepresent . ‘the .altitude -of,.th uppezmboundary of
the’ water’ vapor:’*“Second’ wé ise” the: teﬁpé ;

‘ wa.ter

chahges of "this’ altitude 't6 infer, patterns of
‘¢i81ng‘and siﬁkiﬁg.

2. METHOD
2.1 Concept.

v Doty A stropg relationship can,be poted

between the, 7 radiance and. thg level of the
1apox..-upper,, boundary. The 6.7 ym channel,
recei 8 all.of dts. radiation from the layer;

-1

‘containipg the ypper, few: millimeters. of,...

precipitabge water, vapor. (Chesters and: "
Uccellini 1982). Since this layer;is an order
of, magnitude legs than the, total atmospherig. .
water content, it can, be, ¢a11ed the water vapor
ypper boyndary. The, intensity of.the 6.Z.umA-‘L
radiation 4s de;e:mipgd to. a,large. degree. by:a.
weighted,mean: of -the, tempergture.of the.airiin..
tHé water vapor upper  boyndary.; In:turp,.in. the
tropics the weighted-mean temperature can be
.assigned.a unique pressure:from, the mean {
.tropical. sgunding. ;. Since; the. gctualrsounding: i >
only deviaCes slightly.from the mean; we.will. ...
ca%l th;p geyvel the pregsuxe.of .the.watey vapor. .
upper boundary., Since rqdiosondgs meqsugq,low -
ghounts,of m o;stureﬂpoorly, the:agtual, th$cknqsa:
of .the, 1ayer repregented . by, phe radiance is,not,.,
known,, Ngve;cheless,yChestezq and Uccellini ;,U
(1982)'ca;gglete that: 807 of . the.weightivg. of . .,
,the.. 6.7 umy; chanpel ie 1n a:layer. ZDO~3OO mbf
thiCko aiubo e ool anserian gy owd Slaa b tgenear

vy cwobasorg Incseetion 242 thearelationships:
betweethhaz6w7 um ¢hannel. radiance:and pressyre.
:0f the watsr: vapot upper:boundary;are defined; .
.and theirsgcorrelations are.quantifieds Thisz.1y:
alloys thejcomstruction;oftopbgraphical maps;of:.
‘the;pressure i of the;waterivapor upper:boundary.-:
.Chenges.of thes beight of.the:water vapor upper:i:
boundary are then, monifored;over-a:fixedw jaxiieim
geographical area by noting observed satellite
temperature and radiance decreases or increases.



2,2 Relationship of the brightness
temperature to the altitude of the

water vapor upper boundary.

In order to define the relationship
which exists between the radiance of the 6.7 Hm
channel and the pressure of the water vapor
upper boundary, we define a pressure P ‘and
precipitable water depth d as: d is the amount
of precipitable water above P. A depth d, of
1.0 mm, for example will have a high pressure
when the water vapor upper boundary is at a low
altitude and vice-versa. Each depth d will have
a distribution of pressure levels P,
Calculations of P as a function of d are shown
in Fig. 1 for the saturated and the dry mean
tropical atmosphere (Jordan, 1958) and the mean
of 100 clear: air soundings  in‘ the: Gulf of Mexico
and - the Caribbean during September, 1982, The
moister the atmosphere, the higher the water :
vapor is found. T

Correlations between P and the
brightness temperature T (measured within
100 km of the sounding site) were determined for
the full range of possible water vapor boundary
depths at the 100 observation sites (Fig. 2).
Since the correlation (0.70) is highest at d =
1.0 mm, T" can be considered as a measure of

the pressure of the.first 1.0 mm of precipitable;
However, since the maximum is broad, - any

water,

d between 0.5 mm and 1.5 mm may be. acceptable.. .
The broad maximum and the strength (0.70) of the,

correlation support the finding of Rambnd, et.

al. (1981) that 730 European moisture soundings

in the water vapor upper boundary were well
approximated as vertical translations of a
standard water vapor boundary .profile. Fig. 3
shows the scatter and the linear regression line
relating T* and P at d = 1.0-am precipitable
water as

(1)
Since radiosondes do not measuxe these lqw '
amounts of moisture well, noxe. accurate moisture
measurements might yield stronger relationships.

(B'2'471 mb) = 11417 wb K (T <2646 X)

.d(uﬁw

Figure 1. Precipitable water depth
d accumulated above P vs pressure P. The top
curve 1is the saturated mean. tropicpl sounding
(Jordan;‘l958) the' middle curve, is, the average
for the’ 100 soungings use4 Ln this study; . the,
bottém' curve 1s the mean tropical soqndgng thh
a dewpoint depression of 30 K.
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foaant
o m Figure 2.‘ Precipitable waner depth
d accumulated ghova P\vs r, (khe. ,correlation, ...
coefficient. between the 6.7 Ym:radiange and the
pressure P, for.10(Q .Caribhean soundings.: .} .o:
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1982, the 5th at 1500 GMT, the 6th at 0000 and
1500 GMT, and the 7th at 0000 GMT, using the
GEMPAK Barnes scheme (Koch, et. al., 1983) on
the Atmospheric and Oceanographic Information
Processing System (AOIPS) at Goddard Space
Flight Center. The analyses are based upon
average T* for areas of 0.5° latitude by

0.5° longitude spaced at 1.0° latitude and
longitude intervals. The results for 6
September at 0000 and 1500 GMT are shown in
Figs. 4 and 5. The fields represent only clear
mid-tropospheric sky conditions. Regions of
middle and high clouds were identified and
eliminated using the 11.2 ym window channel
measurements (values < 285 K were cousidered to
contain middle or high level clouds).

The correlations shown above suggest
that the T* field can provide an adequate
representation of the topography of the water
vapor upper houndaty. For example, the boundary
is depressed (high T*) in an elongated
region on Fig. 4 found on the southern side of
the major ridge on the 500 mb chart shown in
Fig. 6. This dry streak moves to the southwest
between the twg times, and rises (cools) slightly.
Large falls (T 1increases) are also observed at
the western end of this dry streak, along the
southwesterly extension of the upper level ridge.

Using the above derived relationship
between T* and pressure P of the water vapor
upper boundary, the local change of P was
calculated from the difference of the T*
analyses in Figs. 4 and 5. While the true
vertical motion at this level 18 a complex
function of diffusion and horizontal advection,
the local height change shown in Fig. 7 seems to
portray a fairly accurate first approximation of
the vertical motion field. A maximum of
downward displacement (positive 3P/3t) during
this 15 hour period is on the leading
(gouthwest) side of the dry streak, while a
second maximum is noted farther to the west,
associated with the T* increase along the
ridge axis. The leading edge of the dry streak
coincides with the dilatation axis of a col in
the 200 mb flow, as indicated by aircraft and
satellite winds. Shenk and Rodgers (1978)
similarly found a dilatation axis of the 200 mb
wind field near where T* was warm (dry).

The maximum of downward displacement is 1.5 ub
g7l (3 em 871); the maximum of upwnrd

displacement is 1 pb s~! (2 cm s71).

These values are within the range of previous

maximum estimates of synoptic scale vertical
motion in the tropics: Yanai and Nitta (1967)
have 3 ub sl for upward and downward

motion, Reed and Recker (1971) have

1 ub sl for upward motion, and Holton

(1979) has 0.3 pb s~! for downward motion

in dry systems.

Fig. 8 shows the section AB in
Figs. 4, 5, and 7 throughout the period of
study. Both the dry streak in 1% and the
downward displacement (positive 3P/0t) on the
leading side of the dry streak appear as a
consistent feature moving southwestward along
the section at 3-4 m s~ + throughout the
45 hour period.
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Figure 4. Brightness temperature of
the 6.7 1m channel for 6 September 1982 at 0000
GMI. AB is the cross section in Fig. 8.
Scalloped areas are missing data due to
cloudiness. Contour intervals are 2 K.

WEST LONGITUDE

Figure 5. Brightness temperature of
the 6.7 ym channel for 6 September 1982 at 1500
GMT. AB is the cross section in Fig. 8.
Scalloped areas are missing data due to
cloudiness. Contour intervals are 2 K.
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Figure 6. Analysis in 20 m
intervals of the NMC 500 mb height field for. 6
September 1982 at 0000 GMT. AB 18 the cross'
section in Fig. 8. ‘



4. CONCLUSIONS.

The 6.7 um T* has been shown

to represent the level of the upper boundary of
the water vapor in the tropics. A strong '
(0.70) correlation was found between T* and

the level of the 1.0 mm depth of precipitable
water. Topographical maps of the water vapor
upper boundary derived from the 6.7 uym T

showed physical consistency. While the
topographical interpretation of the 6.7 ym

™ presented here depends on the small
variability of temperature found in the tropics,
the procedure might be adapted to the
mid-latitudes by including temperature soundings
in the method. . .

An approximation of the
mid-tropospheric vertical motion was also
obtained from the local change of the water
vapor boundary. These results were consistent
with the available nearby conventional upper-air
data. For a more accurate vertical motion
estimate, horizontal advection and diffusion
should be taken into account. The vertical
displacement rates found by this method,
however, fall within the range of other
estimates of vertical motion.
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Figure 7. Analysis of the local
change of the pressure of the water vapor upper
boundary field for the 15 hour period 6
September 1982 from 0000 GMT to 1500 GMT
calculated from the analyses in Figs. 4 and 5
using the method of this paper. AB is the cross
section in Fig. 8. Scalloped areas are missing
data due to cloudiness. Contour intervals are

0.5 pb s~1.
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Figure 8. Cross section of (AB in

Figs. 4 to 7) of T* and 9P/3t, the local

change of the pressure of the water vapor upper
boundary, across the dry streak from 5 September
1982 to 1500 GMT to 7 September 1982 at 0000
GMT. A represents 22°N, 56°W; B represents
31°N, 47°W. ™ and 5P/3t sections, the

vertical coordinate increases downward.

Scalloped areas are missing data due to
cloudiness.



ON A SIMPLE METHOD FOR DETERMINING' THE

RELATIVE SHIFT BETWEEN THE VISIBLE AND' INFRARED

GOES IMAGES

A.

by

A.

TSONIS

Atmospheric Environment Service
4905 Dufferin Street’
Downsview, Ontarid ‘M3H 5T4

1. INTRODUCTION,.

‘Ih re h%ve .been many; indications
qg&ag iq geqerg%ar? relative,ggsplacemgat,‘ o
étwéen the visible and infrared GOES . images
exists in some data sets. This prablem is
bly caused by misalignments of the visible
rared sensors 8f f{He satellite and it is
usug%%y corrected by trying to identify, be eye,
trong gradient cauded by coastline
features, small cumulus clouds eLc. (Bellon et
al., 1982). The" \purpose oE thie paper 1is to
present preliminary resul}s of‘a Hetliod:whilch

corrects this relative shift automatically.
2% DATA

The data used 14 this work consists
of GOES vist#ble (0,7 ym watelength) and
infrared (11.5 pm wayelength) images. After
the processing, the data/are presénted {n
cartesian coordinates: w;th a spatial resolution
of 4 x 4 km.x“lIt should be noted ‘it this point
that\the true,spatial resolution of the sensed
;nfra:ed,dma é8 1s 8 x 8 km, From these images
4 x 4 kg Yésplution images have, been
constructed for a _better reablution equivalence
between the visible and ingxared data,) ‘More
details on this can be found iniBellon (1979).
The temporal, rgpsolution of the GOES. data is 30
minutes. Thé intensity range of the visible
image 1s 0-63 (and that of the infrared is 0-255.

3. METHOD

The employed method ican be presented
in two steps. In the firsb,step(ghe variance
operator is used and in the secpnd step the
[cross-correiation between two patterns is used.

‘Over ‘the neighbourhood of each point

‘(1,54) of the' 1mag s’ 'he variance’ operator,
oQ(i 59,7 1e"@efined as  (lhanual” of rémote’
pewaing-1975):%”

4?4 J+t
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For any point (k, 1), f(k, 1) is the infrared
count - whén-the infrared image-1is. considered, or
the' vigible’doutit when" the visiblé image is
coftsidefdd: - In other words”the' ‘variance
operator-at eagh”point will involve the '8 im—
médihfe neighbourezf s o s '
» ./ Thé vatriante operator works -on the
principle that at the boundary:6f two different
¢ldsaés there ls @ large’mix '6f pixel values;’
and’ so. the varian¢e ig:high. -After the'’
Yéception-of the first results from-the'use of
the varianceéperator, it became’ apparent that
the main features of the'6image in-both-the

visible- and’ inftared’ channels:give rise to high

variance operator value in theé'boundaries of
the'main-features. It was-also.obseérved that
the position: of these! bdundaries did not
coincidé!in: the visible and-infrared images,
This gave the 'idea that a-shift between the two
variance operator fields, in such a way so that
the best matching 'is- achieved, will indicate to
a fair: degree the 'actual shift between the -
visible and infrared images, Figuresd 1 and 2
are examples  of >varlance operator fields :for the
visible and:infrared image, - respectively, over
the Toronto, Ontario areéa on:Décembér -4, 1980
at+~1600Z; It should be mentioned that“on this
date and over'this area the skies are mainly
clear,” Some clouds: are alsé present. -The
geographical boundaries around the Toronto area
are also -indicated. - The hatched areas indicate
values of the variance.operator . greater: than 8.
This is an arbitrary, consideration based on
visual inspection of the images and their
variance: operator. .fields, It was observed that
within regions. that. represent smooth fields (e.g.
lakes, overcast,-smooth land .etc.) the varilance
operdtor hardly: exceeds the value of eight. On
the..other hand,. in. the bpundary of two diffarent
clagses, this. value is usually higher than eight,
In any case,. this value can:be regarded .as a
limit which will separate higher from lower
values and it is used for illustration purposes
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Figure 1l: Variance operator field of the visible
image over .the:Tprpntoe:.arsa, at )

16:00 Z, December 4, 1980, Hatched

areag,. yepresent regdons. with variance
stdi .. Qpevator;yvalues: greatey;.than, 8., The!
.ainu,al.ﬂ. gepgraphical, boundaries are .
go Indicated,: | otvewn Sroanoy e

of the

Toronto area,
1980, Hatched
with variance
than;:8. The

Figure 2i Variance operator fieid
infrared:image over the
at 16:00 2, December 4,
areas represent regions
operator values greater
actual geographical boundariee are
also indicated.
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.on bon maps,..

‘lapplied‘to both images a Fross—correlation
'between the tw 'variance operator fields is

.twWo, meghods is rather clear.

only. As can be observed from figyres 1 and 2
the position of' the boundaries ‘is not the same
s i

It can’ qlso be’ obgerved that .
“there is.a shift between Each’ ‘image ‘and ﬁhe‘;
‘actual’ geography. This’ problem is discussed '
later.

R L
After the variance ‘operator has been

of ma tEhi ng which
their relative pos

64(xog yb)uis\the crosa—cbrrelntionf
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The spstial lag lat . whichxthe cross—correlation
coefficient id maximized will indicate the :
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cthe -comput.atitn of =¥ i(xgy Vo) see:Tsonis. & .
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' Table: 1l gives: some preliminary results
obtained according: 'té the &bove procedure, over
the' area of: Figure: 1. :The sky conditions: are
also. given for each day." Thenorth-south and-
west—east displacement is: given:in km. 'Pobitive
displacements mean that thé fnfrared' image 18
displaced south-eastwards with respect to the
visible image. The number in the parenthesis
is a comparison with results obtained by Bellon
(1982), who tried to navigate the visible and

imfrared by examining, visually, sharp coastline

features etc. An apparent agreement between the
The method seems
‘t6 work ‘satisfactorily for different weather
'gltuations suchvasiupartly cloudy,*eloudy or
mainly .clear skies,  This was expected because
in any case different "classes" will exist and
therefore boundaries ibetween those !"¢lasseés''.
will be defined by the variance operator, . The
advantage of a method like the above presented
‘is .yhat ' visual inspection is not'nécessary ‘and
the navigation between visible and infrared
image can be done fast and previous to any
analysis of the data which will involve both



-images. Since, some times, the relative shift
varies even from one time step to the other
(L.e. every 30 minutes), it is obvious that the
use of the above method shows some advantages.

5. CONCLUSIONS

A simple method was presented for the
correction of the relative shift between the
visible and infrared GOES images. The method
employs the variance operator and the cross-
correlation between two patterns. The use of
the variance operator results in a variance
operator field with higher values in the bound-
aries of the various classes that exist in a
satellite image. After that, the cross-
correlation between the variance operator flelds
of the visible and infrared images can be used
effectively to determine the spatial lag at
which the best matching between the two fields
is achieved. This spatial lag indicates the
relative shift between the two variance
operator fields and consequently between the
visible and infrared images. Comparison of the
results with those taken by visual inspection
of the images indicates that the method appears
to be very promising. It should be mentioned
that the use of the variance operator 1s neces-
sary because a direct cross-correlation between
the visible and infrared images 1s not very
effective. The cross-correlation is very
effective when strong gradient 1s present and
this 1s better achieved by using the variance
operator. Finally, even though a correction
of the relative shift between the two images
is very important for point to point
comparisons, for classification purposes etc.,
a correction between the shift of the images
and the actual geography is always desirable.
Such shifts are also present and are usually
caused by satellite manouvres. Research is
ongoing on this problem and some methods have
been proposed. Bellon et al., 1982, for example
used rain areas as determined from radar and
satellite to correct for the shift, assuming the
radar as "ground truth". However, if there 1s
no rain such a method cannot be applied.

One idea which 1s under study is the
following: Geographical boundarieés could be
superimposed in the satellite images., If the
weather situation 18 mainly clear skies then
most of the high values in the variance
operator fields of the visible and infrared

images are due to .the terrain. For example, in
Figures 1 and 2 around the boundaries of Lake
Ontario there are high variance operator values
resulting from the different visible and
infrared values for water and land. If there
18 .a shift between the images and the actual
geography then the geographical boundaries
generated in the variance operator fields will
not coincide with the actual superimposed
geographical boundaries. In such cases the
superimposed geography can "act" as a third
variance operator field where high values have
been assigned to the geographical boundaries,
and similar procedure to the one described
above could be employed. However, such a
method could only be applied when it is

mainly clear skies and most of the "noise" in
the variance operator fields is generated by
the geography. The presence of clouds will
undoubtedly create problems and i1f the amount
of clouds 1s high such a method camnot be
applied. It is believed that one method
applicable to all weather situations is not
feasible at this time. It is the author's hope
that research on this subject will be forth-
coming.
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TABLE 1

RELATIVE SHIFT BEIWEEN THE VISIBLE AND INFRARED IMAGES

NORTH~-SOUTH EAST-WEST

DATE TIME SKY CONDITIONS DISPLACEMENT (km) DISPLACEMENT (km)
December 4, 1980 1600 Z Mainly Clear 16 (12) 8 (10)
April 1, 1981 1800 2 Cloudy 12 (12) 12 (10)
June 6, 1980 1730 Z Partly Cloudy (9 12 (10)
July 23, 1980 1800 2 Cloudy (6) 8 (10)
October 13, 1981 1900 2z Mainly Clear (6) 4 (3)
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MESOSCALE APPLICATIONS OF VAS IMAGERY

Raymond M. Zehr and Robert N. Green
Regional and Mesoscale Meteorology Branch
NOAA/NESDIS
Cooperative Institute for Research in the Atmosphere
Colorado State University
Fort Collins, Colorado

1. INTRODUCTION

The VAS (VISSR Atmospheric Sounder)
instrument on the GOES satellite transmits data
from twelve different channels in addition to the
vigsible imagery. Each channel measures outgoing
radiation from the earth~atmosphere system for a
particular wavelength. Specific information about
each channel 1is included in Table 1. Initial
research with VAS concentrated on deriving
vertical profiles of temperature and water vapor
based on the observed radiances. These profiles,
often referred to as retrievals, are generated
routinely for real-time applications by the
Cooperative Institute for Meteorological Satellite

numerical models (Tracton, et al, 1980). Smith,
et al, (1982), demonstrated the capablility of VAS
generated parameters in detecting temperature,
moisture, and jet streak conditions, important to
severe thunderstorm development. Dynamically
consistent synoptic-scale geopotential analyses
have been generated from VAS data (Lewis, et al,
1983).

Several examples of short-range forecast
problems and megoscale applications of
geostationary satellite images, were presented by,
Purdom (1982). The more difficult problems
involve thunderstorms and the analysis of the
subsynoptic forcing mechanisms which control the
evolution of deep convective cloud systems. The

Studies (CIMSS) at the University of Wisconsin new observational data £from VAS in combination
(Smith, 1983). Retrievals have been used to with other data sources should lead to a better
refine data initialization for operational understanding of a variety of mesoscale phenomena.
Table 1
VAS Instrument Characteristics
Weighting Function
Spectral Central Absorbing Peak Level Representative Surface or Cloud
Channel Wavelength Constituent (mb) Thickness (mb) Emission Effect
(ym = 10~6m)

1 14.7 ‘COZ 40 150-10 usually none

2 14.5 002 70 200-30 nothing below 500 mb

3 14.2 CO2 300 500-10 nothing below 800 mb

4 14.0 Co, 450 800-300 weak

5 13.3 Co, 950 SFC~500 moderate

6 4.5 Co, 850 SFC~-500 moderate

7 12.7 H50 surface 'SFC-700 strong

8 11.2 window surface e strong

9 7.2 H,0 600 800-400 weak at sfc

10 6.7 H,0 450 700-250 nothing at sfc

11 4.4 co, 500 800-100 weak

12 3.9 window surface ———— strong
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thunderstorm
showing their bases, sides and tops.
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Figure 1 - GOES-East image and analysis of that image for 31 July 1977 at 2023 GMT.
activity may be thought of as being observed in a 3-dimensional presentation--
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Figure 2 - Illustrative example of a cloud that grows from t, to tj and then begins to decay by

to-

The possible vectors represent cloud motions determined by tracking various parts

of the

cloud: A (base), B (top), C (centroid), D (brightest spot).

strong low level flow, cumulus clouds move rapidly
as they evolve over short time periods. Under
such conditions, the top portion of a cumulus may
be vertically growing while also moving in a
direction that is different from its lower
portion. The rapid movement and growth of the
cumulus in a sheared environment can produce a
confusing picture to the cloud trackers and make

the determination of accurate cloud motions very
difficult. With these thoughts in mind, as well
as those discussed in the previous section, a new

and simple method for mesoscale cloud tracking was
developed for the CSU IRIS system.*

In the new method, a sequence of up to seven
images are precisely land mark registered, and the
area for cloud tracking is expanded to cover the
entire 512 x 512 CRT picture element array. The
cloud field of interest is observed in animation
in an earth relative frame, and a cloud whose

Intensive Research and
in Green and

*Information on the CSU
Imaging System, IRIS, may be found
Kruidenier (1982).
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motion is representative of the cloud field
interest is identified. That cloud is
tracked, and its motion is used to renavigate the
original sequence of images over the area of
interest. All images are now re-registered and
displayed in a «cloud relative framework. When
this re-registered image sequence is viewed in
animation, the ‘'representative cloud" (or the
proper part of it) is stationary as are other
clouds 1like it. wWith the mean motion having been
extracted from the cloud field, variations in
motion between similar clouds as well as growth,
decay and shear are readily detectable. Clouds of
interest are now tracked keeping in mind the
points brought out in the previous section, with
height determinations being made stereographically
using data from both GOES spacecraft. The
advantages of using stereographic means for height
determination versus infrared height assignments
has been discussed previously by Hasler (1981).

of
then

While the tracking of clouds in a cloud
relative mode may seem the same in principal to
that in an earth relative framework, it is not.



There is a very basic and fundamental difference.
For now instead of following a cloud from one
point to another, the function of the cloud
tracker has changed. The analyst is now
monitoring cloud growth and changes over a finite
amount of time and assigning displacements to
appropriate portions of that cloud - this is easy
to do since the cloud is basically standing still
and we are observing its evolution. This same
function is extremely difficult to do in earth
relative coordinates where a cloud is seen to
rapidly translate as it changes character.

4. EXAMPLE OF RELATIVE FLOW FIELDS

while the methodology addressed thus far has
focused on quantitative determinations of cumulus
motions and shears in a developing severe storm
environment., its application does not stop there.
In cases where intense thunders torms are
developing, the renavigation may be done relative
to a thunderstorm. In such cases, the flows at
di fferent levels with respect to the storm may be
inspected with the hope of improving our insight
into the nature of the storm's evolution. Such a
study is underway for the storm which produced the
Wichita Falls tornado on April 10, 1979. A GOES-
Fast view of that storm at 6:15 pm CST is shown in
figure 3a. Note the arc cloud line extending west
from the storm and the flanking lines whose bases

are at the level of the arc cloud line while at
upper levels they extend vertically into the
Overshooting top area. Figure 3b shows the

relative flow derived from 3 minute interval GOES-
East data at low. middle and high levels with
respect to the Wichita Falls storm. It is
interesting to note how closely that relative flow
Compares to that proposed by Browning (1964) for
severe storms which travel to the right of the
wind, fiqure 4a, and storm relative proximity
Soundings from Maddox (1976), figure 4b.

5.

TWO APPLICATIONS STORM

INVESTIGATIONS

FOR SEVERE

As mentioned in section 2, it is well known

that vertical wind shear plays an important role

Filgure

in determining the character of storms that evolve
in a mesoscale environment. Furthermore, recent
numerical cloud modeling studies have shown the
importance of vertical wind shear in the formation
of rotation in growing thunderstorms (Klemp and
Wilhelmson, 1978, Bleckman, 1981). However, a
severe storm environment is one in which both the
dynamic and thermodynamic characteristics of the
atmosphere are changing on mesoscale space and
time domains. This has been shown repeatedly in
data from NASA's Atmospheric Variabili ty
Experiment, A.V.E. (Hill, et al, 1979).
Determination of vertical wind shear in regions of
growing cumulus using rapid scan satellite imagery
appears to be a feasible method of studying
submesoscale variations in that parameter over
large areas that may encompass several states.
Work is currently underway at CIRA to study
variations in vertical wind shear and storm
intensity using the cloud tracking methodology
described in section 3.

GOES VAS (VISSR Atmospheric Sounder) has the
unique ability to frequently observe atmospheric
structure (sounding) and its cloud cover (visible
and infrared) from the synoptic scale down to the
cloud scale. Satellite sounding data's
applicability for studying the severe storm
environment is currently a subject of intense
investigation. with VAS data, cloud cover will
of ten make it so that no retrievals are possible.
However, the clouds and cloud patterns in a
satellite image or animated series of images
represent the inteqrated effect of ongoing dynamic

and thermodynamic processes in the atmosphere.
Knowledge of the horizontal variation in the
vertical wind shear should be able to be combined
with knowledge of the thermal field from VAS in
clear regions to provide very high resolution
three dimensional analyses of the atmosphere.
Work is also currently underway at CIRA in this
area.

3 - GOES-East image and analysis of that image for 10 April 1979 at 6:15 pm CST.

Cloud

flow relative to the storm shows how cloud motions veer from low levels (= 105°) through middle

levels (= 170°) to high levels (= 250°).
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AIRFLOW IN PLAN VIEW

Figure 4a ~ (From Browning, 1964) Diagrams
illustrating how the airflow within an SR storm is
governed by the environmental wind field and its
own direction of travel. Wind directions in the
hodographs are represented as directions toward
which the winds are blowing. In each case the

velocity of the storm 4is denoted by an open
circle.
6. CONCLUSION

A new method in cloud tracking and observing
storm development using satellite imagery in a
cloud relative mode hags been presented. Using
this method, the function of the analyst has
changed. The analyst's main function is now to
monitor cloud growth and changes over a finite
time period and identify portions of the cloud
that are suitable for use as tracers. As we extend
cloud motion studies into more complex (mesoscale)
applications the analyst must be more
discriminating than was previously required for
estimates of large-scale flow fields.

If cloud targets are sought out in areas of
cumulus shear, then through proper height
identification the vertical wind shear in the
vicinity of stronger storms may be defined. This
has important implications for defining mesoscale
reglons that are favorable for the production of

rotating storms. The information should also be
useful in combination with GOES-VAS sounder data
in constructing detalled three dimensional
mesoscale analyses.
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1. INTRODUCTION

The importance of clouds in defining the
state of the atmosphere has long been recognized.
As was pointed out by Schereschewsky (1945),
"Every feature of the air masses ... i8 reflected
by the shape, amount, and structure of the clouds.
Thus close scrutiny of clouds will assist an
analyst in identifying and analysing air masses."
At the time, Schereschewsky was speaking about

using surface based observations for large scale
air mass analysis. Today. such a statement might
read: "Features that are important in the

development of weather, from the synoptic scale to
the mesoscale, are reflected in the evolution of

the clouds and cloud patterns observed in GOES
imagery. Thus, close scrutiny of the evolving
clouds and cloud patterns shown by GOES will

assist the analyst in identifying and analysing
important features that effect mesoscale weather
development.”

The importance of c¢loud imagery to the
me teorological satellite program has been
recognized since it inception. According to
Kellog (1982):

The idea that satellites could be used as
weather reconnaissance vehicles seemed fairly

obvious... What we needed was evidence that
observations from a satellite would be useful
in meteorology.

In January, 1949, Delbert Crowson

(Crowson, 1949)... published a short paper in
the Bulletin of the AMS... In it he showed for
the first time a photograph taken looking down
on clouds from a rocket, and he included a

short analysis.

Joc Bjerknes had great enthusiasm for the
idea of doing a detailed analysis of rocket
pictures... Bjerknes wrote "...rocket pictures
add a considerable amount of interesting
information to the ordinary weather map
analysis and, in addition, that the accumulated
knowledge from the maps help us in the new
problem of interpreting what we see from high-
level rocket pilctures. It may be added
that...accumulated experience from several
analyses from 3joint rocket and conventional
methods would make it possible to arrive at the
right analysis by rocket pictures only."

It was not until after the launch of TIROS-I
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on April 1, 1960 that cloud imagery from space
became available. In the decades that have
elapsed since the flight of TIROS-I, tremendous
advances in the science and technology of
meteorological satellites have been made. These
advances include an improvement in imaging
capability from the infrequent views of the early
TIROS to the high resolution visible and infrared
imagery available at frequent intervals from GOES.

Along with advances in technology have come
advances in our ability to interpret and analyze
meteorological satellite imagery. This paper will
address some of the mesoscale applications of GOES
satellite imagery.
ANALYSIS FOR DEEP CONVECTIVE

2. MESOSCALE

DEVELOPMENT

A lack of information on the mesoscale
evolution of deep convective clouds and their
local environment existed, in large part due to a
gap in meteorological observing capability, prior
to the high resolution geostationary satellite.
The geostationary satellite has the unique ability

to frequently observe atmospheri.c structure
(sounders) and 1ts cloud cover (visible and
infrared) from the synoptic scale down to the

cumulus scale. The clouds and cloud patterns in a
satellite image or animated_ series of images
represent the integrated effect of ongoing dynamic
and thermodynamic processes in the atmosphere.
When that information 4is combined with radar,
surface and upper air observations, then many of
the important processes in storm development may
be better analyzed and understood. It is with
that philosophy that satellite data should be used
to help understand mesoscale weather development.

With  GOES cloud imagery, we have an
observation of the atmosphere in the form of its
clouds and cloud cover every 1 km (visible) to 8
km (11u infrared). Many of the mesoscale to cloud
scale features important in the development and
evolution of convection are only detected in the
imagery. Phenomena important in the initiation
and maintenance of strong convection, such as dry
lines (Rhea, 1966; Purdom, 1971), areas of pre-
squall 1line development (Miller, 1972), areas of
convective cloud merger (Woodley and Sax, 1976),
and mesoscale high pressure systems (Fujita,
1963), which meteorologists previously tried to
infer from macroscale patterns, are readily
detectable in GOES imagery. For severe weather



applications, satellite data can be combined with
conventional observations to construct an accurate
and timely mesoscale analysis and isolate areas
with a high potential for severe weather. For
example, arc cloud lines (Purdom, 1973) and other
shallow baroclinic zones detected using satellite
imagery have been shown to be important initiators
of severe convection and tornadic thunderstorms
(Purdom, 1976: Parker and Hickey, 1980; Maddox, et
al, 1980). It is interesting to note that our
unders tanding of such observations has been
improved using insight gained from high resolution
numerical simulations of the tornadic region
within mature thunderstorms (Klemp and Rotunno,
1983).

Prior to satellites, meteorologists were
forced to make inferences about the mesoscale from
macroscale patterns. Many of the mesoscale
phenomena important in the initiation and
maintenance of convection are readily detectable
in geostationary satellite imagery. The sections
that follow will refer to previous work at CIRA as
well as new information concerning uses of
satellite imagery for analysing and understanding
mesoscale weather development.

3. MESOSCALE ANALYSIS AND UNDERSTANDING

An accurate mesoscale analysis is one of the
most important tools available for detecting
phenomena that lead to convective development and
intensification. GOES imagery is an unparalleled
tool for wuse in improving mesoscale analysis and
providing a basis for the mesoscale reasoning that
must accompany it. With GOES data, a "reporting

station" exists every 1 km using the information
in visible data, and every 8 km with infrared
data. The clouds and cloud patterns in a
satellite image may be thought of as a
i{qqéi{{é§i§_> of mesoscale me teorological
processes. " When that fﬁghéfy is viewed in
animation, the movement, orientation and

deve lopment of important mesoscale features can be
observed, adding a new dimension to mesoscale
analysis. Furthermore, animation provides
observations of convective behavior at temporal
and spatial resolutions compatible with the scale
of the physical mechanisms responsible for
triggering deep and intense convective storms.

An interesting observation concerning local
trigger mechanisms for convective development is
the strong influence exerted by differential
heating, as well as the many "masks" it wears. A
well understood differential heating mechanism
whose convective development is routinely observed
in satellite imagery is the 1land sea breeze
(Purdom, 1976). Another, that surely would have
gone unnoticed without geostationary satellite
imagery is the effect of early morning cloud cover
on afternoon thunderstorm development (Purdom,
1982): see figure 1. Arc cloud lines (section 4),
the driving force for deep convection over the
southeast United States, represent another trigger
mechanism that is due to differential heating -
produced very quickly due to rain cooled air.

When using satellite imagery and working with
concepts such as those mentioned above, one must
realize what they represent. That is, the setting
up of local convergence zones that are generated
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- May 27,

imagery
over Alabama at 1030 EST (left panel) and 1330 EST

Figure 1

(right panel). Note that the early clear region
in SW Alabama (C) is becoming filled with
convection during the day as the early cloudy
region (A.B.D) is evolving toward mostly clear
skies. Stronger activity develops in the "notch"
of the clear region (E) due to merging cloud
breeze fronts.

due to differential heating. Other properties of
the atmosphere help determine the effectiveness of

those local mechanisms in their ability to
generate new deep convection. They include
instability. large scale dynamics, and the
trajectory of the low level air with respect to

the convergence zone (amount of time an air parcel

will experience vertical motion in the local
forcing region). For example, an entirely
different effect from that mentioned above may be

realized due to early morning

conditions of
Weaver, 1983).

cloud cover under
strong dynamic forcing (Purdom and

4. ARC CLOUD LINES

Movie film strip analyses using geostationary

satellite imagery have shown convective scale
interaction is  of primary importance in
determining the evolution of deep convection
(Bohan, 1981). This interaction manifests itself
as the merger and intersection of thunderstorm-
produced outflow boundaries (arc cloud lines

(Purdom, 1973)) with other convective lines, areas
and boundaries (Purdom, 1979). Arc cloud 1lines
and their attendant convective scale interactions

are fundamental to the evolution and maintenance
of deep convective activity. In fact,
thunderstorm evolution that appears as a random
process on radar 1s often observed to be well
ordered when viewed in time lapse using satellite
imagery.

Figure 2 shows the characteristic appearance

of arc cloud lines in satellite imagery. 1In this
case interaction of an arc cloud and sea breeze
front in Texas produced a large thunderstorm
complex that continuously regenerated along the
intersection (Zehr, 1982).

Using GOES satellite
Marcus (1982) classified
over the southeast United States. Their results,
figure 3, show that when the most intense
convection has developed, the dominant generation
mechanism is convective scale interaction. The

imagery, Purdom and
convective development
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results of Purdom and Marcus have been extended to
include rainfall over the southeast during the
study period. Figure 4 shows the cumulative
amount of rainfall (normalized) by hour for all
hourly rainfall recording stations in the study
area: notice the dominance of arc generated-
rainfall. During the study period no mesoscale
convective complexes (Maddox, 1980) moved through
the study area.

The character of arc cloud lines has been the
subject of direct aircraft measurements (Sinclair
and Purdom, 1982,1983,1984). The purpose of those
flights was to improve our understanding of arc
cloud 1lines as they relate to future convective
development. Their most recent results concerning
the structure and organization of arc cloud lines
are contained elsewhere in this preprint volume
(ibid, 1984).

5. ISOLATION OF SEVERE STORMS

Arc clouds and their convective scale
interactions are a natural part of the convective
cloud genesis and evolution process. They occur
anywhere in the United States and are often the
cause of severe thunderstorm development (Purdom,
1976) . An extreme example was the severe storm
associated with the most destructive tornado in
Wyoming history (Parker and Hickey, 1980). Figure
5 shows the mesoscale convective environment prior
to the Chicago tornadoes of June 13, 1976. The

tornadic activity began shortly after the west to
east oriented arc cloud 1line south of Chicago
moved north and interacted with the storm over

that area. The aircraft observations of Sinclair
and Purdom (ibid) point to the importance of arc
cloud lines in the production of both vorticity
and convergence . Additionally, recent modeling
efforts by Klemp and Rotunno (1983) support these
observations from satellite imagery on the
importance of arc cloud 1lines (outflow) in
producing tornadoes. As stated on page 365 of
their paper (ibid):

We emphasize that within the simulation,
large positive vorticity does not first develop
at midlevels and then descend within the storm
to the ground: rather, strong vertical
vorticity is generated at low levels in
response to the increased convergence.,
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Often organized convergence lines that
trigger strong convection (dry lines, fronts, etc)
are detectable in GOES imagery prior to deep
convection forming on them (Purdom, 1976). Under

proper dynamic forcing when the thunderstorms that
form along such lines interact with other
boundaries severe storms develop (Miller, 1972).
In many instances satellite imagery is extremely
useful in detecting such boundaries and isolating

regions favorable for tornadic storm development.
For example. on May 6, 1975, strong tornado
activity that began in northeast Nebraska

developed southeastward into the Omaha area along
a squall 1line and warm frontal intersection.
Figure 6 shows how these features as identified in
satellite imagery could be tracked during the
outbreak. The developing squall line appeared as
an organized line of convective clouds along a
surface windshift line separating moist and dry
air. The warm frontal boundary appeared as
another organized line of convection separating
warm moist air embedded in southerly flow from
slightly cooler and drier air in southeasterly to
easterly flow. Other clues helpful in the precise
location of the warm frontal boundary may be found
by inspecting the change in cloud type across it
(cumulus versus stratus), as well as through cloud
track winds.

6. CONCLUSIONS

Satellite is an
that can be

reasoning--thus

unparalleled tool

our mesosca le
providing a means for better
understanding of mesoscale meteorological
processes. Many of the mesoscale cloud features
important in the development and evolution of deep
convection are only detectable in the imagery.
When satellite imagery is viewed in animation, the
movement, orientation and development of important
mesoscale features can be observed, adding a new
dimension to mesoscale analysis and short range
forecasting.

imagery
used to improve

The basic premise of this paper is that the
clouds and cloud patterns in a satellite image or
animated series of images represent the ongoing
effect of dynamic and thermodynamic processes in
the atmosphere. while it is possible to
misinterpret the imagery, the imagery will not
misrepresent the atmosphere.
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With the storm complex over the Chicago area.
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1.0 INTRODUCTION

Clouds form as a result of atmospheric
processes that often are complex. Thelr behavior
contains information about the relevant process—
es, and knowledge of the atmosphere may be in-
creased by studying them individually or in
groups. Satellites furnish data that are unsur-
passed for examining certain aspects of cloud
behavior. This paper describes methods employed
at Colorado State University to diagnose the
statistical behavior of clouds from Geostationary
Operational Environmental Satellite (GOES) digi-
tal data, and some applications of the results
to the study of the atmosphere.

The Sierra Cooperative Pilot Project (SCPP)
is a weather modification experiment which seeks
to manage and enhance snowpack in the Sierra
Nevada Range of California. An important part of
SCPP examines precipitation from small orographic
convective cells during the winter, The success~
ful conduct of that experiment requires knowledge
of how often convective clouds suitable for modi-
fication are available, where they form, the
optimum cloud seeding location, and the natural
effect of topography on cloud properties for
evaluation purposes. The satellite helps answer
those questions by supplying information about
distributions as a function of location of areal
cloud coverage and cloud top temperature.

Another application of satellite-derived
cloud field statistics is as input to a numerical
air pollution model at the Environmental Protec~
tion Agency (EPA)[Lamb (1983)]. That model
simulates the formation and transport of photo~
chemical oxidants. Satellite data provide model
input for the cloud amount and location, which
are used to parameterize the photochemical for-
mation of pollutants. In addition, cumulus
cloud top temperatures derived from the GOES data
are converted to cloud top heights. Those cloud
top heights are used to estimate the vertical
mixing of pollutants, which is believed to occur
mostly in convective cells during summertime,
Horizontal pollutant transport then 1s accom-
plished by the vertically sheared wind.

2.0 METHOD

The data utilized in these studies were
obtained at CSU's Direct Readout Satellite Earth
Station from the Visible and Infrared Spin Scan
Radiometer (VISSR) aboard GOES. Data from both
the visible (0.55 um to 0.75 um) and infrared
window (10.0 um to 12.6 um) spectral channels
were employed. The horizontal resolution of the
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visible data at nadir was .9 km, whereas the
infrared data had a 6.9 km nadir resolution.
The resolution of those data was slightly de-
graded at the latitudes and longitudes studied,
which encompassed the eastern U.S. for the EPA
research and central California for the SCPP
work. It is worth noting that the apparent
resolution of the infrared data received at CSU
was doubled (to 3.5 km) in the x-direction due
to oversampling performed by the National Envi-
ronmental Satellite, Data, and Information
Service within the signal processing chain.

The satellite data analyses were accom-
plished with the aid of CSU's Interactive
Research Imaging System (IRIS), which is a
computerized display system. Speclally designed
interactive software within the IRIS simplified
routine data manipulations and made possible the
more complex process of computing the cloud
field statistics. Some effort was devoted to
the careful navigation of the satellite data
before the statistical calculations were begun.
The accuracy of the mapping of satellite coordi-
nates into earth (latitude~longitude) coordinates
was important for the subsequent interpretation
of results.

The first task in the actual computation of
statistics was to separate cumulus clouds from
clouds of other types. That was accomplished by
simultaneous analysis of coincident visible and
infrared data on the IRIS. The physical basis
for this method is illustrated in Figure 1., It
is founded on the observational evidence that
different cloud types usually fall on different
parts of a two-dimensional histogram of visible
brightness versus infrared brightness [Desbois,
et al. (1982)]. The analyst interactively se-
lected brightness thresholds for the visible and
infrared channels that allowed the computer to
distinguish cumuli from the surface and from
other clouds. The computer then calculated the
fractional coverage of all clouds and cumulus
clouds within each cell of a latitude-longitude
grid.

The computation of cumulus cloud tempera-
tures also was based on both the infrared and
visible data. Brightness temperatures ordinarily
are derived from infrared data alone by applica~-
tion of the Planck function to the raw infrared
radiance values. However, that technique could
cause serious errors where small cumulus clouds
were present because those clouds only partly
filled the field of view of the infrared sensor.
The top temperatures of small cumulus clouds
would have been overestimated because of contami-



.
cold . SR \deep
o e 0% cumuli
CIrrus .o ..0'...0 .: i
mid-level s L
stratiform or— " e e Lol
g B| wave clouds .t -. .,
j;ig . . v \\\\nud -level
=)=y curnuli
__E « ° o
Cae N fow-level
&~ S cumuli
sea *"* ™~Jond
warm|
dark visible brightness bright
Fig, 1. Sample histogram of infrared versus

visible brightness.

nation by the surface temperature. This effect
was corrected by computing the cloud top temp=-
erature as a function of the observed brightness
temperature, the background surface temperature,
and the percent cloud cover within the infrared
pixel obtained from the higher resolution
vigible data. The weighted brightness tempera-
ture from a single observed infrared pixel is
given by

To = N TCT + (l—N)TB (1)
where Ty is the temperature from the observed
pixel, Top is the cloud top temperature, Tp is
the background surface temperature, and N is the
fractional cloud amount within the infrared
pixel. Equation (1) was inverted to give the
cloud top temperature:

Ter = Tg - (1—-N)TB
N

(2

In applying Equation (2), Tg was estimated from
the maximum Ty within the grid cell being pro-
cessed. This method of computing cloud top
temperatures 1s analogous to Reynolds and Vonder
Haar (1977) in several respects.

3.0 RESULTS

A sample of the output cloud field statis-
tics for the SCPP region from March 2, 1982 are
shown in Figures 2 and 3. Figure 2 depicts a
latitudinal cross section across the barrier of
the Sierra Nevada of fractional cumulus cloud
coverage within each grid cell, and Figure 3
shows a similar cross section of cumulus cloud
top temperatures. The four curves in each fig-
ure correspond to cross sections at slightly
different latitudes. FEach grid cell had dimen-
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sions of 20 km per side. The approximate loca-
tions of the foothills, crest, and downwind
basins of the Sierra Nevada are indicated in
Figures 2 and 3 in order to help interpret oro-
graphic influences on the results. Awareness of
the northwest to southeast orientation of the
mountain barrier at the latitudes studied is
useful for a precise interpretation of results,
however.

Both Figure 2 and Figure 3 clearly show the
topographic effect., Figure 2 indicates signifi-
cant increases in fractional cumulus cloud
coverage from a point west of the foothills to
approximately midway up the barrier. The pres-~
ence of a mean cloud formation zone 1s implied by
Figure 2 in the northern half of the region
studied, whereas the southern portion experi-
enced more gradual increases in coverage. The
association of a formation zone with the initial
region of forced ascent at the foothills suggests
that the orographic release of convective insta-
bility dominated purely atmospheric triggering
mechanisms in the northern portion. Coverage
maxima downwind of the crest were caused by high
peaks or small mountain ranges in those areas.

It is interesting to note the decrease in cumulus
cloud coverage to the west of the crest at most
latitudes. The cloud cover generally became
stratiform in nature in that area on March 2,
which was consistent with the observation of a
temperature inversion near 3 km on that day.

The cloud top temperature cross sections in
Figure 3 also show the topographic effect. De-
creases in cloud top temperature began at the

foothills at all but one of the latitudes studied.

Those decreases began to the east of the starting
point for increases in areal coverage, however.
Temperature minima were found to be somewhat west
of the barrier crest in the northern part of the
study area, and at the crest further south. The
application of cloud top temperature criteria
established for SCPP (-20°C < T < 10°C) indicate
that the optimum seeding location on March 2 was
20 to 40 km downwind of the western edge of the
foothills.

The results of the effort that provided
cloud field statistics to the EPA for pollution
model input will not be discussed here because
they were not designed for separate interpre-
tation. The usefulness of the cloud statistics
supplied to the EPA must be judged by the im-
provement caused in the air pollution model, which
is unprecedented in its attempt to simulate all
of the processes relevant to the formation and
transport of pollutants.

4.0 CONCLUSION

This study has demonstrated several appli-
cations of satellite data to the phenomenology of
cloud fields. The data and methods employed
generated observational analyses which would have
been very difficult or impossible to obtain with-
out satellite data. Improvements made over
straightforward analysis of the data were the
use of interactively selected bispectral thresh-
olds that allowed the IRIS to distinguish cloud
types and the infrared brightness temperature
correction for partially filled sensor fields of
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view. Further applications of cloud field sta-
tistics may be envisioned anytime that detailed
cloud observations are needed. They could be
drawn from endeavors such as mesoscale diagnos-
tic studies and mesoscale and cloud scale model
input and validation.
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THUNDERSTORM CLOUD TOP DYNAMICS AS INFERRED FROM
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l. INTRODUCTTON

Satellite observations of
convective towers penetrating the tropopause
have revealed a number of characteristics that
need to be explained in order to enhance our
understanding of cloud top processes and also in
order to infer cloud top height from satellite
infrared (IR) data and storm intensity from the
same observations. 1In this paper, satellite
observations are summarized and three classes of
storm tops are described and the causes of their
unique temperature/height structures are
explored with a one-dimensional cloud parcel
model applied in the overshooting region.

2. SATELLITE-OBSERVED THUNDERSTORM TOP
STRUCTURE

Thunderstorm tops typically appear
in 11 micron infrared (IR) satellite images as
points of relative minimum in IR brightness
temperature, T . The point of T_ minimum
(T ), or cold point, is usually co-located
wi?%nthe point of maximum height. The T
observed by GOES (with a 10 km Instantan®ous
Field of View (IFOV) at mid-latitudes) can be as
much as 10-12 K lower than tropopause (or
neutral point) temperature (Adler and Markus,
1983). AVHRR observations (1 km IR) indicate
that the GOES IFOV accounts for 3-10 K warm bias
in mature overshooting thunderstorms (Adler et
al., 1982), so that actual (high resolution)
T 's may be up to 15-20 K colder than the

min

tropopause and/or ambient temperatures at cloud
top level.

In these "typical” overshooting
tops, there is evidence that the effect of
mixing is relatively weak and temperature-height
relations are much closer to adiabatic than
ambient (Adler et al., 1983; Negri, 1982).
example, Negri (1982) has shown an 8 K km
temperature-height relation among a collection
of penetrating storms using AVHRR (1 km) T 's
and maximum height deduced from stereo min
calculations from GOES-East and GOES—West.

These typical penetrating thunderstorm tops will
be termed Class 1 thunderstorm tops in this
paper. A majority of storm tops fall into this
category.

1 For

In a second class of penetrating
storms, a cold V-shaped feature in the IR is
produced with the apex of the V (with the IR
cold point) pointed upwind and a relative
maximum in T, inside the V shape (Heymsfield et
al., 1983a, g; Fujita, 1982). This produces a
cold-warm couplet in the TR image, as shown in
Fig. 1b in the southwest portion of the anvil.
These close-in, cold-warm couplets have a
dimension of 40 km, are situated over the

SATELLITE OBSERVATIONS AND MODELS

Robert A. Mack

General Software Corporation
Landover, MD 20785

convective tops, and should not be confused with
the larger anvil-scale feature of the same
pattern (see Heymsfield, 1983a, b for a more
complete description). The general V-shaped
cold feature and cold-warm couplet have been
shown by McCann (1983) and Adler and Markus
(1983) to be correlated with the occurrence of
severe weather. Satellite stereo height
patterns do not show a V-shaped or high/low
couplet, but indicate instead a typical pattern
of concentric height contours (see

Fig. 1). 1In this class (Class 2), the storm
tops have a co-located cold and high point with
the warm point located in an area of downward
sloping convective clouds downwind of the
summit.

The Class 3 storm is a variation on
Class 2, when, in addition to cold-warm couplet,

the cold point is offset upwind from the high
point, with the cold-warm couplet straddling the
convective cloud top (as determined from

An example of a Class 3 thunderstorm

The relation of T to
min

stereo).
top is shown in Fig. 2.

GOES-East visible image of (ichita
Falls, TX, Apxdil 10, 1979 storm
(sowthwest end of anvil). a. Stereco-
scopice cloud hedght contours.

b. GOES-Fast TR Ty contouwrs.
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Fig. 2. An IR image of a thunderstornm top oven-
Lain with sterneo hedight confours on
May 2, 1979. The white area has Low
Tp's with the boxed point having a Ty,
of 199 K, whike the boxed point in the
black area (s at 7215 K. The distance
between cold and wanm point 45 40 kme
Adapted from Mack et al. (1983).

for a collection of storms in this
sT?uation is also quite different, as seen in
Fig. 3 for the storm complex on May 2, 1979, of
which the thunderstorm top in Fig. 2 was a part.
The data points in Fig. 3 connected by
horizontal lines are storm tops with cold-high
offsets. The point on the right end of the line
is the T, at the point of Z . The left hand
point is the coldest T  in he area, thus the AT
represents the T, difference between the cold
point and the high point. The observed "lapse
rate” of the collection of thunderstorm tops is
near isothermal, closer to the ambient than
adiabatic, indicating a larger effect of mixing
than the storms in Class 1.
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collection of stonm tops on ﬁaq 1979.
This fiqure 4 simikan to those oﬁ
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The causes for the IR V-shaped cold
feature and imbedded warm point of classes 1 and
2 have been discussed by Heymsfield et al.
(1983a, b) and Fujita (1982). Heymsfield
pointed out that the warm point sometimes is
located close~in to the cold point or apex of
the cold V with a cold-warm separation of
40 km, as mentioned in the Class 2 description
before. Additionally, another point can occur
much farther downwind, about 100 km from the
cold point. These two points may exist at the
same time (as in Heymsfield's case study) and
probably have different causes. The large-scale
(anvil-scale), V-shaped cold area with the
downwind (100 km) warm point is probably related
to the distribution of Ice Water Content (IWC)
in the anvil and its effects on the upwelling
radiance (Heymsfield et al., 1983b). An
alternate hypothesis for the warm point is the
presence of above—anvil cirrus in the
stratosphere radiating at temperatures warmer
than the anvil background and producing the
interior warm point (Fujita, 1982).

The close-in warm point (40 km) may
be related to the dynamics of the overshooting
top itself and its interaction with the lower
stratosphere (Heymsfield et al., 1983a), where
the warm point is related to subsidence in the
convection region and mixing with the
stratospheric environment. Schlesinger (1982)
has used a three-dimensional cloud model to
simulate the temperature and height pattern at
cloud top in an intense storm in a high-shear
environment and the resulting patterns are shown
in Fig. 4. The model produces the cold-warm
couplet (only 12 km apart) with the high point
just slightly upwind of the cold point and the
warm point on the sloping cloud surface downwind
of the cold-high point. These model results
support the dynamic cause for the close-in
feature. An alternate hypothesis is that of the
above-anvil cirrus (Fujita, 1982). This current

TOP__1x1 [} TOP__T-48.10 MIN rToP__1X1 CASE B CLOUD T-40,10 MIN

Fig. 4. Three-dimensional cloud model nesults,
showing tempenaturne and height patitenns
at a top of a model matwre, overshooting
thunderstonm. Adapted from
Schlesingen [1982).

paper centers on exploring the dynamic
explanation for the close~in, cold-warm couplet,
and for convective top structure and T -7
relations for all three classes of storms.



3. PARCEL MODEL DESCRIPTION

The vertical equation of motion
appropriate for cloud-scale dynamics given by
Schlesinger (1980, 1983) is
dw_ 1 3p', @ "y-g Cv B
a3z "8G 2B G 8 Yy
where w = vertical velocity, p = air density,

p = pressure, z = height, g = gravity, 6 =
potential temperature, a = Rv/R -1 ( .606), R, =
gas constant for dry air, R_ = gas constant for
water vapor, q_ = water vapor mixing ratio, Cp =
specific heat of dry alr at constant pressure,
Cv = gpecific heat of dry air at constant
volume, and qp = liquid water mixing ratio.
individual terms on the right-hand side are,
from left to right: the perturbed vertical
pressure gradient force which nearly always
opposes the thermal buoyancy; the moist thermal
buoyancy which accelerates an air parcel upward
if ic¢ 18 warmer or more moist than its
surroundings; the pressure buoyancy which will
accelerate an air parcel upward if it is at
lower pressure than its surroundings; the liquid
water drag and, finally, the vertical friction.

1)

The

In our one-dimensional parcel (or
Lagrangian) model, the pressure perturbation
terms cannot be calculated directly, but are
parameterized as usually done in one-dimensional
Lagrangian models (e.g., Simpson and Wiggert,
1969)., This formulation is given by

do T el

ac T (vt Bl T Wy ’

where T = cloud parcel temperature, T =
environmental temperature, Y = apparent mass

coefficient, and My, = vertical momentum mixing
coefficient.

(2)

The first term on the right-hand side of Eq. (2)
is a combination of the thermal buoyancy force
and the effect of the pressure perturbation
terms. The apparent mass coefficient, v,
(Simpson and Wiggert, 1969) is used in Eq. (2)
to parameterize the pressure gradient and
pressure buoyancy terms in Eq. (1), i.e.,
g-——-——-—(T_Te)— 8(?—.'-) - _1_ ?—E:- -8 .(.:_Y.(.E'—) .
(1+Y)Te 60 P dz Cpp
The magnitude of Yy near the cloud top was
selected based on an analysis of
three-dimensional cloud model parcel
trajectories from Schlesinger (1983). The
magnitudes of the terms on the right-hand side
of Eq. (3) were determined at various heights
above the tropopause from parcels (KMl, LM2) in
the Schlesinger study. The sum of these three
terms at various heights along the parcels' path
near the cloud top were plotted versus the
thermal buoyancy. A regression line was fit to
the points and a correlation coefficient of 0.87
was found. The regression line has a slope of
0.22 and an intercept near zero. This indicates
that the pressure gradient and pressure buoyancy
forces at cloud top act to reduce the thermal
buoyancy to about one-fourth its value.
Therefore, a v = 3.0 was used to parameterize

the effect of these two terms on the parcels’
vertical motion.

3)
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To solve for the parcel temperature
(T) in Eq. (2), the following relation is used:
ar _ - . 4
Frs w(s/Cp) woug(T-T) , (4)
where u. is the thermal mixing coefficient and
is set &qual to 3 o similar to
three-dimensional model work.

A fourth-order Runge-Kutta
numerical scheme with a 5 sec time step was used
to solve simultaneously Eqs. (2) and (4), thus
calculating a parcel trajectory in T and 2
space. The one~dimensional parcel model 1is
initiated by starting a parcel at the neutral
point with w set equal to some initial value,
w_, and parcel temperature (T) set equal to the
environmental temperature (Te)'
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4, RESULTS

The simple model attempts to
reproduce the parcel path in temperature-height
space for a parcel ascending through the updraft
core to the top of the overshooting dome and
then descending down the downwind side of the
dome. TFig. 5 gives a synopsis of parcel runs
with an isothermal_ftratosphere, with Fig. 5a
having U =_?.3 km ~ and Fig. 5b having
U, = 1.5"km "« The variation in mixing as
parameterized by variations in ¥, and ¥
represents differences in cloud Eop—eanronment
interactions, which may be a direct function of
the magnitude of the cloud top air flow relative
to storm motion.

In Fig. 5a, two model runs are
shown. Both start at the same neutral point (as
all runs do) at 13.6 km and 206 K (an arbitrary
point). Because every variable is identical
except the LR in the two runs, hoth runs
initially have the same parcel path,‘up_fo
15.6 km where run (1), withw_ =30 ms ,
reaches its maximum height and beging to descend
as shown. Run (2) withw_= 45 m 8 = ascends
farther to 16.8 km and to®a lower T , (by
~5 K). In Fig. 5b, the sape runs are shown for
large mixing (u, = 1.5 km ). The larger mixing
obviously tends to pull the parcel trace toward
the ambient lapse rate and produces lower
maximum heights and higher T 's for the same

" min
v, 8 as in Fig. 5a.

In all parcel runs displayed in

Fig. 5, the cold point (C) 1s co-located with
the high point (Z) and there is no point along
the trace where a point of relative maximum of
temperature (W) 1s produced. An examination of
the model equations indicates that in our simple
system the parcel trajectories can only be
between adiabatic and environmental lapse rates
(on the way up), so that for an isothermal
stratosphere or a lapse of temperature with
height no cold-~high offset can occur and no
downside, or downwind warm point, can occur.
The model runs in Fig. 5a represent the Class 1
storm observations.
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Fig. 6 shows a summary of the
temperature and height at the parcel peak height

for the igothermal runs. The distribution for
the small mixing has a temperature height
relation of 7 K km = in the first 2 km above
the neutral point, similar to observations of
Negri (1982).

Fig. 7 gives the model results for
a 3 K km = inversion, similar to that observed
with the May 2, 1979, case discussed in the
observations. The starting neutral point is
realistic for that case also. The first parcel
(Fig. 7a), for small mixing, 1s similar to the
results for the isothermal situation, except the
parcel paths on the upward path are farther from
adiabatic because of the greater distance of the
environmental lapse rate from adiabatic.

1

For the moderate (u, = 0,75 km—l)
and large mixing, the stratospheric inversion
begine to produce cold-high offsets and downwind
warm points., For th? moderate mixing (Fig. 7b),
the run with 30 m s = has a_fo—located cg}d and
high point. For the 45 m s = and 60 m s ~ runs
in Fig. 7b, the coldest polnt (C) of the run is
achieved before the maximum height. The
occurrence of the cold-high offset in the model
is due to the strong inversion, relatively large
mixing, and strong updraft. Run (3) in Fig. 7b
also produces a warm point (W), but at a low
point, not on a downward slope as observed (see
Section 2).

With still larger mixing (Fig. 7c),
the relative warm point on the downward path
appears. The cold point—-warm point temperature
difference of 10-15 K is approximately in
agreement with observations. The appearance of
the warm point on the descent leg 1s critically
dependent on a lgige drag in the model. The
value of .08 m 8 used here corresponds to a
value of 1.5 gm - in Ice Water Content (IWC).
This 18 a large value, but perhaps not out of
the question for very strong updrafts., The
cold-high-warm points of run (3) in Fig. 7c¢
represent the Class 3 storm of the ohsgervations.
Fig. 8 summarizes the minimum
temperature-maximum heights of the model runs
for the small, moderate, and large mixing, with
the points connected by curves being the
temperatures at the maximum height and the
circled points offset toward lower temperature
being the T , where there is a cold-high
of fset. Thgigeneral isothermal distribution for
the moderate and large mixing, the occurrence of
cold-high offsets for storms at higher heights,
and the increase of the temperature offset as a
function of height agree, at least
qualitatively, with the plotted observations of
Fig. 3.

The observations of Class 2 storms,
which have co—~located cold-high points and a
warm point on the downward-sloping cloud
surface, are not reproduced in Fig. 7. The
April 10, 1979 case that is the example Class 2
storm (Fig. 1) occurred with an apparent near
igothermal above-cloud lapse rate and although
our simple model will not produce a warm point
for an ifothermal lapse rate, a small inversion
(1 K km ") produces a parcel trajectory (Fig. 9)
with a relatively small cold~high offset and
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with the cold point significantly higher than

the warm point.

This is in contrast to run (3)

in Fig. 7c, which 1s identical except for the

environmental lapse rate.

Thus, Class 2 storms

probably have a small, but difficult to observe,
cold-high offset and occur when the
environmental lapse rate has ohly a weak
inversion.
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Fig. 10. Schematics o4 overshooting thunderstonm
Ztop and associated parcel thajectony
gon:  la) Class 2 stonm; (b) Class 3
Atonm., )

Interpreting the parcel results in
terms of the instantaneous image or contour
flelds of the satellite data is not always
obvious. First of all, one has to assume steady
state so that the Lagrangian model results can
be thought of in the space domain. Second, for
those storms with a cold-high offset, the cold
point location has been interpreted as on the
cloud surface, whereas 1t could be buried from
satellite "view” in the interior of the tower,
below the high point. We have assumed that the
cold point location on the satellite image is
the updraft location at cloud top.

5. SUMMARY

Typical thunderstorm tops have a
monotonic temperature-height pattern with the
highest point being the coldest and a collection
of storm tops with different maximum heights
(above the tropopause) having a maximum
height/minimum T relation closer to adiabatic
than ambient (Class 1). This temperature—height
relation is reproduced by the model for low
values of mixing, presumed to relate to small
relative ambient winds at tropopause level.
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Two classes of gtorms with an
observed cold-warm IR:T_ couplet
(v40 km dimension) have been ldentified and
gsimulated with the simple model. 1In the Class 2
storm, the cold point 1s co-located (or nearly
co-located) with the highest point and the warm
point is on the downward slope to the rear
(downwind) of the highest point (Fig. 10a).
occurrence of the warm point is due to a
combination of intense mixing, a strong updraft,
large drag, and the presence of a weak
inversion. This explanation 1s applicable to
the example shown in Fig. 1.

The

As the inversion steepens, the
cold-high offset grows until the cold and warm
points are at about the same altitude
(Fig. 10b). This is a Class 3 storm and is
represented by the example in Fig. 2. Minimum
temperature~maximum height plots from the model
also indicate that, in these situations, the
larger mixing will produce temperature-height
relations closer to amblent, 1n agreement with
observations.

The success of this simple model
and the results of Schlesinger (1982) indicate
that a dynamical explanation for the close-in
cold-warm couplet 1is very plausible.
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ESTIMATING PRECIPITATION AREAS OVER THE EASTERN PACIFIC USING GOES SATELLITE IMAGERY
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1. THE CHALLENGE

Knowledge concerning areas of precipitation
at analysis time is a necessary requirement for
the preparation of accurate forecasts.

However, delineating precipitation areas over
the data sparse Pacific Ocean provides a
difficult challenge to operational meteor-~
ologists. In many instances ship reports are

very scarce, and the removal of the weather
ship at Ocean Station PAPA further deteriorated
the situation. As a result the forecaster must
rely quite heavily upon satellite imagery.
Although this imagery is received in a timely
manner, and adequately covers the eastern
Pacific, discriminating between precipitating
cloud areas and non-precipitating cloud areas
based on the satellite data has proven to be
difficult.

This paper describes a procedure for
determining areas of precipitation which is
based on elementary atmospheric dynamics
theory. The procedure wutilizes the wunique
satellite data processing system available at
the Pacific Weather Centre. In the future the
technique which is employed will be partially
automated, and utilized on an operational basis
in the Weather Centre.

2. THE CONCEPT

Within a developing synoptic scale cloud
system, the mean vertical motion 1is wupward.
This 1s true notwithstanding the mesoscale
downward motions which take place. In order to
be able to estimate precipitation amounts
falling under the cloud (or for that matter to
determine whether or not a cloud area 1is
precipitating at all), some knowledge of the
mean vertical velocity of air within the cloud
is required. From the continuity equation it
follows that for upward vertical velocity to
occur, convergence must be present at low
levels and divergence at high levels. Low
level convergence is a very difficult quantity
to measure, as is vertical velocity. In many
cases, however, divergence at high levels can
be estimated by examining the amount of
expansion in the cloud tops over some time
interval.
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Several researchers have previously
utilized the idea that expanding cloud tops
imply wupward vertical velocity and hence
suggest a likelihood of precipitation falling
beneath them. However their work, for the most
part, dealt with mesoscale cloud aystems. In
particular, Stout et al (1979) produced
estimates of precipitation amounts from
cumulonimbus clouds over the tropical Atlantic.
Wylie (1979) presented evidence to suggest that
the same technique, with some modifications,
would work at higher latitudes. Griffith et al
(1981) developed a scheme to provide estimates
of convective rainfall in the tropics beyond
the range of calibrated radars. Their
technique involved the change with time in the
size of echo areas. Scofield and Oliver (1982)
designed a technique utilizing both infrared
and visible imagery. This procedure was
implemented in the form of a decision tree, and
was especially designed for use in predicting
flash floods. Fenner (1982) applied similar
concepts in his research on extratropical
cyclones over Europe.

Despite the considerable amount of work
which was being carried out on mesoscale
precipitation areas, it was not until Ingraham
and Russel (1979) explored this concept in
terms of synoptic scale precipitation that its

full potential began to be realized. More
recently, Spagnol (1980) and Siermacheski
(1983) have continued to refine the basic

concepts described by Ingraham. It is from
this basis that the technique described in this
paper is derived.

3. THEORY

Assuming that all condensate is immediately
precipitated, the maximum possible rate of
precipitation at the bottom of an atmospheric
column is given by the vapour flux through the
column. Therefore, Rpax ™ OwW  where
P, 1s the density of water vapour and
W= dz/dt is the vertical velocity (see Figure
1). Futhermore, since QO = dm/dz where m
is the precipitable water, we have:

Rmax-il.‘.w ¢
dz 1)



Assume that the real rate of precipitation at
the surface i1s directly proportional to the
maximum rate of precipitation through the
bottom of the cloud layer, i.e.

RmaxOC Rreal = R. (2)

From the continuity equation...

dW = - 1 dA = - d(lnh).
dz A dt dt (3)

Let the area enclosed by a certain contour of
radiance on the infrared imagery (or a certain
contour of reflectivity on visible imagery) at
some time t be represented by "A". Then from
the continuity equation, the rate of change in
the cloud top area A is related to the change
in vertical velocity through a layer dz.
Extending this to the deep layer based at the
level of non-divergence (LND) and topped at the
cloud top level, it can be seen that the change
in cloud top area should be related to the
vertical velocity at the LND. It 1is the
premise of this paper that this is generally
true even though the air diverges throughout

the atmospheric column above the LND, and not
solely at the cloud top level. Then...
WaZ ~-d(inA OP)A z,
dt (4)

where &€ indicates "is approximately

proportional to".
‘T Y T My

AZ  Am

(-L i lmb

Figure 1
Schematic model of a cloud cell.
See text for annotation.

To further simplify the equations, assume that
the vertical distribution of precipitable water
through a cloud varies linearly through its
cross section, 1l.e.

dm _ Drop ~ Dpot ~ Am.
dz ™ Ziop bot Dz (5)
Combining equations (1) to (5)...
R% Am . - d(lnAtQp)A z,
t

Az d
or letting P = precipitation amount...

R = dP o (mpor = Mep) + d(InA¢qp).
it < P/ (e

1f the moisture content is assumed to decrease
to zero at the top of the column, then:

Py - P]_&mAlnAtop, )
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where m 1s the precipitable water content
through a vertical cross section of the cloud,
and Py = P is the precipitation
amount that falls during some time interval
At. Then Py -~ P; can be written as
a function of the product of precipitable water
content and change in cloud area...

Pz - P = AP = f(mAlnAj. (8)

Now if a function £(x) is differentiable
and continuous over an interval in question, an
approximating polynomial function g(x) of
degree n can be found such that:

n
£(x) ~s g(x) = Z aixi.
i=0
Then the function for AP can be approximated
by a polynomial of degree n...

n
APYNZ ai(mAlnA)i,

i=o (9)
where ay are empirically derived
coefficients. In other words, &\ P can be
represented by the series...

APAaca, +a mnAlnA + a(mALnaf +...
+ nA)n,
ay(mAlnA) (10)
The true area of a pixel on a satellite
image is given by A= repg, where
Ag is the area of the pixel (picture

element) at the satellite's subpoint and r is a
regsolution factor defined by the geographic
position of the pixel, and by the satellite's
position. Also, Ag is directly
proportional to N, the number of pixels on the
imagery contained in the cloud top. So
equation (9) becomes...

n
AP =P, - B, ™~ a;[mAln(x?N)]i,
i=o (11)

where a; are empirical constants.
4. THE APPROACH

From a large number of cases of cloud
systems moving over coastal British Columbia, a
subset consisting of those cases where the
cloud area was expanding or remaining constant
was chosen for analysis. Seven such test cases
were studied in detaill and these constituted a
dependent sample. Precipitation amounts are
available for a number of ground stations along
the British Columbia coast. Precipitable water
content is available from TOVS (Tiros
Operational Vertical Sounder) data. The
resolution factor r is easily calculated, and
the number of pixels contained in a cloud area
can be measured at the Pacific Weather Centre
using the METDAS (Meteorological Data Analysis
System) statistics program. Two GOES images
were used, taken one hour apart, to measure the
change in cloud top area in each case. Hence
all of the required information was available
for the compilation of a dependent sample.



Cases in which the cloud area was
decreasing were also inspected though in a more
superficial manner to ensure that the’

precipitation from such systems was only light.
This was generally true for the cases studied
thus far.

The degree of the polynomial which best fit
the observed data was then determined, and the
empirical constants obtained by application of
the principle of least squares. Once the
empirical constants were determined,
precipitation amounts could theoretically be
predicted for any cloud area where GOES imagery
and TOVS data are available. However, as a
first step we only wish to find whether a
determination of ‘“widespread rain" versus
"little or no rain” can be made using this
technique, and not actually to quantify
precipitation amounts. As a second step, the
results of this technique will be used in a
procedure for determining more specifically the
location .of precipitation within a cloud
system.

5. COMPLICATIONS

This approach can only work for cloud areas
in which the term Aln(rZN) in equation
(11), the governing equation, 1is positive or
zero. A discontinuity exists where this term
becomes negative, and the relationship is no
longer valid. However spotty precipitation may
still occur even in weakening systems where the
cloud area 1s decreasing, due mainly to airmass
instability. The question of whether or not a
direct measure of stability should be included
in this rain estimation technique 1s something
which will have to be determined on the basis
of observation and experimentation. It is
probable that a subjective determination of
stability by the meteorologist will be the best
method of approaching this problem.

Orographic effects obviously have a strong
influence on cloud systems. The necessity of
collecting data for the development sample over
an area for which precipitation values are
avallable meant that the coastal mountains
influenced the results. In  general,
precipitation values along the coast can be
assumed to be higher than they would have been
over the ocean (Spagnol, 1982). The fact that
many of the coastal stations are located 1in
“"rainshadows" compensates for the topographical
enhancement of precipitation.

A third complication arises due to the fact
that the particular threshold radiance value
that 1s selected to delineate a meaningful
cloud top on the imagery may influence the
results when using this technique. In general
it was found that no single threshold value
could be used in all cases. This agrees with
the findings of Blackmer (1975) in his studies
of convective clouds. Rather, the threshold
value giving the best results was one near the
middle of the strongest gradient in pixel
values (Figure 2). 1In particular it was found
that a threshold value near the coldest tops
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Comma cloud —=

-L0°C isotherm
located within
area of steepest
%ldmm in

should not be chosen, as these areas were not
always representative of cloud systems as a
whole. In one case, the area of coldest tops
was definitely seen to be decreasing, while the
cloud system as a whole was expanding. Another
guideline which can be followed in choosing the
threshold contours is to include cloud areas
below which precipitation is being reported by
surface based stations.

Surtace dbacruatisn showing //—"ﬁ

RN @

therms

~-£,0°C_isotherm: at
en* 10-15°C warmer
+lun coldest topaon

Ri mlg&

Figure 2
An example showing a method of choosing a
threshold temperature for measuring the
change in area of clouds on GOES infrared

imagery. In this case the -40°C isotherm
was chosen as most suitable.

6. DATA ANALYSIS AND RESULTS:
THE DEPENDENT SAMPLE

Data was collected for a number of cases
over a seven week period during the late autumn
of 1983. Changes in area of well-defined cloud
systems were measured from GOES-West images
over a one hour time interval as they moved
over the British Columbia coast. Only infrared
images were used for this purpose, since
software to enable normalization of visible
imagery to noon local time was not yet
operational at the Pacific Weather Centre.

As a rule, entire synoptic scale cloud
systems were analyzed for changes in size.
However subsets of the system cloud, where they
were well defined and significant, were used at
times. In particular, in areas of widespread
baroclinic cloudiness it was sometimes useful
to analyze changes in more localized areas of
enhanced cloud associated with shortwave
features. A note of caution 18 in order here.
This technique is for use with large cloud
systems; if smaller cloud elements are measured
(approaching the mesoscale), different
constants are needed for the equation. This is
because such mesoscale cloud systems change
their relative size wmuch more quickly than
synoptic scale systems, A since different
processes are involved.

Hourly precipitation amounts over British
Columbia's coastal weather stations for the
hour spanned by two GOES-West images was
estimated using six hour synoptic reports and



hourly aviation reports. The time lag between
precipitation events and cloud top expansion
that has been noted by researchers dealing with
mesoscale cloud systems (Stout et al, 1979) was
not noticed in this study. Rather, 1f there
was a time lag involved it appeared to be in
the opposite direction. Especlally in the case
of rapid development, heavy precipitation
continued for some time after the strongest
growth in the cloud system had been evident.
This is presumably due to the large amounts of
moisture which saturate the atmospheric column
during such development. Considerable time is
required for this moisture to precipitate out
of the system.

TOVS data appeared to give consistent and
reliable values of precipitable water content
over the area. Although accurate precipitable
water values cannot be obtained 1in areas of
thick (i.e. precipitating) cloud, values
immediately on the warm side of the cloud band

can be considered to be representative.
Isolines of precipitable water were drawn
around the «cloud area facilitating the
analysis.

The degree of the polynomial which best fit
theoretical expectations as well as the
observational data turned out to be of order 2.
Therefore truncating the series’ at n=2,
equation (11) becomes:

AP = ag + almAln(er) + aZ[mAln(er)]zv. (12)

Theoretically, one would expect a limit to the
amount of precipitation that would fall in some
finite time interval given an arbitrary value
of m, the precipitable water content. Equation
(12) ylelds just such a result in explaining
the variation in precipitation rates within the
range covered by the dependent sample.

Table 1 shows a summary of the results of
the seven case studies which have been analyzed
to date. The results are depicted graphically
in Figure 3. The curve best fitting the data
was found to be...

AP = -.12 + .78 nA 1n(r2N) - .05[m£$1n(r2N)]2.

CASE #  AVG. PRECIP, RATE  TIL. PRECIP.  THRESHOLD  PRODUCT OF m &
' AT SFC, STATIONS ~ WAVER (m)  TEMP, °C  CHANGE IN LD,
NDER THRESHOLD ~ (mm) AREA OVER 1 HR,
AREA (mm) malntr?2x)
1 5 1 -3 125
2 g » 2 2,004
3 Bi; 10 2 150
4 248 5 45 9,915
5 1,67 i) 2 2,172
6 167 7] 40 2,48
7 ¥} 15 50 115
Table 1

Table summarizing results of the test
cases which constituted the dependent
sample.
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Figure 3
Graph showing the relationship between
precipitation versus the product of ‘
precipitable water content and change
in the logarithmic value of cloud area
over a one hour period. The seven
data points are seen plotted along
with the curve of best fit.

It can be seen from the graph that the
curve fits the data reasonably well, with a
coefficient of determination of .87 and
standard error of the estimate of .36 mm. This
implies that 87% of the variation in precipit-
ation amount that was observed in the dependent
sample was explained by the change in cloud
area together with precipitable water values.
Although the sample size was too small to yield
a statistically significant value for standard
error, the value of .36 does suggest that the
equation could predict hourly precipitation
amounts to within approximately 15% of their
actual value, 68% of the time.

The decrease 1in expected precipitation
amounts predicted for very rapid cloud
expansion rates i1s not reasonable in a physical
sense, though a limit is 1likely approached in
this region for maximum precipitation amounts.
This situation 1s explained by the fact that
only small cloud systems could realistically be
expectéd to expand by more than 60% over a one
hour period (an expansion corresponding to a
Aln(r2N) value of 0.5). This was in fact
the situation in one of the cases constituting
the dependent sample (case 4). The reason why
this case was not rejected from the development
(dependent) sample was that it shows the
effective limiting of precipitation amounts for
rapid increases in cloud. This technique
should be used with great caution, however, for
values of Aln(r2N)> .5 if actual
precipitation values are desired.




7. POSSIBLE OPERATIONAL USE supplied by surface observations and other
sources, the meteorologist should be able to

In the initial stages of development at the make a wuch improved estimate of where
Pacific Weather Centre, all that will be precipitation is falling under a given cloud
required of this technique is that it classify system.
cloud systems into one of three categories, as
shown 1in Figure 4. Typical precipitation Much of the data required in utilizing this
patterns under clouds in each category and for technique 1s available to the Pacific Weather
three different types of synoptic situations Centre's MEIDAS computer system. Only the
are shown. These patterns are based on cloud precipitable water content, because it 1is not
models illustrated by Weldon (1979) and also derived through GOES, needs to be input into
from patterns observed during the case studies, the gystem by the meteorologist. Consequently,
and in day-to-day forecast operations. Using this procedure lends itself very handily to
these models, together with any information partial automation.

CATEGORY # SYSTEM TYPE
IYPE A TYPE B* IXYPE C
precipihsﬁon :
rate in mm | - systems associated with | - systems assoclated with upper - 8ystems ambedded \n baroclinic
¢ upper level wind maxima level wind maxima on  {front zone cloudiness
rom governing on back side of trough aide of +mu3h
eqyaﬂon)
Threshold Temperature Thin Cirrus
RO inflection
1 BRI
apPg .25 baroctinic
cloudiness
Threshald Temperature
2.
25¢ AP 1O
OB
R
3.
AP D> 1O
Q ..Nﬁé&%%%
ORI

Figure &
Typical precipitation patterns for each of the three cloud expansion categories, .and for three
different types of synoptic situations. Areas of occasional or patchy convective precipitation
are enclosed by dashed lines and stippled, while probable areas of widespread continuous
precipitation are enclosed within solid lines and shaded. Scalloped lines represent selected
threshold temperatures (i.e. relatively cold cloud tops).
*NOTE: For type B systems, if strong development has occurred during the preceeding six hours,
add one to the category number, e.g. category "1" becomes category "2".
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8. SUMMARY

The technique described in this paper for
defining precipitation areas from satellite
imagery utilizes a man/machine mix which can be
expected to be quite efficient in an
operational setting. The scheme will be tested
over the next year at the Pacific Weather
Centre. The same procedures will be applied to
normalized visible data. Also, combinations of
visible and infrared thresholds will be used to
determine whether more accurate results can be
obtained. If the technique performs as
expected, it will be implemented operationally
at the Weather Centre.
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NIMBUS 7 SMMR DERIVED SEASONAL
VARIATIONS IN THE WATER VAPOR, LIQUID WATER,
AND SURFACE WINDS OVER THE GLOBAL OCEANS

C. PRABHAKARA
DAVID A. SHORT
Goddard Laboratory for Atmosphere Sciences
NASA/Goddard Space Flight Center
Greenbelt, Maryland 20771

1. INTRODUCTION

The Scanning Multichannel Microwave Radiometer
(SMMR) flown on the Nimbus 7 satellite measured the
brightness temperature of the earth-atmosphere system at five
frequencies (6.6, 10.7, 18, 21 and 37 GHz) in dual polariza-
tion. This instrument is designed with the objective of map-
ping over the open ocean sea surface temperature (SST), sur-
face wind speed, atmospheric integrated water vapor content,
integrated liquid water content and rain fall and to determine
sea-ice type and extent (Gloerson and Barath, 1977). In this
study we are limiting the scope to the examination of at-
mospheric water vapor and liquid water, and surface wind
speed. The SMMR derived SST information is not included
here as the antenna side lobe contamination introduces
significant errors in the vicinity of land masses (Njoku, 1980).
A brief discussion of the retrieval technique used to derive
these parameters is presented.

The atmospheric and surface parameters sensed by
SMMR over oceans strongly reflects the state of the at-
mospheric boundary layer. The ocean-atmosphere interactions
that take place through this boundary layer can thus be infer-
red from an examination of the SMMR observations.

This study is based on monthly mean maps of water
vapor, liquid water and surface winds over the oceans
generated from 13 months of SMMR data. These maps are
presented with detailed discussion in a study by Prabhakara
and Short (1984). The December 78 and June 79 maps of
these parameters are shown here to reveal the seasonal
changes. Zonal averages for December and June of these
parameters are compared with information derived from con-
ventional measurements.

2. RETRIEVAL TECHNIQUE

The SMMR brightness temperature measurements in the
18 and 21 GHz channels strongly reflect the atmospheric
water vapor information. The difference, T,  — Tq, between
the two brightness temperatures is mainly dependent on the
water vapor content in the atmosphere. This difference is
nearly independent of SST and is only weakly affected by
surface winds and liquid water in the atmosphere. Utilizing
this signal we have derived atmospheric water vapor over the
oceans with an accuracy of about 0.25 g/cm2,

The 6.6 GHz channel of SMMR is least affected by the
atmospheric absorption due to water vapor and liquid water.
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The sea surface emissivity at this frequency is nearly indepen-
dent of SST (Wilheit and Chang, 1980). Applying a small cor-
rection (0.3K per 1g/cm? of water vapor in the atmosphere) to
the brightness temperature at 6.6 GHz in the vertical polariza-
tion we have estimated the SST. Measurements affected by li-
quid water in the atmosphere and winds are objectively
eliminated in the SST retrievals.

Moderate winds ( < 10m/s) produce a relatively weak ef-
fect on the SMMR brightness temperatures when compared to
that of the liquid water in the atmosphere, Furthermore, the
combined effect of the liquid water and surface wind in the
SMMR brightness temperatures is non-linear. For this reason
the surface winds and liquid water are estimated, respectively,
under divergent and convergent circulation regimes in the
boundary layer. The technique used to identify the divergent
and convergent wind regimes as well as the methods to
estimate the liquid water and surface winds are described in a
study of Prabhakara, et. al (1983).

3. SEASONAL VARIATIONS

Monthly mean maps of water vapor and liquid water,
and the surface wind derived from SMMR over the oceans for
Dec. 78 and June 79 are presented in Figures']l and 2 respec-
tively. In order to appreciate the information contained in the
satellite measurements monthly mean maps of 1000mb wind
vectors derived from FGGE data are shown in these figures,

The intertropical convergence zone (ITCZ), about 5°
north of the equator, and the south Pacific convergence zone
are characterized by maxima in the liquid water content and
water vapor. On the east side of the subtropical oceans where
subsidence generally prevails there is a minimum in the water
vapor and liquid water. In the regions where there are warm
ocean currents such as the Gulf Stream, Kuroshio, Brazil and
Agulhas currents there is above average liquid water content
in the atmosphere. The surface wind speed maps show weak
winds of about 5 m/s in the low latitudes and stronger winds
in excess of 10 m/s in the middle and high latitudes par-
ticularly over the regions of warm ocean currents. The
seasonal changes in the strength and position of several of
these water vapor, liquid water, and surface wind features
may be noticed by comparing December and June maps. The
wind vector maps deduced from FGGE data, when compared
with the SMMR water vapor maps, show that the water vapor
in the atmosphere is a good tracer of the large scale at-
mospheric motions.



In Figure 3 zonal averages (over the ocean) of the water
vapor, liquid water, and surface wind speed derived from
SMMR observations for December and June are shown. The
zonal average of water vapor (Fig. 3a) is compared with that
of the climatology of air temperature over the oceans (Fig.
3b). Notice the water vapor in Fig. 3a is displayed on a non-
linear scale that reflects the vapor pressure dependence on the
temperature. The seasonal change of air temperature over the
oceans is somewhat larger than that of the SST and the at-
mospheric water vapor seems to follow this surface air
temperature.

Zonal averages of atmospheric liquid water (Fig. 3c)
clearly show the maximum associated with the ITCZ. This
maximum is shown to move from about 7°N in June to
about 4°N in December. The liquid water content in the mid-
dle and higher latitudes particularly in the northern
hemisphere is significantly larger in winter compared to sum-
mer suggesting the importance of the mid latitude baroclinic
activity in winter. In the southern hemisphere the seasonal
changes are considerably smaller. Zonal average precipitation
estimates (See for eg. Dorman and Bourke, 1979) deduced
from conventional observations show several features that
resemble the zonal average liquid water measurements made
by SMMR.

Zonal average wind speed derived from SMMR over the
oceans (Fig. 3d) is compared with that of the FGGE wind
speed (Fig. 3e). Although a close quantitative agreement is
not obtained, the SMMR wind estimates show the minimum
near the equator and a seasonal variation somewhat similar to
FGGE data. :

4. CONCLUSIONS

The SMMR measurements of surface and atmospheric
parameters over the oceans describe the state of the at-
mospheric boundary layer. The water vapor distribution on
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the oceans not only follows the surface-air temperature but is
strongly influenced by the advective, subsidence and rising
motions in the atmosphere. The seasonal and spatial distribu-
tions of liquid water content in the atmosphere derived from
SMMR over the oceans resemble the climatological precipita-
tion patterns. The spatial and temporal variations in all the
parameters sensed by SMMR suggest potential application of
these data to air-sea interaction studies.
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ARCTIC ATMOSPHERE - ICE INTERACTION STUDIES USING NIMBUS~7 SMMR

Mark R. Anderson and Robert G. Crame

Cooperative Institute for Research in Environmental Sciences
University of Colorado
Boulder, Colorado

1. INTRODUCTION

The interaction between sea ice and
atmospheric dynamics and thermodynamics has been
the subject of numerous recent empirical and
modeling studies (cf. reviews by the Polar Group,
1980; Crane, 1981). Most analyses, however, have
been on seasonal, interannual, or longer time
scales, Short term variations in ice.extent have
been noted and synoptic scale ice—atmosphere
interactions have been examined, for example, by
Ackley and Keliher (1976), Carleton (1981) and
Overland and Pease (1982).

The influence of the atmosphere on the ice is
seen primarily in the heat exchange at the
surface, and also in the effect of surface winds
on ice drift. Very rapild changes in sea ice
distribution are possible in the marginal ice
zone due to ablation and to ice advection as a
response to changes in atmospheric circulation.
The present paper describes two such events, one
in the Greenland Sea and one in the Sea of
Okhotsk, both for April/May 1979.

Analysis of such rapid events have been
hampered, in the past, by the lack of accurate
data on a suitable time and space scale.

Regsearch in this direction has been improved
following the avallability of satellite borne
microwave radiometers. The major advantage of
passive microwave sensors is the ability to "see"
through cloud and the polar night. Data from the
single channel Nimbus-5 Electrically Scanning
Microwave Radiometer (ESMR) have been analysed in
the context of ice-atmosphere interactions by
Cavalieri and Parkinson (1981) for the Southern
Ocean and by Crane et al. (1982) and Crane (1983)
for regions of the Arctic.

The ESMR data provide a valuable resource for
sea ice research. In the absence of
supplementary data on ice temperatures and ice
type or concentration, however, studies based on
the single channel ESMR data are limited by their
inability to resolve quantitatively these
separate surface parameters. An attempt to
alleviate this problem has been made with the
launch of the Scanning Multichannel Microwave
Radiometer (SMMR) on board Nimbus-7. Using SMMR
data, ice concentration, the multi-year ice
fraction, and the physical ice temperature have
been derived sequentially from the multiple
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channel and dual polarization information. These
parameters are produced by NASA Goddard Space
Flight Center and are currently available for the
first year of SMMR operation (November 1978 -
October 1979). The derived sea ice concentration
data for April and May 1979 are used here in the
analysis of ice edge movement and ice
concentration changes for the two study periods
mentioned above.

2. NIMBUS-7 SMMR SEA ICE PARAMETERS

The Nimbus-7 SMMR records passive microwave
radiation, at both horizontal and vertical
polarizations, for each of five wavelengths:
6.6GHz (4.6cm); 10.7GHz (2.8cm); 18 GHz(l.7cm);
21GHz (l.4cm); and 37GHz (0.8lcm). A method for
retrieving ice concentration, multi-year ice
fraction and the physical ice temperature has
been described by Cavalieri et al. (in press).
The procedure defines a polarization ratio, given
by:

R = (TB, - TBh) / (TBV + TBh)
where TB. and TB, are the vertical and
horizontal brighgness temperatures recorded in a
given:channel. Use is made of the large
polarization difference between open water and
sea ice to estimate ice concentration at the
18GHz wavelength (water vapor has little effect
on atmospheric attenuation at this wavelength).
The use of the polarization ratio enables the
derivation of the parameters to be virtually
independent of the physical temperature of the
surface., An initial value of 50% multi-year ice
fraction is used to obtain an approximate sea ice
concentration, and an iterative procedure is then
used to arrive at final values of ice
concentration and multi-year ice fraction. The
physical ice temperature is inferred from the ice
concentration and the 6.6GHz vertical brightness
temperature, and the multi-year ice fraction is
used to obtain the ice concentration at 37GHz.

The ice concentration retrievals at 18GHz
correspond to a spatial resolution of
approximately 60km, while those at 37GHz
correspond to a 30km resolution., The multi-year
ice fraction has a 60km resolution and the
multi~year ice fraction, since it makes use of
the 6.6GHz channel, has a resolution of 150km.



3. THE GREENLAND SEA

Ice extent in the Greenland Sea is largely
determined by ice export from the Arctic Basin '
via the East Greenland Current (EGC), and by the
formation of new ice within the current., This
ice forms a continuous flow from north to south
along the east Greenland coast. The distribution
of the ice, however, is also influenced by an
oceanic gyre (the Jan Mayen Gyre) north of
Iceland. In winter this frequently causes an

extension eastwards of a lobe of ice, referred to
as "Odden", (Vinje, 1980) in the southern limb of
the gyre. '
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An examination of the U.S. Navy-NOAA Joint
Ice Center (JIC) sea ice analyses shows this
feature to be particularly well developed in
March/April 1979. The JIC analyses routinely use
SMMR in the determination of the ice edge
location. 1Ice concentration within the pack is
baged primarily on visual analysis of higher
resolution visible and infrared imagery from the
NOAA and Defense Meteorological Satellite Program
(DMSP) series of satellites. Ice analyses from
these sensors, however, are restricted by cloud
conditions.

During April, under conditions of weak
surface winds, Odden was separated from the main

(b)

(d)

10 K

.onr”
-

Figure 1. Nimbus-7 SMMR sea ice concentrations in the Greenland Sea for: a) 28 April; b) 30 Apfil;

c) 2 May; d) 4 May 1979, —+~— = ice edge; =~~~ = 30%; and

= 502 ice concentration.

The hatched areas are greater than 90% concentration.
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coastal flow by a strip of open water 80-150km
wide. The weekly JIC ice charts show that the
lobe disappears sometime between the 29 April and
8 May. The daily DMSP visual and IR imagery
shows extensive cloud cover over the region for
much of the period, limiting its usefulness for
ice analysis. A detalled analysis of the SMMR
data, however, indicates that the change took
place between the first and the fourth of May
(Figure 1).

The ice band is present in the SMMR data
through the end of April (Figure lajb). The next
data day on the 2 May (SMMR operates only on

80 N

Figure 2. Sea level pressure patterns for:
a) 26 April and b) 2 May 1979.
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alternate days due to power limitations), showed
a rapid decrease in ice extent and concentration
(Figure lc). On 4 May (Figure 1d) the ice had
completely disappeared from the region northeast
of Iceland. Figure 1ld also shows that the ice
extent in the EGC decreases between about 71N and
74N, and that there is a slight increase in the
Denmark Strait between Greenland and Iceland.

An analysis of the surface pressure charts
shows weak high pressure in the region in late
April; a representative surface pressure map is
shown in Figure 2a. During this period the ice
distribution is determined by the oceanic gyre
(vVinje, 1980), with the weak atmospheric
circulation having very little influence.

A low pressure system develops in the region
towards the end of April. The system intensifies
and moves southeast during the first four days of
May (eg. Figure 2b). The change in wind speed
results in the rapld break-up of Odden. The
strong cyclonic flow may also account for the
apparent ice convergence in the Denmark Strait
(cf. Aagaard, 1972).

4, SEA OF OKHOTSK

The seasonal sea lce distribution in the Sea
of Okhotsk has been described by Parkinson and
Gratz (1983), using Nimbus-5 ESMR data. Their
results suggest that there is a rapid retreat of
ice from the Kamchatka coast in mid-March, with
the ice remaining along the northern and western
coasts through April/May.

A gimilar situation to the Greenland case can
be seen in early May in the Sea of Okhotsk. The
JIC ice analyses show a change occurring from one
weekly analysis to the next. Again, analysis of
the sea ice extent is hindered by cloud cover in
the visual and IR DMSP imagery, while variations
in ice cover can be clearly seen in the SMMR
data.

From late April to early May, ice extent and
concentration remains fairly stable (ice extent
between 4-7 May is given in Figure 3a). SMMR
data for 8-10 May shows little change in ice
extent, but a substantial decrease in ice
concentration in the northern part of the region
(Figure 3b). Figure 3c for 12-14 May shows a
rapid break-up of the ice pack with large changes
in both ice concentration and areal extent. The
atmospheric circulation again changes from one of
weak anticyclonic flow (Figure 4a) to a more
intense cyclonic flow (Figure 4b)

Parkinson and Gratz (1983) found that the
typical ablation pattern in April/May consisted
of ice lingering along the western coasts with in
situ break~up as a result of polynya formation.

A simllar situation 1s observed in the SMMR data,
except that in this case, the change in
atmospheric circulation results in the rapid
disintegration of the ice cover. It would appear
that the break-up is accelerated by warm air
advection. The resulting ice distribution
(Figure 3c) is probably related to the Okhotsk
gyre north east of Sakhalin Island.

5. DISCUSSION

The temporal and spatial resolution avallable
with the satellite - borne microwave radiometers
provide a valuable source of information for sea
ice analysis and monitoring in the marginal ice
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zone, Using the SMMR data, rapld changes in ice

extent and concentration have been observed in
association with changes in synoptic atmospheric
circulation.

Case studies and analyses of sample data
indicate that ice concentration estimates may be
accurate to within 10% (Cavalieri et al., in
press). Limitations in ice concentration
retrievals exist in the marginal ice zone due to
ocean surface roughness and precipitation, both
of which tend to return erroneous ice
concentration values over areas of open water.
Work is still in progress to improve the sea ice
algorithms.
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Figure 3. Nimbus~7 SMMR sea ice concentrations

in the Sea of Okhotsk for: a) 4-7 May;

b) 8-10 May; ¢) 12-14 May 1979, ——*— = jice
edge; = 50% ice concentration, and the
hatched areas are greater than 90%Z.

In the case studies described above, orbital
characteristics provide sufficient overlap to
permit data every two days in the Greenland Sea.
Three-day averages are used for the Sea of
Okhotsk due to the limited orbital
coverage at this latitude. In 1985/6 a
multi-channel microwave radiometer will be
included on a DMSP platform. The sensor will
operate at four frequencies: 19.3, 22.2, 37.0
and 85.5 GHz. Vertical and horizontal
polarizations will be provided for all
frequencies except the 22,2 GHz, which will only
have vertical polarization. The lower frequency
channels will have a scene station resolution of
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Figure 4. Sea level pressure patterns for:
a) 4 May and b) 9 May 1979.

25km, and the 85.5 GHz channel will have a
regsolution of 12.5km.

The satellite orbital characteristics will
permit improved temporal coverage compared to
SMMR, with repeat global coverage every 24
hours. In the polar regions, complete coverage
will be possible every 12 hours due to orbital
overlap. The first launch is scheduled for late
1985, with subsequent launches in 1986 and 1987.
This sensor will, therefore, provide the primary
sea ice data source for the remainder of the
decade and permit more extensive studies of the
type reported here.
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A H. Thompson, J.P., McGuirk, L.L. Anderson, Jr., and N.R. Smith

Texas A&M University
College Station, Texas 77843-3146

1, INTRODUCTION

Recent interest in the Southern Oscil-
lation, the Walker circulation, and El Nifio has
led to increased demand for reliable analyses of
the structure of the atmosphere of the eastern
portion of the tropical and subtropical Pacific
Ocean., Our own interest in these analyses is
related to the phenomena listed above, but also is
because of concern with plumes, or bursts, of
middle and high clouds which originate in or near
the intertropical convergence zone (ITCZ) of the
eastern Pacific Ocean. These bursts move north-
eastward into middle latitudes, as either a jet-
Stream or merging there with the jet stream; they
are often assoclated with cyclogenesis and pre-
cipitation events over the southern tier of states,
We require analyses of the area mentioned above
to examine the origin and subsequent behavior of
the moisture plumes or "molsture bursts" as we
have chosen to call them. The most satisfactory
procedure in attaining analyses for such data-
poor regions as the eastern Pacific is to combine
conventional meteorological data with data re-
trieved from satellite radiance measurements.
This paper presents some of the results of com-
paring and combining information from the two
sources (satellite and conventional) in deter-
mining the atmospheric structure assoclated with
a portion of the life cycle of an eastern Pacific
moisture burst,

. The cloud bands we refer to as moisture
bursts have been observed by others, for example,
Morel et al. (1978), Davis (1981), and Thepenier
and Cruette (1981). McGuirk and Thompson (1984)
describe the bursts in some detail and suggest
that they may be related to the behavior of the
Hadley circulation., Figure 1 shows a schematic
depiction of the moisture burst of the period de-
scribed in the paper. Thepenier and Cruette
suggest that 1f the bursts are assoclated with
(subtropical) jet formation and/or with subsequent
cyclogenesis and precipitation events, then it
Seems esgential to understand more of the trig-
gering and development processes., McGuirk and
Thompson also note that clouds in the vicinity
of the burst genesis region sometimes move into
the region from the southern hemisphere. Further,
the clouds sometimes exhibit winds with the meri-
dional component exhibiting "jet stream' speeds
near, or south of, the ITCZ. Neither observation
is consistent with conventional understanding of
the subtropical circulation or of the Hadley cell.
Such concepts require further evaluation,
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Fig. 1.
of the high cloud boundary of a moisture burst

Schematic depiction of the time evolution

ocourring between 21 and 25 January 1979. Flagged
numbers give the date of the assoeiated cloud
leading edge. (From MeGuirk and Thompson, 1964.)

2. DATA AND ANALYSES

The current investigation uses data
from the First GARP Global Experiment (FGGE)
Speclal Observing Period (SOP), The tropical east-
ern Pacific Ocean is characteristically a data-
sparse region. The supplementary radiosondes,
dropsondes and pibals, together with an expansion
of the operationally available aircraft, surface
and ship reports aid in making the FGGE SOP more
amenable to study, Even these special data,
however, leave the coverage far from ideal.

The satellite coverage also was in-
creased during the SOP. Enhanced coverage of
satellite-derived winds and temperatures and rad-
iance data for several wavelength channels were
avallable for melding with the conventional data.

Data from two satellite systems were
used. These systems were the Geostationary
Operational Environmental Satellite (GOES) system
(especially GOES-West) and the sun-synchronous
TIROS~N satellite, Data from the NOAA-5 system,
in polar orbit, have been prepared but are not
included in this paper. Infrared radiances mapped
out as pilctures of the cloud cover were obtained
from the GOES system. Information from the TIROS-
N Operational Vertical Sounder (TOVS) was also

uged, The TOVS was described by Smith et al.,
(1979). We are using mapped data from several of

the individual channels of TOVS radiance measure-
ments, and also retrieved atmospheric temperature
soundings. In this paper we have used information



from only four of the channels. The channels
used include Channels 10 and 12 of the High reso-
lution Infrared Radiation Sounder (HIRS-2) and
Channels 1 and 2 of the Microwave Sounding Unit
(MSU). For convenience, we have chosen in our
diagrams to refer to the two MSU channels as

Ch. 21 and Ch. 22, respectively,

Another form of information retrieved
from the satellite data 1s the wind obtained by
tracking identifiable portions of the cloud
patterns, or the "cloud~tracked winds". The upper
cloud-tracked winds are based on cloud elements
estimated to be at or above the 30 kPa pressure
level. The lower cloud-tracked winds are presumed
to represent flow below the 70 kPa pressure level.
These data are available from the FGGE Level II
archive, We have superimposed the upper—~level
cloud~tracked winds on the brightness temperature
analysis of the Ch, 12 data, while the lower-level
winds are on the corresponding chart of the Ch.

10 information,

Extensive use was made of the Level IIb
and Level IIIb data as prepared by the European
Center for Medium Range Weather Forecasts (ECMWF).
Gridded data from the ECMWF set were extracted
for an area bounded by latitudes 20°S and 30°N
and by longitudes 180° and 90°W on a 3.75° x 3.75°
lat/lon grid. Analyses of the satellite-derived
data cover the same area when possible, and are
our own objective analysis based on the Level
IIb data. .

The period examined in detail extended
from 21 January 1979 to 28 January 1979. The
examples presented in this paper were selected
from mappings for the 24th and 25th.

3. SYNOPTIC PATTERNS DETECTED BY TOVS
MICROWAVE AND WATER VAPOR CHANNELS

The four TOVS channels are selected to
depict synoptic scale systems over the Pacific
Ocean, The two microwave channels discussed
herein represent, approximately, brightness tem-
peratures in the vicinity of 70 kPa (Ch. 22) and
the surface (Ch. 21)., The infrared channels
measure, approximately, moisture (expressed as
brightness temperature) at the 50 kPa (Ch. 12)
and 90 kPa (Ch. 10) levels, Additionally, 20 kPa
temperature and 85 kPa geopotential height and
relative humidity fields from the ECMWF Level
ITIb analyses are used, Comparisons are made
between the synoptic patterns for 00 GMT on 24
January and those for 00 GMT on 25 January.

The microwave channels are used because
of their ability to probe through clouds where
IR channel data are not available. The water
vapor channels are used to delineate molsture-
rich areas and also to track wind maxima (Martin
and Salomonson, 1970), The cloud-tracked winds
are unreliable in the presence of an overcast
cloud cover,

3.1 Cagse 1: 00 GMT on 24 January 1979

3.1a Upper Troposphere (70 kPa and above)

There are two upper tropospheric
microwave channels available from the TOVS MSU.
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The uppermost channel has a peak energy contribu-
tion from near the 30 kPa level. The features in
this channel are not shown because they are very
broad and lack detail. The MSU Channel 2, [here
referred to as TOVS Channel 22] is discussed
instead. North of 20°N (see Fig. 2) the tempera-
ture field is predominantly zonal with small-ampli-
tude short waves embedded. The striking feature is
the deep cold axis near 145°W extending from 20°N
to a position south of the equator. In addition,
there is a southern hemisphere cold axis near
140°W which also extends across the equator into
the northern hemisphere. These two cold axes

could be interpreted readily as a single cold axis
extending across the equator between 140°W and
150°W. The eastern and western equatorial regions
are dominated by broad zonally-oriented warmer
reglons.

The HIRS Water Vapor Channel 12 (50 kPa)
and the cloud-tracked winds above 30 kPa are
illustrated in Fig. 3. As can be seen, there is
good synoptic-scale detail in the satellite-derived
pattern, with extensive troughs and ridges. There
also appear to be large embedded mesoscale (500-
1,000 km) features.

A warm (or dry) axis extends from 10°N,
170°W to 25°N, 140°W to 25°N, 120°W, where the data
become sparse; it appears again at 30°N, 95°W,
According to Martin and Salomonson (1970), certain
water vapor channel radiances have a strong rela-
tionship to the southwesterly subtropical jet
stream (STJ) maxima over the United States. The
suggestion is that the STJ parallels the high
(dry) temperature axis which extends deep into the
tropics., Other high temperature axes exist in
the eastern Pacific Ocean, and also one is centered
at 10°S, 135°W to 2°N, 142 °W. The cloud-tracked
winds, denoted in the figures by arrows, appear to
lie in the areas of tight gradient except at 15°N
between 125°W and 105°W, where they are transverse
to the low temperature (wet) axis.

. Low temperature axes in this channel
should delineate moisture-rich areas., Since
this is an IR channel peaking at approximately
50 kPa, it 1is not a mapping of cloud tops, but
primarily of water vapor. An extensive cold (wet)
axls (Flg. 3) extends from 5°S, 165°W to the equa-
tor at 150°W where it splits into northern and
southern branches. The northern branch runs from
2°N, 147°W to 20°N, 115°W while the southern branch
curves from 2°N, 147°W to 2°N, 131°W then south-
eastward. The two branches suggest a moisture
"canal" extending from the southern hemisphere
tropics into the mid-latitudes and also a branch
circulating near the equator in the southern
hemisphere. These two features are well depicted
in the Level IIIb relative humidity analysis
for 70 kPa (not shown).

The Level IIIb 200-mb temperature anal-
yesis for 20 kPa (Fig. 4) shows an extensive cold
axis from 10°N, 145°W northeastward and a cold
core near 15°S, 140°W. By comparing Figs. 2, 3
and 4, we can see that the cloud-tracked winds
are closely associated with both microwave and
20 kPa temperature patterns., Also, the moisture
"canal" present in the water vapor channel lies
just east of the microwave cold axis and generally
parallels the cold axis at 20 kPa. The southern
hemisphere moisture '"canal" 1s easily associated
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Fig. 3.
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wn, a water vapor channel with peak energy con-

Mapping of grid-point values of bright-
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in m/sec). Approwimately 00 GMT 24 January 1979.
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Fig. 4. Temperature (Celsius) at the 20 kla
surface from the ECMWF Level IIIb analyais.

For 0000 GMT 24 January 1979,

with the microwave channel and the 20 kPa analysis
patterns.

Appropriate TOVS channels and Level IIIb
analyses in the lower troposphere are now
discussed.
3.1b Lower Troposphere (below 70 kPa)

The lower tropospheric microwave channel
[MSU Channel 1, here referred to as TOVS Channel
21] is a "window" channel with peak energy con-

tribution from the surface. Figure 5 shows that
considerable detail is available in this channel,

with a major warm axis along the equator from
180° to 155°W then northeastward to 30°N, 105°W.
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Flg. 6. Mapping of grid-point values of bright-
ness temperature (Celstus) of HIRS Ch. 10 (8.30
wn, a water vapor channel with peak energy con-
tribution from near 90 kPa) radiances., The lower
eloud~track winds are superimposed (speeds in
m/sec)., Approximately 00 GMT 24 January 1979.
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Fig. 7. Hetght (gpm) of the 85 kPa (850 mb)
surface from the ECMWF Level IIIb analysis.
stippled areas have relative humidities at 85
kPa between 70 % and 90 %, For 00 GMT 24
January 1979,

The

This warm axis coincides very closely with the
upper tropospheric moisture "canal" (see Fig. 3)
and the upper microwave cold axis (Fig. 2). The
Channel 21 cold axis from 10°S, 115°W to 25°N,
135°W does not relate as well to the upper tropos-
pheric warm axis. Thus, the moisture burst shows
its signal throughout the depth of the troposphere.

TOVS Channel 10 is a water vapor channel,
peaking at 90 kPa, As with the upper tropospheric
water vapor channel, cold axes should delineate
moisture-rich areas ("canals"). The lower
tropospheric cold (wet) axes (Fig. 6) reflect the
upper tropospheric patterns (Fig. 3) but with
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Fig. 8. Same as Fig. 2 except for 00 GMT 25
January 1979.
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Fig. 9. Same as Fig. 3 except for 00 GMT 25

January 1979.
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Fig. 10. Same ae Fig. 4 except for 00 GMT 25
January 1979,

much less detail. There are broad warm (dry)
areas in the eastern and western parts of the
region which are similar to upper tropospheric
patterns, but the upper warm (dry) axis parallel-
ing the STJ 1s not reflected near the surface.
The cloud-tracked winds (Fig. 6) indicate the
expected easterly (trade) winds in the east and
relatively strong easterlies a short distance
east of the dateline, The interesting feature
is the belt of strong westerlies, up to 16 m/s,
along the equator near 175°W and along the
moisture "canal” to 10°N., Although the South
Pacific Convergence Zone was located 30° to 40°
east of its normal position, these westerlies do
not seem to be a northward extension of that
complex. The lower water vapor channel does not
appear to be as useful a signal of the wind
pattern as the upper water vapor channel, with
the possible exception of the unusually strong
westerlies feeding the moisture '"canal”. Notice
also the cross—equatorial flow in the moisture
"canal" denoting the southern hemisphere's con-
tribution to northern mid-latitude moisture.
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Fig. 11, Same as Fig. 5 except for 00 GMT 25
January 1879.
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