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Introduction 

The GOES I-M series of operational satellites (renamed GOES 8-12 once in orbit) 
represents a significant advance in data products for weather forecasting and storm 
warnings from the previous series of geostationary satellites. Independent imaging and 
sounding instruments on GOES I-M provide improved performance, coverage, 
flexibility, and spectral bands with improved resolution to meet the meteorological 
science and weather forecasting communities’ needs. These satellites are also equipped 
with instruments designed to provide real-time measurements of solar activity, the 
charged particle environment, and the Earth’s magnetic field at synchronous orbit. In 
addition, the satellites can relay distress signals from people, aircraft, or ships to search 
and rescue ground stations of the Search and Rescue Satellite Aided Tracking system. 
The GOES I-M series enhances service to the data collection system for receiving 
meteorological data from earth-based data collection platforms and relaying the data 
to end users. 

This conference provides a detailed look into the products provided by the GOES-8 and 
-9 satellites, a description of the principal payloads and their performance 
characteristics, and technologies and instruments that have potential application to the 
next generation of these satellites. 

Edward R. Washwell 
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Keynote Address 

Impact of GOES satellites on the National Weather Service 

Elbert W. Friday 

National Weather Service 
Silver Spring, MD 20910 

ABSTRACT 

The geostationary weather satellites are a critical 
component of the National Weather Service operations and on going 
nation wide modernization program. 
because of their ability to constantly image the Zarth, are 
important tools for observing severe weather such as hurricanes, 
severe thunderstorms, flash floods and winter storms. When 
satellite data are combined with other observing technologies 
such as weather radars, the operational forecaster has 
significantly increased their capabilities to produce timely, 
specific and very accurate short-term forecasts. 
generation of geostationary weather satellites are producing new 
products such as more frequent images-over the United States, 
high density wind fields in the vicinity of hurricanes, a more 
comprehensive look at the phenomenon known as the Lake Effect 
Snow Storm, and the formation and dissipation of local fog areas. 
Atmospheric temperature and moisture profiles are now possible 
operationally with independent imager and sounder instruments. 
The sounder instrument is providing important information on the 
flow of low-level moisture from the Gulf of Mexico, an important 
source of energy for severe weather over the eastern part of the 
country. 

Keywords: geostationary satellites, severe weather, hurricanes, 
thunderstorms, flash floods, atmospheric profiles, instruments, 
weather radar, weather observations 

Geostationary satellites, 

The new 

1. The National Weather Service Key Focus 

The mission of the National Weather Service (NWS) is to 
provide Weather and Flood Warnings, Public Forecasts and 
Advisories for all of the United States, its territories, 
adjacent waters and ocean areas, primarily for the protection of 
life and property. 

On an annual basis, the United States encounters more severe 
weather than any other nation. For example, 10,000 severe 
thunderstorms strike the United States during an average year. 
The 1995 Atlantic Hurricane season was the second busiest season 
since 1871. In 1994 Tropical Storm Alberto caused 32 deaths and 
damages of approximately $1 billion dollars. During the first 
half Of 1996 several severe weather events have occurred, 
flooding in the Pacific Northwest and in the Mid-West/Ohio 
Valley, major outbreaks of Tornadoes in Kentucky, 
Illinois/Indiana, Alabama, and Arkansas, the east coast Blizzard 
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in January and related flooding in the northeast. 

There are two major factors contributing to the severe 
weather problem impacting this country. First, there is a 
continuous source of low level moisture from the Gulf of Mexico 
and the Gulf Stream. This source of energy is, in part, 
responsible for the development of tornadoes and flash floods in 
the south and mid west parts of the country. This source of 
moisture is also necessary for the formation of large winter 
storms tracking northward along the east coast and helps 
hurricanes maintain their intensity as they approach the coastal 
regions. 
west mountain chain to inhibit the interaction of cold, dry 
Canadian air with warm, moist air from the tropics. 
of air masses in the early spring is another major contributor to 
the formation of tornadoes over the mid-west part of the country. 

The second contributor is the lack of any large east- 

This clash 

2. CURRENT OPERATIONS AND ORGANIZATION 

The forecast process consists of five major elements. 
includes: 1) the collection of observations, 2) data 
assimilation, 3 )  weather forecasts at all scales, 4) production 
of watches and warnings, 5) dissemination of products and 
services. Ultimately the ttlitmuslt test for the NWS is that 
people will react to a forecast and take the necessary actions to 
minimize their risks from severe weather. 

This 

The current NWS organizational structure consists of over 
250 offices nation-wide, 13 river forecast centers and 9 national 
centers for numerical processing and forecasting Forecast 
guidance products are generated on large computer systems at each 
of the national centers. This guidance is then communicated to 
each local forecast office. The local forecast office produces 
the local daily forecasts as well as all severe weather warnings. 
Severe weather warnings are only issued by local NWS offices. 
The NWS operates a National Oceanic and Atmospheric 
Administration (NOAA) Weather Radio system which broadcasts NWS 
forecasts, warnings and more, 24-hours a day. This low-cost 
system has proven to be very effective in broadcasting emergency 
information during severe weather events. These warnings can 
also be broadcast by radio and television companias. 

The relationship between the private sector weather 
companies and the NWS has grown closer, almost seamless, in the 
past 50 years. 
$200M a year industry. Weather information used by weather 
broadcasters on television is almost exclusively produced by the 
private sector. The NWS collects, processes data, generates 
numerical analysis and guidance products, broadcasts warnings and 
makes NWS products and services readily accessible by weather 

This existing partnership has contributed to a 
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companies. The private weather companies tailor NWS products, 
except warnings, to meet the specific requirements of industry 
clients. Many weather companies have their own direct read-out 
stations to directly access the real-time weather satellite data. 
Users of weather information include agriculture, aviation, 
transportation, media, shipping/fishing, and the university 
community. 

3. MODERNIZATION 

3.1 Overview 

The goal of the NWS modernization program is to implement 
the advances in science and technology over the past 20 to 30 
years to improve warning services and operations. NWS 
modernization will provide the following benefits: 1) increased 
timeliness and accuracy of warnings, 2) improve professional 
forecasting skills, 3 )  a uniform level of improved service across 
the country, 4 )  replace obsolete systems, and 5) achieve 
productivity improvements '. 
budgets, the economic Benefit-Cost Ratio of the NWS modernization 
is 8 to 1, compared to the 5 to 1 ratio of the old systems . 

In this era of tight federal 
3 

The NWS modernization has two major elements, the 
integration of new observing and forecast technologies and the 
training of NWS personnel to take advantage of their new 
capabilities in order to produce improved products and services. 
The new technologies currently being installed nation wide 
include, the new series of geostationary weather satellites, a 
network of advanced Doppler radars and automated weather 
observing systems, advanced computers/workstations and a 
telecommunications system, and the next generation of super 
computers. The forecasters will need to be trained on how to use 
these new technologies. Computer Based Learning modules have 
been developed and delivered to forecast offices. This will 
enable the meteorologist to learn at his forecast office, 
reducing the need for centralized training. 

3.2 Geostationary Weather Satellites 

The Geostationary Operational Environmental Satellite (GOES) 
is a major contributor in supporting current NWS operations and 
new products and services associated with the nation wide 
modernization program. The GOES-8/9 spacecraft were successfully 
launched in April 1994 and May 1995 respectively. The new GOES 

The major new capabilities of specific interest to the NWS are 
the independent imager and sounder instruments, improved Earth 
location, new imager channels, and increased temporal resolution 
of the imager. 

system offers many new capabilities for the user community 4 . 

These new capabilities will prodbce new and 
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improved products directly impacting current operations 
especially during severe weather events. The NWS is currently 
conducting an assessment of the GOES products and documenting 
their impacts to specific NWS forecast products and operations . 5 

The GOES spacecraft has demonstrated a very exciting, new 
capability, one-minute imagery 6. The satellite is in a 3-axis 
stabilized orbit, allowing the instruments to almost always point 
towards the Earth. The imager can take very rapid, one to three 
minute intervals, observations over very small areas. Although 
this is not a current NWS operational requirement, it does offer 
the potential of dramatically altering the future capabilities of 
local forecast operations. Several videos showing rapid-scan 
data sets have been produced with spectacular remlts. 
Meteorologists can monitor the rapid development of severe 
thunderstorms and the central features of a hurricane. High 
resolution imagery shows the atmosphere responding to the 
fundamental principles of fluid dynamics. 

quantitative hydrometeorological data and information from the 
GOES sounder instrument. Animated sequences showing total 
precipitable water, lifted index, and surface skin temperature 
are important parameters for the development of severe weather. 
This capability was demonstrated by Chesters 7. The GOES imager 
is capable of observing fires with the 3.9 micron channel '. 
Fire weather meteorologists can use the imagery to detect the 
existence of a fire and track its history with the standard 15 
minute image cycles over the United States. Early successful 
results were first demonstrated during the Pingree Park, Colorado 
forest fire, July 1994. 

Derived Product Imagery (DPI) is a method of displaying 

Preliminary assessment results from the local NWS field 
offices have identified three new products making an impact upon 
three local forecast operations. 1) The Lake Effect Snow (LES) 
Study is investigating the use of satellite data with local radar 
data to improve the detection and forecast of these localized, 
low-level events. During study, the local meteorologists used 
GOES data to extend, cancel or adjust Winter Storm Watches based 
on features observed in the GOES images. 2) Forecasting the 
onset, dissipation and local of local pockets of fog is important 
to the aviation and transportation industries. Combining two of 
the GOES-Imager channels allows the forecaster to detect fog 
areas previously not seen from the older generation GOES. 
Several techniques are under evaluation by forecast offices to 
determine which algorithm best meets their needs. 3) Rapid scan 
imagery, small sectors every 7 . 5  minutes, is a very useful in 
detecting and monitoring 
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very small weather events. Mature and dissipating thunderstorms 
can produce a feature known as an I1arc1l cloud line originating 
from the main part of the thunderstorm. The llarcll line can cause 
new thunderstorm development if it intersects with another tlarctl 
cloud line or it can cause gusty winds when it passes over an 
area. 

The use of GOES digital data from the sounder instrument is 
expected to make major improvements in NWS numerical weather 
prediction models. The sounder instrument is producing 
atmospheric profiles of temperature and moisture, mainly over the 
data sparse ocean areas. Preliminary findings have demonstrated 
a positive impact in defining the changes to the moisture fields 
surrounding major synoptic storms. 
from both the imager and sounder, are important to hurricane 
forecasters in determining the future track, 24-72 hours, of 
these large tropical storms. Local emergency officials use 
track prediction information when trying to evacuate the public 
from low coastal areas prone to flooding during an approaching 
hurricane. The 1995 Atlantic hurricane season, second busiest in 
history, provided many examples to determine the positive impact 
GOES data made on hurricane forecasting operations. 

High density wind fields, 

3.3 Weather Radars 

The Doppler weather surveillance radar (WSR-88D) is a major 
scientific and technological milestone in the modernization of 
the NWS. The WSR-88D program, also known as NEXRAD (Next 
Generation Weather Radar), is a joint venture of three United 
States Government agencies. This Tri-agency consists of the 
Department of Commerce's NWS, Department of Transportation's 
Federal Aviation Administration (FAA), and the Department of 
Defense (DOD). Each agency owns and operates specific radar 
units however, each agency has full access to each radar's data 
within the Continental United States (CONUS), in Alaska, Hawaii, 
and the Caribbean. 

Installation of WSR-88D's began at NWS sites in early 1992 
with a total of twelve installations completed by the end of 
1992. The pace of installation grew in 1993 with the bulk of 
radars being deployed in 1994 and 1995. Installations will be 
nearly completed in the fall 1996. 

Early results from six of the first Weather Forecast Offices 
(WFOs) using the WSR-88D showed marked improvement in their 
severe storm warning performances. This was documented in the 
verification statistics compiled for Dodge City, Kansas: Norman, 
Oklahoma; Houston, Texas; St. Louis, Missouri; Sterling, 
Virginia; and Melbourne, Florida. This improving trend has 
continued throughout the NWS as the modernization continued and 
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more WSR-88D's were installed and put into use. NWS nationwide 
verification statistics show that average lead times for tornado 
warnings have increased from 4 . 7  minutes to 8.3 minutes from 1989 
to 1995. During this same time frame, Probability of Detection 
(POD) of severe thunderstorms and tornadoes have improved from 66 
percent to 79 percent, while the False Alarm Ratios (FAR) has 
decrease from 5 4  percent to 4 4  percent. The WSR-88D has been 
equally effective in flash flood and flood situations, and has 
provided improved capabilities in winter weather conditions. 

Using Doppler radar technology, forecasters are able to 
observe the presence of precursor conditions that favor the 
formation of severe weather elements such as tornadoes and 
violent thunderstorms. Velocity information enables forecasters 
to pinpoint areas of damaging winds from downbursts, gust fronts, 
tropical storms and hurricanes. The WSR-88D provides 
quantitative estimates of area precipitation that is a critical 
element in hydrologic forecasting of potential flooding and water 
resource management, and more clearly delineates precipitation 
types from winter storm systems. 

through the development of improved algorithms. There are many 
areas were development work continues but some of the more 
significant include, snowfall estimation, quantitative 
precipitation estimation, determination of wind fields and 
precipitation distributions in tropical cyclones, and various 
severe weather phenomena. 

Research efforts are ongoing to enhance WSR-88D capabilities 

3.4 AutomateU Weather Observing Systems 

New Automated Surface Observing Systems (ASUS) are currently 
being installed at over 850 locations throughout the U.S. The 
ASOS program is a joint effort of the NWS, the FAA, and the DOD. 
When fully deployed in 1997, the ASOS systems will serve as the 
nation's primary surface weather observing network. ASOS is 
designed to support weather forecast activities and aviation 
operations and, at the same time, support the needs of the 
meteorological, hydrological, and climatological research 
communities. 

With the largest and most modern complement of weather 
sensors, ASOS will significantly expand the information available 
to forecasters and the aviation community. The ASOS network will 
more than double the number of full-time surface weather 
observing locations. The ASOS sensors measure cloud height, 
visibility, precipitation, pressure, temperature/dewpoint, wind 
direction/speed, and precipitation accumulation. ASOS works non- 
stop, updating observations every minute, 24  hours daily. 
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Getting more information on the atmosphere, more frequently 
and from more locations, is the key to improving forecasts and 
warnings. Thus, ASOS information will help the NWS to increase 
the accuracy and timeliness of its forecasts and warnings-the 
overriding goal of the NWS modernization. 

The primary concern of the aviation community is safety, and 
weather conditions often threaten that safety. A basic strength 
of ASOS is that critical aviation weather parameters are measured 
where they are needed most: airport runway touchdown zone(s). 
ASOS detects significant changes, disseminating hourly and 
special observations via the NWS and FAA communications networks. 
Additionally, ASOS will routinely and automatically provide 
computer-generated voice observations directly to aircraft in the 
vicinity of airports, using FAA ground-to-air radio. These 
messages will also be available via a telephone dial-in port at 
the ASOS. 

The current ASOS system was not designed to detect cloud 
information, cloud amounts and heights, above 12,000 feet. A new 
GOES product is providing cloud information, cloud amounts and 
cloud tops, above 12,000 feet and merged with the ASOS cloud 
products. This integrated product provides the forecaster with a 
more complete description of the clouds surrounding the local 
forecast office. 

The NWS modernization technologies are being delivered and 
becoming operational almost on a daily basis. 
ahead is to integrate data and information from these new 
technologies in order to produce more accurate, detailed 
forecasts at all scales. For example, the NWS now has the 
ability to estimate precipitation from GOES and WSR-88D radars. 
Combining measurements from these two technologies will lead to 
more site specific, and timely flash flood watches and warnings. 
Predictions of coastal flooding before hurricane landfall can be 
anticipated with new information from satellites and radars. 
Frequent atmospheric profiles of temperature and moisture from 
the GOES spacecraft stationed over the Pacific Ocean is expected 
to make dramatic improvements in the five day forecast over the 
United States. 

The challenge 

5 .  summary 

The new GOES spacecraft are making major contributions in 
improving the NWS current forecast products and services. 
Clearly the GOES spacecraft observes significant weather events 
in ways no other NWS observing technology can provide. The major 
challenge remains in integrating the various digital data streams 
into a single presentation, giving the operational forecaster a 
better picture of the atmosphere and how it is changing. 
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Providing real-time digital satellite data, and the ability to 
manipulate the data, to all forecasters at the national centers 
and at the local forecast offices is a critical element in 
improving the forecast services to this country. When the NWS 
modernization is completed, the NWS will operate che most 
sophisticated, advanced hydrometeorological warning and forecast 
system in the world '. We will be closer to achieving a long 
standing NWS goal, providing more accurate short-range forecasts, 
improving the predictability for all weather events, and to make 
this information readily accessible to industry and the american 
public. 
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ABSTRACT 

Two successful launches of NOAA's Geostationary Operational 
Environmental Satellites (GOES) provide continuous images and 
atmospheric soundings from positions over the Pacific Ocean and 
the Atlantic Ocean. GOES-8, launched April 13, 1994 and GOES-9, 
launched on May 23, 1995 are the first three axis stabilized 
meteorological satellites ever placed in orbit. Their unique 
capabilities have provided over two years of opportunities for 
observing the atmosphere with 1 km resolution visible and 4 and 8 
km infrared channels at 3.9, 6.7, 10.7, and 12.0 micrometers. In 
addition, the 19-channel atmospheric sounders provide soundings 
throughout the atmosphere over vast portions of the two oceans. 
This paper describes the status of current GOES satellites and 
provides a look into the future for coming spacecraft and 
instruments. 

Keywords: geostationary satellites, meteorological satellites, 
weather satellites, remote sensing, space environment, 
atmospheric sounding, cloud pictures, satellite data, images, 
satellites. 

1. Introduction 

The GOES mission is to maintain two reliable operational, 
environmental, and storm warning systems to protect life and 
property; to monitor Earth's surface, atmosphere, and space 
environmental conditions; to introduce improved atmospheric and 
oceanic observations and data dissemination capabilities; and to 
develop new and improved applications and products for a wide 
range of federal agencies, state and local governments, and 
private users. 

2. Current GOES satellites 

At present, there are two operational GOES satellites. 
GOES-8 and GOES-9. GOES-7, being nearly out of station-keeping 
fuel, is in standby over the central United States. Two older 
satellites, GOES-2 and GOES-3, are in use for  their remaining 
communications functions. 

GOES-8 and GOES-9 coverage is presented in Figure 1. It is 
clear that two GOES satellites are required, because one 
satellite cannot see around the curvature of the Earth to the 
observe two oceans. 
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2.1 GOES-8 

GOES-8 was launched from Cape Canaveral on April 13, 1994 
and became operational on June 1, 1995. It is the GOES-East 
satellite at 75 degrees West longitude (75OW). Instrumentation 
includes an Imager, Sounder, and a suite of Space Environment 
Monitor (SEM) instruments'. Four instruments make up the SEM. 
An Energetic Particle Sensor (EPS) and a High Energy Proton and 
Alpha Detector (HEPAD) monitor incident flux density of protons, 
alpha particles, and electrons over an extensive range of energy 
levels. Solar output is measured by an X-Ray Sensor (XRS). Two 
three axis magnetometers mounted on a three meter boom monitor 
the Earth's geomagnetic field strength at the spacecraft. 

GOES-8 also has a Data Collection System (DCS), Search and 
Rescue (SAR) receivers and transmitters, and provides broadcasts 
using a Processed Data Relay (PDR) and weather facsimile (WEFAX) 
transponders. The spacecraft was manufactured by Space 
Systems/Loral (SS/L) in Palo Alto, California. 

2.1.1 GOES-8 Imager 

The Imager and Sounder instruments were manufactured by the 
Aerospace/Communications Division of ITT in Fort Wayne, Indiana. 
The Imager has eight visible detector of 1 km resolution each, 
that sweep across the Earth's disk in an East-West motion to 
sense reflected radiation in eight 1 km wide swaths'. 
of these swaths make up an image of the complete Earth disk. Of 
the four infrared (IR) channels, the 3.9, 10.7, and 12.0 
micrometer bands have 4 km resolution. There are two 4 km 
detectors mounted such that they that sweep out an eight km 
swath. The 6.7 micrometer channel is has 8 km resolution. One 
sweep of the instrument across the Earth disk produces eight 
visible lines, two IR lines (3.9, 10.7, and 12.0 micrometers), 
and one line at 6.7 micrometer wavelength. 

A number 

Radiation from the visible channel senses reflected sunlight 
to detect clouds. A more complete description of channels and 
their uses is described in the 1994 article by Menzel and 
Purdom'. The IR channels measure radiation emitted by the 
atmosphere's constituents. The 3.9 micrometer channel is used 
for nighttime fog, the 6.7 channel for water vapor and water 
vapor winds, the 10.7 "window" channel measures cloud top and 
surface temperatures, and the 12.0 "split window" measures 
surface temperature, but includes the added benefit of low level 
water vapor for estimating precipitable water. 

The GOES-8 Imager currently covers the region in Figure 2. 
There are two modes of operation, normal and rapid scan mode. In 
normal scan mode, one full disk is sensed every three hours, an 
extended Northern hemisphere, and Eastern Continental U.S., and a 
southern hemisphere sector. The United States is covered once 
each fifteen minutes in this mode. The cycle then repeats itself 
every three hours. Rapid scan mode is invoked whenever the 
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threat of severe weather events requires additional scan 
frequency. In rapid scan mode, one full disk is still sensed 
every three hours, but reduced extent areas are covered at seven 
and a half minute intervals until the next three hourly full disk 
or a return to normal scan mode. 

Imager based products include wind vectors at several levels 
in the atmosphere, low level moisture, Sea Surface Temperature, 
volcanic activity hazard detection, and fog product at night. 

2.1.2 GOES-8 Sounder 

The Sounder instrument is designed to measure radiation 
emitted from various levels within the atmosphere. It has a 
nineteen-channel filter wheel arrangement which measures IR 
energy with several detectors in the shortwave, midwave, and 
longwave IR wavelengths. To measure the radiation, it must stare 
at a particular spot long enough to produce a meaningful signal 
to noise ratio, since IR radiation levels in many of the channels 
are very low compared with energy in the visible. This is the 
main purpose for having a three axis stabilized spacecraft - to 
allow this staring mode. Sounder coverage is shown in Figure 3. 
The particular box covered depends on weather events occurring at 
the time. 

Sounder products include temperature and moisture profiles 
from the surface to the uppermost extent of the atmosphere, 
precipitable water, sounder-based winds, upper level cloud amount 
to supplement the Automated Surface Observing Stations (ASOS), 
and derived products such as lifted index, and atmospheric 
stability. A number of assessments are underway to determine the 
impact of sounder products on numerical weather forecast models. 
To date results are very encouraging. 

The GOES-8 sounder is constructed with two windings in its 
East-West servo motor. One winding acts to backup the other in 
case of failure. In August 1994, one GOES-8 sounder motor 
winding failed, leaving operations intact, but eliminating the 
backup winding. In this sense, it has a single point of failure. 
This is a failure similar to one which occurred in the GOES-9 
Imager in April 1996. In addition, one of two Attitude and Orbit 
Control Electronics (AOCE) memory chips on GOES-8 suffered 
permanent damage due to an Electrostatic Discharge (ESD) event. 
Part of one AOCE's memory is no longer available. ESD shielding 
was added to GOES-9 before launch, and GOES-9 has had no ESD 
events to date. 

2 . 2  GOES-9 

GOES-9 was launched for  Cape Canaveral on May 23, 1995 and 
is the GOES-West satellite at 135OW. It has the same 
instrumentation as GOES-8: Imager, Sounder, SEM package, DCS, 
SAR, and WEFAX. Current coverage is shown in Figures 4 and 5. 
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The GOES-9 Imager has the same arrangement of motor windings 
for the East-West servo motor. One of its two redundant windings 
failed in April 1996, leaving one winding intact. With 
essentially identical failures on both GOES-8 and GOES-9, efforts 
are underway to redesign the motor for GOES-K and remaining 
spacecraft instruments. 

2.3 GOES-7 

GOES-7 was launched on February 26, 1987 and was the last of 
the spin stabilized GOES satellites. Its Visible Infrared Spin 
Scan Radiometer and Sounder (VAS) instrument has not failed, 
however, station-keeping fuel has nearly run out after almost 
nine years of continuous, faithful service. After the last image 
was taken on January 11, 1996, GOES-7 as placed in standby mode 
and moved to 95OW over the central U . S .  where it remains at this 
writing. 

3. Future GOES Satellites 

The next satellite, GOES-K, is being readied for a launch 
planing date of April 1997. It is being considered for a launch 
into a store on orbit mode whereby it will be ready to replace 
GOES-8 or GOES-9 should either fail. GOES-K will have the same 
instrumentation as GOES-8 and GOES-9. While in standby mode, no 
data will be taken. 

GOES-M is to be completed before GOES-L because it is the 
only GOES spacecraft being manufactured with special 
accommodations for a new instrument, the Solar X-Ray Imager 
(SXI). Plans are to launch GOES-M in the 2000 time frame to 
gather as much data as possible during the solar maximum period, 
expected to peak near 2000. This instrument will stare at the 
Sun continuously and provide images in up to eight X-Ray energy 
bands. All other instrumentation is the same as GOES-K. 

GOES-L will be the fifth spacecraft manufactured, with a 
planning launch date near 2002. GOES-L will have the same 
instrumentation as GOES-K. It will not have an SXI instrument. 
One important change to GOES-L will be in the Imager channels. 
The channel at 12.0 micrometers will be replaced with one at 13.3 
micrometers in order to better establish the level of steering 
winds for hurricanes and other severe weather events. In 
addition, the horizontal resolution of the 6.7 micrometer water 
vapor channel will be improved from 8 km to 4 km. 

4. Future Instruments 

Concept studies are presently underway to examine the 
practicality of an interferometer sounder to sense temperature 
and moisture in layers as thin as 1 km with accuracies near 1 
Celsius degree. Potential imager improvements as also being 
considered, including the possibility of increasing the number of 
channels from five to eight, and scanning the Earth at double the 
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present scan rate for each image. Both these studies are in the 
early stages and, if affordable, would be implemented after the 
GOES-I-M series. 

Longer term studies are in the works to examine the 
possibility of GOES-based lightning mappers and microwave 
sounders. 

5. Summary 

The GOES satellite program is an important part of the 
National Weather Service Modernization effort. Two operational 
GOES satellites now in operation are providing data required for 
improving severe weather warning and forecasting. However, the 
new data also are stimulating development and experimentation 
with potential new operational products that were not yet in 
meteorologists' minds when the GOES I-M series was conceived 
around 1980. As these data and products are used more and more, 
new insights will generate new products and, hopefully, improved 
forecasts. 

6 .  References 

1. Space Systems/Loral, "GOES-I-M databook", DRL 101-08, 
Prepared for National Aeronautics and Space Administration, 
Goddard Space Flight Center, Greenbelt, Maryland, 20771, 1990. 

2. P. Menzel and J. Purdom, "Introducing GOES-I: The first of a 
new generation of geostationary operational environmental 
satellites", Bulletin of the American Meteorological Society, 
Vol. 75, No. 5, May 1994. 

SPlE Vol. 2812 I 15 



OPERATIONAL GLOBAL 
GEOSTATIONARY COVERAGE 

* INSAT not openly broadcast Figure 1. 
AS OF FEBRUARY 1996 



Routine Mode = GOES43 at 75OW 

0 Full Disk every three hours 

0 Five half-hourly cycles: 

- Extended northern hemisphere 
- Eastern CONUS 
- Southern hemispheric sector 

Yields 4 US views per hour 0 

Extended N. Hemisphere 

I I I 
xx:oo XX:15 XX:30 

Figure 2. 



GOES-East Operational Sounder Coverage 

Figure 3. 

GOESWest Operational Sounder Coverage 

Figure 5. 

18 I S P I E  Vol. 2812 



Routine Mode - GOES-9 at 135OW 

N. Hemisphere PAcUs " S. Hemisphere 

Full Disk- every three hours 

Five half-hourly cycles: 

- Northern hemisphere 
- Pacific-U.S. (PACUS) 
- Southern hemisphere 

Provides 4 views per hour over 
Western, Alaska, & Hawaii 
Regional areas 

S 
S 
A 
A 

xx:oo XX:15 
XX:30 Figure 4 .  xx:45 

W:30 
xx:oo 



NOAA'S FUTURE GOES SATELLITE PROGRAM 

Edward Howard 
Roger Heymann 

Gerald Dittberner 
Steven Kirkner 

U.S. Dept. of Commerce/NOAA 
Washington, D.C. 20233 

ABSTRACT 

Future weather satellites for N O M  at geosynchronous orbit may 
be smaller, less costly, and developed by a different process than 
is currently done. This path is sometimes called the "smaller, 
cheaper and faster" process being pursued by NASA. We believe in 
the future there will be less money, a focus on using the right 
technology and the desire to get the most value for the resources 
invested in space missions. In this paper we give an update on our 
progress to define future GOES. It will include our efforts to 
trade on user requirements early, to use evolutionary technology, 
and to consider new cost reduction and program management 
techniques. 

Kevwords: NOAA, GOES satellites, future requirements, satellite 
development, technology infusion, program management, trade on 
requirements, New Millennium Program. 

J . 0  INTRODUCTION 

In an earlier paper last year, we reported on progress being 
made to look at future GOES requirements into the next decade.13 
Our approach was to form small expert teams to consider both needs 
and possibilities. These 10 groups with about 6 members each 
identified the need for enhanced capabilities to meet NWS and NOAA 
missions. For example, these early study teams considered the 
addition of several new instruments to GOES. These included: 
passive microwave, ocean color, advanced solar, and lightning 
mapping. It was considered, too, that the present imager and 
sounder instruments could be redesigned with new focal plane 
technology to allow faster response and better spatial and spectral 
resolution. Please refer to the earlier paper for a summary of 
those res~1ts.I~ 

Here we wish to move ahead and indicate progress in the last 
year. We found a greater need to study the introduction of 
technology. Instead of block changes to a new generation of 
satellites, we have considered evolutionary technology which may 
require that we infuse technology first into the spacecraft, then 
into instruments and then into ground systems.5 We want to place 
emphasis on design-to-cost. And we will give specific examples of 
trading on requirements early. 
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2.0 TRADING ON REOUIRSMENTS EARTiY 

Because of funding constraints it has not been possible to 
contract outside of NOAA for traditional Phase A studies that would 
consider requirements and possible new instruments. But we have 
made some progress in two areas to be described next: Early 
studies of a possible passive microwave instrument, and design 
levels to incorporate an imager on a potential small satellite that 
could support future weather measurements. Indeed, the continued 
use of small expert teams is an effective method to explore design 
to cost. i.e. different levels of performance are sought that will 
permit valuable measurements but at lower costs. 

2.1 GO ES SDec ial Imager for a Small Satellite 

We know that the imager on our present GOES satellite can be 
improved for new products and services to the nation.2 As 
mentioned earlier our small expert teams have identified such 
exciting paths. However, rather than going directly to the highest 
performance option of design, however, we might ask our team to 
determine four options as shown in Table 1. 

Table 1: GOES Imager (Storm Sat) Design Options 

Option Description 

1 

2 

3 

4 

2 Channels 
VIS at 0.51 - 0.71 urn 
IR at 10.2 - 11.2 urn 

5 Channels (ADD) 
IR at 3.7 - 4.1 urn 
IR at 6.9 - 7.9 urn 
IR at 11.5 - 12.8 urn 

Above still at 1 km spatial resolution, VIS 

5 Channels above (PLUS) 
4 krn spatial resolution, IR 

0.5 krn VIS spatial resolution 
2.0 krn IR spatial resolution 
CONUS scan coverage @ 5 min. 

All of the above in 3 plus: 
Add IR chanel at 5.4 - 7.2 urn 
NEdT of 0.1 C at scene temp. 
Bit depth of 12 
Dynamic Range of Tmax of 320K 

CONUS coverage @ 30 sec. 
Encircled energy 89% from 1.5 FOV dia. 
User data access via digital TV reception 

Rnax of 345K SWIR 
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Table 1 is an example of early discussions by NOAA and with 
key inputs from JPL (The Jet Propulsion Lab) in Pasadena, CA, who 
have extensive experience with small satellites and future space 
technologies. We acknowledge, also, N O M  inputs from Dr. Paul 
Menzel and Dr. James Purdom for future NOAA satellite planning. 

Option 1 is a "bare bones" option that pegs the lowest cost 
for a new imager design. It may not be a productive path, and it 
requires more study. Option 2 adds more IR channels and appears to 
give much increased measurement performance, but adds design 
complexity and costs. Option 3 increases temporal and spatial 
resolution performance, but the design parameters may be very 
costly. Finally option 4 is the highest performance option that 
might be envisioned but at a much higher cost. 

Our first point is that there are design to cost options and 
low cost options that need to be explored in early stages of a new 
space program to satisfy, if not to optimize, performance. Lower 
cost may have to prevail over optimal performance and small teams 
have the flexibility to look at many early design approaches. 

Our second point is that we have envisioned a new 
configuration or mode of operation for our weather satellites that 
may require a small satellite. Or the small satellite may not give 
us much advantage over the larger ones with multiple instruments? 
We don't know yet. But we pick the imager as our key instrument and 
try to determine its performance on a small satellite. By allowing 
4 levels of design, we give ourselves broader design trade space. 

2.2 Ongo ina Studies o f a Passive M icrowave Instrument for GOES 

One of the more exciting new options for GOES could be a 
passive microwave instrument.8 In the past 8 months Prof. Staelin 
of MIT/LL has chaired a small expert team to find a lower cost, 
workable design for microwave measurements.7 Earlier work is of 
strong value, also, and resulted in a thorough analysis of single 
point designs.l6tl7 Microwaves can penetrate non-raining clouds and 
explore interesting storm regions along with visual and IR sounder 
measurements. Currently IR and visual sensors do not see through 
clouds, but measure cloud top temperatures and get temperature and 
moisture readings in clear air near clouds. 

Table 2 shows some of the converging features of a modest 
microwave instrument that would be far less costly than a lower 
frequency design.7 If we were to start with a clean design sheet 
and adequate funding, we might wish measurements for soil moisture 
and surface features. While this would be exciting input, it would 
involve frequencies below 100 GHz, and would necessitate a very 
large antenna, perhaps over 25 meters. We know such an antenna is 
not likely to fly at low cost and on a smaller satellite, so a 
2-meter antenna was chosen. The team was asked what significant 
measurements can be done at that design level? The answer is that 
much can be done in both storm investigations near clouds and to 
provide inputs to numerical weather prediction models at NOAA. 

22 I S P I E  Vol. 2812 



Table 2: GOES Passive Microwave Early Design Concepts 

Antenna Size 2 meters 

Ground Resolution 66 km at 118 GHz 
42 km at 183 GHz 
19 km at 400 GHz 

Scan 5000 km square in 3 hours 

Instrument Noise 0.05 K at 118 GHz 
0.30 K at 400 GHz 

Moving Antenna Issue 0.14 degree/sec 

Future use Stated Below 

In order to converge on a cost effective design for a 
microwave instrument, a lot of system trade-offs need to be done. 
Some have been accomplished in the small expert team, others remain 
to be completed in the future. Some of the system issues studied 
include : 

0 low noise receivers at 50-430 GHz 
0 types of 2 meter dish and RMS tolerances available 
0 cost models developed for array, bands, electronics, and 

0 torque on dish scanning? 
o 
0 borrowed technology from NASA New Millennium Program? 

antenna. What does cooling add? 

pointing and momentum compensation control 

Two other investigations are a key to getting microwave 
instrumentation on future GOES: Delineation of microwave data 
products and user needs. The small study team under Prof. 
Staelinls leadership has made progress in both areas. Since work 
is still in progress we only Summaries a few critical areas here.7 

Microwave measurements at a spatial resolution of 20 km would 
be very desirable for mesoscale numerical modeling. Other larger 
resolutions will be useful if they are in a critical area to a 
forecast. Microwave data will help with precipitation measurement 
and flash flood warning and may measure the warm cores of 
hurricanes to aid in tracking and analyses. The team is still 
looking at the quality and uniqueness of data products at the 
various observing frequencies. Some microwave channels are blinded 
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by heavy water vapor and some channels 
sensitive to the particle size distribution. 

see light rain well and are 

3.0 GOES TECHNOLOGY INFUSION 

Up until the early 1980's N O M  and NASA had an effective 
program called OSIP (Operational Satellite Improvement Program) It 
was an agreeement whereby NASA developed new technology and sensors 
related to weather satellites. After successful flight, the 
technology/sensors would be adopted by NOAA for operational 
satellites. OSIP was a victim of budget constraints. 

In recent months there have been study groups by NASA and NOAA 
to look for ways to fund OSIP-like technology development programs. 
We discuss this recent activity and other cooperative efforts with 
NASA in their New Millennium Program. 

3.1 GO ES Technolocry Urqrades Stud ied 

A recent GEOS technology infusion plan suggests that efforts 
might be delineated on the basis of short term vs long term.5 N O M  
is working closely with NASA, Goddard to consider both technology 
infusion to the spacecraft and to instruments. 

Several results may be forthcoming, but budgets may not permit 
implementation in the short term. It may be necessary to upgrade 
the attitude and orbital control system. The AOCS would benefit 
greatly, we believe, by adding two star trackers instead of our 
current Earth limb sensors. The benefits would be improved 
attitude knowledge and hence, intrinsic image registration. It is 
important to know accurately where an image pixel is centered on 
the earth and to have accurate pixel to pixel repeatability between 
image frames. 

Studies are also in progress to consider the costs and 
benefits of upgrading the current imager to give rates double the 
present ones, i.e., by using more detectors, more ground area can 
be measured in less time. Detectors might be added in either 
visual or IR or in both. The increased data rates could exceed the 
present ground system capabilities, however, and data compression 
is being explored. Also, the present sounder could be increased 
significantly by substitution of an interferometer in place of the 
existing filter wheel instrument. Spectral resolution would be 
much improved giving more accurate temperature and moisture 
sounding locations. Firm decisions have not been made, yet. 

L2 Technolocry Team work with NASA's New Mjllennium Pro3ram 

One of our steps in evolutionary technology has been to work 
with NASA in their New Millennium Program. NMP seeks to space 
validate critical technologies for the next generation of space 
missions. In developing the technologies, costs will be lowered 
for operational use later, and the risk of their use will be 
lowered. Excellent reviews of NMP are avai1able.l 
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Members of NOAA have served on IPDT's (Integrated Product 
Development Teams) of NMP--primarily in advanced Instrumentation. 
However, other NMP teams include: Autonomy, Microelectronics, in 
situ instruments and MEMS (MicroElectronic Measurement Systems), 
Communications, Modular and Multifunctional Systems, and 
Architectures. Future technology roadmaps have been developed by 
NMP program at JPL and deserve more study.l 

N O M  has worked closely with NASA on various NMP teams and 
workshops. We have provided to NASA a list of some of our 
perceived evolutionary technology needs for geostationary 
satellites of the future.3 Table 3 shows such information divided 
into three categories: instruments, spacecraft and operations. It 
is not clear, yet, how many of these technologies will be validated 
in space. We at N O M  continue to encourage NMP goals and work 
toward the sharing of technology development. 

Table 3: GOES Technology Needs Shared With NASA's 
New Millennium Program 

Instruments Technology 

0 Microwave Radiometers 
0 Advanced Imager or Sounder 
0 Lightning Mapper 
0 Ocean Color Imager 
0 Advanced Solar Instruments 

Spacecraft Technology 

0 Advanced Solar Cells 
0 Stability and Control Systems 
0 Advanced Thermal Designs 
0 Greater On-Board Calibration 
0 Multiplex of High Data Sensors 
0 Data Compression 

Operations Technology 

0 SEP (Solar Electric Propulsion) for 

0 Limitations on Sun Angles for Ops. 
0 Data Fusion Techniques 
0 Configuration Flying 
0 Constellation Flying 
0 Cross-Calibration of Sensors on 

Different Spacecraft 

Transit to GEO/Station Keeping 

Table 3 indicates at a high level some of the directions we 
wish to move in with regard to new instruments, spacecraft 
subsystems and ground operations. More detail is available in 
other references. Keep in mind, this table stressed flight 
demonstration of technology important to do in geosyn orbit. We 
have developed other references with NMP that list technology 
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validation that would be desirable to do in geo orbit, and 
technology that could be shared in lower earth orbits.14 

4.0 SPACE PROGRAM DE VELOP MENT AND COST R EDUCTION 

In the Section 3.2, we referenced the fact that NASA's New 
Millennium Program seeks to space validate technology. Another 
element of NMP is Process Millennia where Dr. Ed Crawley and team 
at MIT have envisioned a better process for the conception, design, 
development, test and operation of future space systems.ll 

4.1 NASA's Process Millennia 

Dr. Crawley describes a useful analogy between preparing a 
better meal and developing a better space mission.ll The real food 
may be the technologies we use in spacecraft including hardware and 
software. The kitchen is the spacecraft design environment. 
Appliances are the tools we use. And recipes are the process we 
use in spacecraft development. Process Millennia seeks to change 
the process via: 

0 computer assisted environment 
0 state of the art tools 
0 smaller virtual design teams 
0 standardized practices 
0 modular components 
0 design to cost 
0 better technology, and 
0 seamless interfaces on the project. 

The Process Millennia part of NMP is trying to solve three 
problems related to program development in more efficient ways: 
solving coupled issues faster; accelerating sequential tasks; and 
coordinating parallel activities.ll Imagine a complex design 
process with many hundreds of work modes in which the three 
Droblems above could be imDroved. The result would be more work 
hone, much faster, and wit& less resources. 

Finally, the NMP and other effective technical groups practice 
concurrent engineering with several key ingredients:ll 

0 get an early start on production from design 
0 resolve conflicts fast by mutual understanding 
0 use high communication skills/tools 
0 keep teams small at no more than 5 to 20 people 
0 use virtual teams via computer tools 
0 seek integration among sub-problems, and 
0 decompose large complex tasks into small simple ones 
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L 2  JlO werina SDace P r o w m  Costs 

The final section of our Future GOES paper is devoted to 
lowering program costs .12,9*4 We first state our conclusions up 
front and then offer some additional guidelines that will help to 
lower costs for large technical programs like building future 
spacecraft. 

4.2.1 Cost Reduction is a Ouestion of Correct Balance 

It is possible to lower costs in many different ways--some 
ways work for some groups, some for others. There is no one best 
formula for cost reduction. For example, some groups believe in a 
highly structured approach to design, ,others prefer small, 
unconstrained teams. Some groups insist on doing most of the work 
in house with highly specialized teams. Others much prefer the 
virtual approach with nearly all subsystems contracted out. 

We suggest that each program be examined closely for its 
unique requirements, workers, resources, and timing/delivery needs. 
We believe the government can learn from virtual organization 
principles--especially virtual information technology to make 
faster, smoother decisions with less controls. However, government 
needs the ability to set goals, to ensure long term continuity of 
service, to settle conflicts early, and to coordinate complex or 
systematic innovation/technology.6 Some of these latter needs 
require elements of centralization which are at opposite ends to a 
virtual company. 

4.2.2 Some Guidelines for Reducw Prcgu-am Costa 

A lot of effort has gone into methods and proceedures for 
reducing space mission costs.4,12#10 A recent book by Jim Wertz and 
Wiley Larson is excellent for providing many guidelines in this 
regard. 

In the above text the authors provide helpful discussion, case 
studies and many guideline lists of points that can be used 
directly in advanced mission designs. For example in Chapter 10, 
Dr. Wertz suggest action the government can take to create an 
environment that reduces costs.9 Five of our favorites are: force 
trading on requirements, strong mission engineering, rewarding low 
costs, decentralize or streamline procurement, and sponsor 
technology infusion or R&D to reduce future mission costs. In the 
main body of this paper we have stressed several of these elements- 
-especially trade on requirements, technology and lower costs. 

We suspect the traditional way of developing spacecraft by 
division into Phase's A,B,C,D, & E via NASA's Systems Engineering 
Handbook needs changing for the future.15 There are good methods 
in the handbook, but the new orders are: "smaller, cheaper and 
faster." If money is tight and much more must be done with less 
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resources, then new ways need to be found for championing complex 
technology programs--including spacecraft start, design, and 
implementation. We are still adjusting to the changes ahead. 
However, this paper has summarized some of our recent progress. We 
have tried the following actions: 

0 

0 

0 

0 

0 

0 

1. 

2 .  

3 .  

4 .  

Keep the user requirements open much longer and wider 
than you might be tempted to do. Don't think in terms 
of a block change to satellites, but to incremental 
changes including technology. 

Go ahead and study those new sensors that will be used 
at some time in the future--like new microwave and 
faster imaging needs. 

Look at new ways of doing the missions--including small 
satellites or even constellations of satellites, for 
different purposes. 

Use the infusion of technology in an incremental fashion, 
not an aggressive one. Technology might be added 
first in satellite, next in instruments, and finally in 
ground systems. 

Cooperate with others in the use of technology and their 
knowledge of success in program development. NOAA is 
working with NASA on their New Millennium Program. 

Finally, keep the lowering of costs a priority from the 
beginning of a program. Permit real incentives for 
generating effective systems at lower costs. The 
system may not be the highest of attainable performance, 
or even optimum cost performance, but it can be very 
effective at an appropriate design to cost. 
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GATES - a small, agile imaging satellite prototype for GOES-R 

Dennis Chesters and Del Jenstrom 

NASA-GSFC, Greenbelt, MD 2077 1 

ABSTRACT 

By using current technology, it appears possible to build and launch a prototype for an advanced 
geosynchronous imager on a small satellite within a few years. This could be done independently of 
upgrading the other GOES mission functions of atmospheric sounding, communications, and space- and 
solar-monitoring. 

At NASA-GSFC, we are engaged in a feasibility study for a Geosynchronous Advanced Technology 
Environmental System (GATES). GATES is envisioned as a high performance imager on a small 
dedicated satellite with a complete ground system. GATES could fly in the era of the Earth Observing 
System (EOS, circa 1999-2004 AD) and serve as a prototype for NOAA’s next generation of operational 
satellites (GOES-R, circa 2008 AD). In addition to carrying all the channels identified for NOAA’s 
GOES-R Imager, GATES is being designed to carry all the broadband channels specified for NASA’s 
Moderate-resolution Imaging Spectro-radiometer (MODIS) instrument on the EOS platforms. This 
channel complement gives GATES the capability to fill in the space-time gaps in cloud observations from 
polar-orbiting satellites and to serve as a cross-reference between polar radiometers. 

Multispectral rapid-imaging requirements are met by using several recently developed technologies -- large 
detector arrays with active cooling, star-tracking and gyroscopic attitude-determination, a small and rigid 
spacecraft, a heat-resistant telescope, a phased-array Ka-band downlink, realtime digital image 
rectification, and Internet data distribution on the ground. The GATES design is so small and agile that it 
could use the momentum wheels to scan the entire spacecraft back-and-forth across the Earth. 

Keywords: spacecraft, imaging, GOES, GATES 

1. INTRODUCTION 

Global weather and climate operations and research benefit from the national observatories in 
geosynchronous orbit, such as the USA’s GOES-8 and GOES-9 spacecraft. Both NASA and NOAA 
benefit from the ability to monitor rapidly changing cloud and moisture fields in the western hemisphere. 
NOAA has identified the need to improve on the GOES weather monitoring capabilities in their weather 
observing requirements for a next-generation GOES-R’ Imager (circa 2008 AD). These requirements call 
for roughly doubling the capabilities (channels, resolution, and coverage rate) of the current GOES-8 
Imager. Climate research could also benefit from an improved geosynchronous observing platform by 
observing the diurnal cycle with greater precision and with spectral bands tailored to climate studies. 

We believe the technology now exists to develop an imaging system that can meet both weather and 
climate needs. However, due to the level of technological challenge and risk involved, developing such an 
imager as part of the operational GOES program could be a significant gamble, risking program schedule, 
cost, and continuity of data delivery. For example, there were serious programmatic and engineering 
difficulties experienced with GOES-I in the early 1990’s, when trying to convert the AVHRR heritage to 
fly on a 3-axis semi-stabilized satellite. GOES-8, the first satellite in the current operational series, 
required over one year of on-orbit characterization and software corrections to develop adequate pointing 
and radiometric performance. That experience made it clear that the next generation geo-imager should be 
first prototyped with a flight model to minimize risk and expense to an operational series. A prototype 
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provides the opportunity to correct any shortcomings which are discovered in orbit, before flying the 
operational model. 

To meet this need, we propose a synergistic design for a complete geostationary atmospheric imager with 
state-of-the-art radiometric qualities. This imager is envisioned to fly on a small dedicated satellite in the 
era of the Earth Observing System (EOS, circa 1999-2004 AD) with its own complete ground station, and 
serve as a prototype for NOAA’s next generation of operational satellites. 

The advanced geo-imager is distinct from NOAA’s entire GOES program, and so it is called the 
“Geosynchronous Advanced Technology Environmental System” (GATES). The word “System” is used 
because GATES is more than just an instrument -- it is an autonomous satellite that also includes a ground 
system for command-and-control and for data processing-and-delivery to scientific users. GATES will act 
as a proving ground on which NASA can wrestle with the technological difficulties of meeting the science 
and operational requirements using the latest available technologies without the fear and consequent 
expense of jeopardizing the operational GOES system. In addition, while on orbit, GATES will be a state- 
of-the-art national geo-observatory, capable of providing unsurpassed weather and climate data. 

2. CONCEPT DEVELOPMENT 

2.1 New Millennium Technologies 

In 1995, NASA reviewed the latest high technology items for its New Millennium program. That review 
identified a number of enabling technologies that are now available for purchase, including: 

- mechanical cooling of optics and detectors 
- large focal plane arrays 
- sun- and heat-resistant optics 
- precise star-trackers and gyros 
- high-speed data handling and mass storage on-orbit 
- lossless data compression 
- Ka-band downlinks for high data rates 
- efficient solar arrays and batteries 
- autonomous spacecraft 
- a selection of geosynchronous launchers 
- efficient command-and-control rooms 
- realtime image data processing 
- fast client-server data access systems on a national and global scale 

So many enabling technologies inspired a concept study for an advanced geo-imager. 

2.2 Goals for an Advanced Geo-Imager 

The most important scientific and operational goals are to capture the rapidly changing weather and the 
diurnal climate patterns: 

- clouds: location, height, amount, and phase 
- water vapor: high and low amounts and motion in the troposphere 
- surface conditions: temperature. vegetation and soil moisture 
- transient events like fires and volcanoes 
- survey the entire hemisphere several times per hour 
- observe severe storms many times per hour 
- operate 24 hours per day, despite eclipses and solar loading near midnight 
- design life of 5 to 7 years 
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2.3 Design - Objectives for an Advanced Geo-Imager 

Geosynchronous and polar orbits can be complementary in their coverage of the Earth. In particular, a 
geo-imager equipped with the proper spectral bands can fill in the gaps of the space-time coverage by the 
polar orbiting imagers, thus providing direct measurement of the rapid variations in water vapor and cloud 
cover that polar imagers would otherwise miss. A geo-imager can also serve as a cross-reference between 
polar imagers providing continuity of calibration. 

It is important to recognize, however, the challenges of geosynchronous orbit, which is approximately 50 
times farther from the Earth’s surface than the polar-orbiting weather and climate satellites. At that 
distance, pointing and horizontal resolution is 50 time more difficult, and the radiant flux is 2500 times 
less than in low-earth orbit. These factors constrain a fast geosynchronous radiometer to use relatively 
broadband channels in order to gather enough light, and to use accurate knowledge of orbit and attitude to 
earth-locate images. In addition, every 24 hours, the sun appears in or near the field-of-view of a 
geosynchronous Earth-pointing instrument, causing very significant optical and radiometric difficulties. 

Keeping these issues in mind, an advanced geo-imager should: 
- be simple, reliable, and unaffected by diurnal solar loading 
- complement the polar orbiting systems 
- use broadband spectral channels to gather sufficient flux 
- have many detectors with high signal-to-noise and low drift rates 
- have an accurate calibration scheme 
- use a fast, dedicated downlink 
- use precise knowledge for pointing and registration 
- register and geo-locate every pixel in realtime 
- perform realtime data processing and distribution to weather forecaters 
- scan the earth frequently enough to track the local diurnal cycles over the hemisphere 
- archive data to mass storage for climate re-analysis 
- fly an operational prototype for at least one year to test diurnal and seasonal behavior 

Region, NS x EW Duration Data rate, vis. Purpose 
km x km min M bitskec 

3. IMAGING REOUIREMENTS 

Refresh frequency 
scenedhour 

The design of an advanced satellite imager is driven by requirements for multiple bandpasses with good 
signal-to-noise at high spatial and spectral resolution. For time-lapse animation of weather events, one 
needs wide area coverage with frequent updates remapped to earth-coordinates. For realtime forecasts, 
high speed data processing and distribution is required. 

1000 x 1000 
3000 x 5000 
12000 x 12000 

3.1 %ace-Time Reauirements 

<I >3 mesoscale (storm) >60 
c5 >8 regional (USA) >I 2 
cI 5 >25 hemisphere >4 

NOAA’s space-time requirements (draft) for GOES-Rl are listed in Figure 1. The resolution and refresh 
rates required by GOES-R imply data rates more than an order-of-magnitude larger than the current low- 
frequency S-band downlinks from GOES-8, especially since the datarates in colmn 3 add together. 

32 I SPIE Vol. 28 12 



In addition, NOAA requires operational robustness: 
- independent mesoscale and hemispheric imaging 
- +1 km navigation and registration 
- 24-hour service, through eclipse 
- minimal outages for maneuvers and housekeeping 

3.2 Radiometric Requirements 

If we combine NOAA's draft of its imaging radiometric requirements for the GOES-RI era (2008 AD) 
with the most effective Imager and Sounder channels on GOES-8, and then add the NASA-NOAA 
specifications for the MODIS2 broadband channels, we arrive at the list of bandpasses, signallnoise and 
horizontal resolution requirements shown in Figure 5. The radiometric specifications and main data 
products from each band have been established by a myriad of previous GOES, POES, GEO and EOS 
committees. 

Figure 6 presents the GOES-8, GOES-R and GATES bandpass specifications graphically. The bands are 
compared to a sketch of the Earth's transmittance spectrum from the solar shortwave to the thermal 
longwave bands. The GATES bands occupy all of the atmospheric windows, splitting them where 
differential radiances are a reliable measure of the total column property of that atmosphere. The cluster of 
absorption bands in the 6 to 8 micron spectrum is planned for tracking water vapor as a function of height. 

The many additional MODIS bands shown in Figure 5 and Figure 6 are not a significant burden on top of 
the GOES-R bands because the optics and focal planes required for the GOES-R bands are already in 
place. Only the detector population occupying the optical-mechanical design doubles, not the design itself. 

In addition to the union of the GOES-I, GOES-R and MODIS channels, it would be very useful to add a 
blue channel between 0.45 and 0.50 microns to monitor dust and haze, since it is now recognized that 
aerosols are as important in controlling the radiation budget as carbon dioxide, water vapor, and clouds. 
This blue channel could be accommodated with little effort in the visible focal plane. The blue channel is 
included in Figure 6, indicating that the conceptual design of GATES is still open to modification. 

4. CONCEPTUAL DESIGN 

To achieve high spatial resolution over the western hemisphere in a short time, we require many detectors 
spanning a wide field-of-view. Global coverage can be achieved by scanning "tall" pushbrooms of 
detectors having N-S nadir projections of 1000 km in height. At geosynchronous altitude, this 
corresponds to a full-height field-of-view of 1.6 degrees, comparable to MODIS. Using this tall 
pushbroom, one can scan the entire Earth in twelve back-and-forth east-west sweeps, or scan a local storm 
in a single east-west sweep. Finally, global and local scans can be interlaced to achieve simultaneous 
synoptic and mesoscale coverage, as desired by the National Weather Service (NWS). Some of these scan 
strategies are illustrated in Figure 2. 

Because GATES is a small, agile dedicated satellite, it is possible to execute the pushbroom scans by 
slewing the entire satellite, thus eliminating the more traditional scan mirror. This requires a rigid design, 
probably with stationary solar arrays. Initial analysis shows that the satellite scanning motion can be 
performed using available wheel technology. 

The effects of solar intrusion are minimized by doing away with the traditional exposed scan mirror, and 
by using a easily baffled off-axis telescope. The telescope can be made of silicon carbide or composites 
for low thermal expansion and good resistance to solar heating, and can be well monitored with 
thermistors to characterize and correct radiometric calibration variations over the course of the diurnal 
cycle. 
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Low noise performance will be achieved using a mechanical cooler for the thermal bands. It is expected 
that a temperature on the order of 65K will be targeted. 

FULL DISK: 4 0  Minutes 
(GOES I-M: 26 minutes) 

low Fov 24SECONDS I 

4 5  Minute Full Disk with 
1 Minute Local Storm 

(GOES I-M: Not Possible) 

'yFov 24SECONDS --)I 

Figure 2: Some scan strategies available for synoptic and mesoscale coverage using a 
tall pushbroom scanner at geosynchronous station. 

Radiometric calibration is always a difficult issue for a radiometer that has both shortwave (solar) and 
longwave (thermal) bands. Consequently, we aim to have more than one calibration strategy: 

- on-board thermal absolute and relative calibration 
- absolute and relative calibration using the sun through a pinhole array 
- relative calibration using the moon 
- surrogate calibration with respect to the polar orbiters 

Lunar and solar calibration are possible because GATES is a small, agile dedicated satellite that can be 
pointed anywhere in the sky using momentum wheels. 

The large number of bands and the high ground coverage rate will require the use of fast on-board data 
buffering and data handling, lossless data compression, and a high-frequency Ka-band downlink to move 
the pixel stream to the ground. 



5. SCIENCE CAPABILITIES 

8-CHANNEL GOES-R 
High res. clouds, Cloud-track 
winds, 300 mb water vapor, 
High-level winds, Cloud top 
temp., Convective vigor, 
Cloud/snow diff., Winds in 
winter, Surface/fog diff., 
Aviation weather, 500 mb 
water vapor, mid-level winds, 
Split window (H20), total 
water vapor, C02-sliced 
cloud top, ASOS supplement 

Only geosynchronous orbits provide a way to directly measure the rapid changes in cloud and surface 
conditions which occur every day. Figure 3 compares the data products available from a simple 3-channel 
“stormsat” like GOES-7, to GOES-R and to GATES. GATES shows a distinct advantage for monitoring 
climate and land processes, which NOAA can expect to have under its stewardship when the US Global 
Change monitoring program becomes operational early in the next century. Because GATES is still in the 
conceptual phase, the list in Figure 3 is only an outline of a science plan. Fortunately, the GOES-R and 
MODIS science teams have done their homework, and they will be in place when and if GATES flies. 

17-CHANNEL GATES 
High res. clouds, Cloud-track 
winds, 300 mb water vapor, 
High-level winds, Cloud top 
temp., Convective vigor, 
Cloud/snow diff., Winds in  
winter, Surface/fog diff., 
Aviation weather, 500 mb 
water vapor, mid-level winds, 
Split window (H20), total 
water vapor, C02-sliced 
cloud top, ASOS 
supplement, waterlice cloud 
top, cloud phase processes, 
Split window (N2), Boundary 
layer temp., 700 mb water 
vapor, low level winds 

3-CHANNEL STORMSAT 
High res. clouds, Cloud-track 
winds, 300 mb water vapor, 
High-level winds, Cloud top 
temp., Convective vigor 

CLIMATE AND LAND 
3-CHANNEL STORMSAT 

Figure 4: Comparison of the 
Imagers. 

8-CHANNEL GOES-R 

Split window (H20), Total 
water vapor, fires 

17-CHANNEL GATES 

Split window (H20), Total 
water vapor, waterhe cloud 
top, cloud phase processes, 
Split window (N2), Boundary 
layer temp., 700 mb water 
vapor, low level winds, 
Vegetation, bio-status 
Americas, Cirrus, 
Greenhouse process, Split 
window (H20), fires, Total 
Ozone 

kind of data products from some proposed geosynchronous 
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6. DATA PROCESSING AND DELIVERY 

GATES can generate a firehose of data, comparable to MODIS, for the same reasons. We expect that the 
Ka-band downlink form GATES would go to a central processing system that would calibrate and rectify 
the multi-channel imagery. We expect to distribute the imagery and selected data products using high 
speed land lines and protocols, as sketched in Figure 4. 

\ 120 MBPS Ka-Band 
With Lossless Compression 

{ DEMAND ACCESS 
) CLIENT-SERV 

\ + Internet or Other 4 
Land Line 1 w  ’ HIGH PERFORMANCE 

ARCHIVE AND SERVER 
USER CUSTOMIZED u 

A PRODUCTS 

%o Sgtiei t m d  Li 
Ta SeKSEed Sires 

Figure 4: Ka-band downlink and landline data distribution concept for GATES. 

Client-server architecture and predefined custom products will deliver timely images to remote weather 
forecasting sites, using the high-speed national ATM network that should be in place by the turn of the 
century. In addition, we could re-create the GOES-8 GVAR data format for broadcasting 5-channel 
imagery through old GOES or through commercial satellites to operational NOAA and private users during 
the GATES demonstration 
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7. SUMMARY 

GATES could meet or exceed NOAA’s draft GOES-R imaging requirements 
- 17 channels merging GOES and EOS science 
- excellent S / N  and NEDT performance 
- 0.5 km vis, 1 & 2 km IR effective ground patch sizes 
- ground registration to 1 km 
- operate through local midnight and eclipse 
- full disk in S 10 minutes 
- full disk in 5 15 minutes with simultaneous 1 minute storm coverage 

Compared to the GOES-I/M Imager 
- 3x number of channels 
- 5x faster coverage 
- 2x higher spatial resolution 
- up to 2x lower noise 
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Figure 5: Listing of the broadband channels proposed for GATES, the union of the GOES-R and MODIS 
channels. A few of the GOES-I Sounder (S) broadband channels are included that are useful for multispectral 
imagery, as well as the current POES complement of AVHRR and HIRS channels that are useful for 
monitoring clouds and water vapor. 
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Figure 6: Graphical specification for the GATES spectral bandpasses compared to the transmittance spectrum 
of the Earth's atmosphere. The bandpasses for GOES-I and GOES-R are compared to GATES. 
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ABSTRACT 

The new series GOES-8 and -9 launched in 1994 and 1995 provide more flexible instrument coverage and higher 
resolution than previous GOES spinners. This added flexibility and the 3-axis stabilized operating mode however 
resulted in a more complex satellite system with independent Imager and Sounder, and on-board image navigation 
systems requiring more dady commanding. Nearly 5000 realtime commands are currently sent each day to each 
GOES-8 and 9 spacecraft compared to 200 commands per day for GOES-7. These new technological 
advancements in spacecraft design presented new challenges for the NASA operations support personnel. In 
order to prepare for launch, post-launch test, and on-orbit operations, a rigorous mission planning scheme was 
developed to assure safe commanding of the flight system and monitoring of its state of health. T h s  paper 
overviews the key-mission operations approaches and philosophies developed for the GOES I-M missions and 
key operations tools that were developed to aid operations personnel in performing complex routine and special 
operations tasks. 

Keywords: GOES, Mission Operations, Command Procedures, Telemetry Processing, Post-launch Testing, End- 
to-end Testing 

1. GOES MISSION: AN INTRODUCTION 

The primary objective of the Geosynchronous Operational Environmental Satellite (GOES) Mission Operations 
Team is rather unique in that., unlike most other programs, providing an on-orbit asset or capability to the parent 
organization is not the primary goal. In fact, the primary objective is more indicative of commercial spacecraft 
production than a typical govemment agency’s approach to satellite operations: that is to provide a 
meteorological satellite in geosynchronous orbit to another organization (government agency, in this case) for 
its exclusive use. Acting as the technical acquisition experts for the National Oceanic and Atmospheric 
Administration (NOAA), NASA has responsibility for designing, developing, testing, launching and delivering 
on-orbit, a l l l y  operational spacecraft system for generation of state of the art weather products for the United 
States. With the technological obsolescence of the GOES-7 series spinners and introduction of the 3-axis 
stabilized GOES I-M series with dedicated imaging and sounding instruments, the ability to meet the requirement 
of delivering a turn-key system on-orbit was jeopardized under the previous Operations Team approach. In 
addition, due to the technological leap from GOES 1-7 to GOES I-M, continuous engineering support for NOAA 
was mandatory after handover to minimize or eliminate interruptions in operational product generation. 
Considering the problems that had plagued the GOES program in the late 1980s and early  OS, a derived 
requirement of the NASNGOES Project, and NASA Operations, was to re-establish a 2-observatory 
constellation as quickly as possible (GOES operated with a 1-satellite system approximately 2.5 years afkr the 
loss of GOES-6 at launch) while concurrently testing and cornprehendmg an entirely new state-of-the-art 
meteorological satellite, two rather conflicting yet daunting requirements. 
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2. NASA’s MISSION OPERATIONS APPROACH 

With these requirements, the time constraints imposed, the technological advancement, growth in complexity, 
and the need for continued engineering support from the developer (NASA), four core principles to rc-engineer 
NAS A/GOES Operations evolved. These approaches and principles were rudimentarily formed during the 
GOES-8 launch campaign, but came to full fiuition, and a permanent part of GOES, for GOES-9. 

The first principle was establishment of a single authoritative Project Office Lead for the Operations function, 
the GOES Operations Manager (GOM). This position has traditionally been a non-Project Mission Operations 
Manager (MOM) co-located with the Project, from NASNGSFC’s Mission Operations and Data Systems 
Directorate (MO&DSD). The emphasis under MOMS had been launch-to-orbit operations, but with the GOES 
I-M series and establishment of a Project GOM, and only mission support provided by the MO&DSD, the 
fundamental emphasis shifted fiom simply raising and establishment on orbit to spacecraft engineering and total 
mission support to NOAA. This sea of change also provided a consistent, dedicated interface for NOAA for the 
life of the mission, and a direct link to development activities at NASA. 

The second core principle was establishment of a self-contained Operations Team for launch and post launch test. 
This Team must consist of experts in the hardwarehoftware systems of the spacecraft, with a strong operational 
overtone, thus requiring a multi-organizational approach to Team construction. Team composition was targeted 
to each particular mission phase as well. Satellite expertise in every subsystem was acquired for the critical 
launch-to-orbit and activation phases of the mission. A core contractor Tcam was selected to lead the effort 
(Computer Systems Corporation and Swales and Associates), bringing solid subsystems experience and 
operational experience to the Project. This core Team was heavily augmented by the spacecraft and instrument 
contractor’s engineers (Space Systems Loral and ITT) to provide in-depth hardware knowledge to round out 
launch Team composition. The Team was led real-time by NASA-assigned personnel in the critical leadership 
roles of Mission Director and Contingency Manager. These positions wcre solely responsible for mission 
conduct, and had complete authority of the GOM and Project office. Training was a major component of 
developing the Team’s syncrgy and efficiency. Six mission simulations and at least 2 launch simulations are 
conducted in the 6 months prior to launch of each GOES I-M satellite, each lasting up to 96 continuous hours 
and covering both nominal and contingency operations. For GOES -8 and -9, simulation realism wasrequired 
to flush out numerous personality conflicts, positional mismatches, and other flaws in the initial Team structures 
that would have significantly degradcd effectiveness if Team refinements had not been made prior to launch. 
The end result was a strong, well balanced Team that effortlessly handled adverse situations, e.g. aborting of the 
first apogee motor firing on GOES-8 and complete replan of the mission profile, while concurrently dealing with 
repetitive Electro-Static Discharge events during the delay in transfer orbit. 

The third principle was to thoroughly test the spacecraft prior to launch to ensure II strong knowledge base for 
the primary NASA Operations Team. An extensive test program evolved encompassing both ground-based 
testing of each spacecraft by the Operations Team fiom the Satellite Operations Control Center (SOCC), and 
comprehensive on-orbit testing. Si@cant issues were routinely uncovered in the pre-launch End-To-End (ETE) 
test program, thus the program evolved into a series of ever-more complex ETEs including complete archiving 
of test data at SOCC for future reference, data trending test-to-test, and troubleshooting of anomalies both real- 
time and through additional testing. The program has now bcen adopted as a baseline for the GOES program 
in the hture, is being s t a n d a r w  verification matrices established, and the program placed under configuration 
control. The second portion of this test philosophy is comprehensive Post Launch Test program (PLT). Two 
phases developed consisting of an Activation phase (ACT) and a System Performance and Operational Test 
phase (SPOT). ACT is a typical series of functional tests and deployments of operational subsystems, and basic 
characterization of performance. The SPOT phase is significantly more elaborate and complex, including 
establishment of critical Image Navigation and Registration (INR) functionality. ACT and SPOT combined 
constitute a total of approximately 350 tests of the instruments, spacecraft bus and ground system. 
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The final principle was to develop operations tools that enhanced the GOES ground systems ability to aid launch, 
PLT, and on-orbit operations personnel in real-time spacecraft command execution, telemetry monitoring, and 
non-real-time telemetry evaluation. Perhaps the most critical and complex set of tools developed were Command 
Procedures (CPs). Because of the added operational complexity of the GOES I-M series over the previous 
GOES, the NASA operations group developed standalone CPs, over 800 per spacecraft, that systematically 
execute spacecraft command functions. These CPs utilize safety checks contained in the command database and 
preprogrammed logic constructs built to provide automated real-time precommand and post-command checking 
and reporting. CPs were developed to provide a multi-layer safety checking approach to ensure that no 
commands were erroneously executed out of sequence at anytime during the mission. A secondary benefit of 
CPs is to provide a means of retaining engineering knowledge. As is typical with many multi-spacecraft series, 
retention of knowledge is very difficult to maintain over the entire spacecraft series due to personnel attrition. 
Because of strict configuration control required for commands, CPs provided an excellent means for retaining 
this engineering knowledge derived from experienced gained through testing, and collaboration with the initial 
spacecraft developers. Another significant ground system enhancement was the development of complex 
telemetry processing algorithms (PSEUDO-B points) that are used to provide additional information to the 
spacecraft opcrator on the overall health 0: the spacecraft. Many of these PSEUDO-B algorithms are also used 
to detect and alert the operator when mission threaten conditions exist. For this reason safety monitor alarms 
were developed to provide additional alarm capabilities over the standard database Red/Yellow HighLow 
telemetry alarms. NASA working closely with N O M  developed the GOES Engineering Analysis System 
(GEAS) to provide enhanced offline telemetry analysis capabilities. The GEAS was developed to handle the 
extremely large engineering analysis needs for all mission operations elements, provide engineers quick data 
access, producc plots and reports for large volumes of data, and provide autonomous output of routine trending 
plots. 

3. END-TO-END TEST PROGRAM 

The ETE test program is the focal point of ground based testing performed by the NASA operations team at the 
SOCC. These tests have been proven to be an invaluable and necessary tool for ensuring that the ground system, 
operations team. and spacecraft are fuuy prepared to support launch, PLT, and on-orbit operations. The primary 
test goals of these tests are to: 

0 Fully demonstrate the SOCC ground systems capability to send all commands to the GOES 

Validate spacecraft CPs grouped in logical operational sequences identical to actual sequences 

Demonstrate a closed-loop, end-@end utilization of the GOES primary ground system elements 

spacecraft in each command mode and receive and accurately process housekeeping telemetry 
and wideband data. 

performed during nommal and contingency orbit raising, PLT, and on-orbit operations. 

including the validating the ground systems ability to determine the Attitude and Orbit Control 
Electronics (AOCE) interaction with the Payload instruments, perform flight software 
reprogrammability, and accurately process Wideband data. 

anomalies. 

0 

0 Provide an accessible archive for aiding operations personnel in troubleshooting on-orbit 

These goals are achieved through a series of 6 separate ETE tests for each spacecraft. Four ETE tests are 
performed while the spacecraft is in the clean room in Palo Alto, one while in the Thermal Vacuum chamber, and 
a final test while in the launch payload processing facility near the NASA Cape Canaveral launch site. In 
addition, the NASA operations personnel are able to monitor all thermal vacuum testing activities and launch pad 
activities through archived telemetry data at the SOCC during periods when the spacecraft is powered on. The 
ETE test team is composed in a similar manner to the multi-organizational launch team. Development of the test 
plans and detailed test scripts are performed by NASA operations team, and reviewed and approved by S S L  
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and ITT Integration and Test personnel. ETE test execution is lead from the SOCC and coordinated through 
GSFC voice line with the S S / L  and ITT team members. 

4. LAUNCH AND EARLY ORBIT PROGRAM 

GOES orbit raising command sequences present challenges to the NASA operations team, in that all commanding 
activities are initiated in real-time from the ground. There are no pre-stored command capabilities on-board the 
spacecraft so all elements in the ground system and network must be fully operational during several time critical 
maneuvers and deployments required early after launch. The orbit raising network for GOES is made up of the 
Deep Space Network @SN) operated out of the Jet Propulsion Laboratory (JPL), the Air Force Space Network 
(AFSCN) operated out of Onizuka Air Force Base, and GSFC operated NASA Wallops and Bermuda stations. 
The spacecraft is injected into a highly elliptical orbit following separation from the launch vehicle with the 
perigee radius approximately 6550 km and the apogee radius approximately 6500 km above geosynchronous 
altitude (42,164 km) . The supersychronous apogee is desired to conserve spacecraft on-board fuel that will 
increase spacecraft lifetime. Following separation from the Atladcentaur, the NASA operations team begins 
a systematic tum-on of spacecraft bus components. With the exception of telemetry transmitters and command 
receivers, most spacecraft components are off at first contact, including all attitude sensors. Upon frrst contact 
at the Air Form Indian Ocean Station, an initial separation spacecraft spin rate is determined by measuring the 
duration of tclemetq outages caused by the spacecraft spinning through a T&C antenna null. Following the 
critical first solar array panel deployment, the NASA operations team performs a series of orbit raising 
maneuvers oicr thc next 14 days using the restartable bi-propellent Main Satellite Thruster to boost the 
spacecraft into a circular geosynchronous orbit. 

660 Lm 

Figure 1. Orbit 
Raising geometry 

The first three maneuvers are used to raise perigee and the fourth to circularize the orbit by lowering the apogee 
to a geosynchronous altitude. The operations team completes the orbit raising activities by deploying the 
magnetometer boom, final solar array panel, Solar Sail and spinning momentum wheel up to normal on-orbit 
operating speeds. 

NASA operations team members work in a three shift rotation supplemented with a special events crew during 
all deployments and orbit maneuvers. As with other GSFC programs, all nominal command sequences are 
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scripted with branch points to Contingency Operations Procedures (COPs) in the event of a contingency. Over 
100 detailed COPs are available to the launch team during orbit raising and Post-Launch Test activities. During 
all commanding situations (nominal and contingency) CPs are used to ensure proper command sequence 
execution. 

5. POST LAUNCH TEST PROGRAM 

The 2 phased PLT program evolved fiom a combination of other NASA and SS/L program's on-orbit test 
experience, and the complexity of the first new-generation GOES spacecraft. The need to fully characterize 
the spacecraft, instruments and especially the Image Navigation and Registration (INR) system was an over- 
riding factor in the extensiveness of the GOES-8 test program. Testing is performed in a logical, systematic 
manner, similar to most other project's test programs. A PLT plan is developed, approved, and under 
configctration control months prior to launch. During PLT only the Mission Director or GOM have the authority 
to mod@ the test program, or any individual test within the program, thus providing pre-planned operations so 
that product users can receive and process data as early as possible in a pre-defined, logical sequence. All 
functional testing is completed first in the ACT phase (approximately 45 days after establishment on orbit) with 
methodical tum-on and characterization of each subsystem by the applicable engineers from the 
NASAKontractor Team. NASA delivers the spacecraft's health and safety responsibilities to NOAA at the 
completion of ACT, and N O M  fulfils console operator and other routine operation positions at this time. 
Calibration is the next sequence, to understand and normalize each channel's performance, followed by 
specification compliance testing. 

I DAYS FROM LAUNCH I 
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The SPOT phase for GOES-8 spanned approximately 135 days aRer the completion of ACT. INR startup occurs 
at the beginning of the SPOT phase, when most of the functional and calibration activities are complete. INR 
startup includes the first landmarking and star sensing operations, and testing of various motion compensation 
routines. SPOT concentrates on specification testing, and routine operations schedules are introduced at this 
point. These schedules allow the end weather service users to begin collecting and analyzing the new spacecraft's 
products while concurrently accomplishing test requirements and establishment of spec-performance. At the 
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completion of SPOT the spacecraft is under 1 1 1  operational pwiew of NOAA, and NASA's launch and PLT 
job is complete. National Weather Service priorities and products become the only focus. 

I DAYSFROMLAUNCH I 

Number of Discrete Commands 

Figure 3 Typical Time line for 
GOES SPOT Phase 

GOES-7 GOES-8/-9 

260 800 

The SPOT phase has seen significant streamlining from GOES-8 to GOES-9, and will see another significant 
improvement in GOES-K concentrating less on individual tests and more on quickly transitioning into "routine" 
operations with off-line data analysis for system performance measurement. Streamlining from GOES-8 to -9 
resulted in a net reduction in spacecraft and instrument testing from approximately 291 for GOES-8, to 177 on 
GOES-9, entirely due to efficiencies from improved system knowledge. Future GOES SPOT reductions are 
planned, to both reduce the complexity and number of dedicated tests, provide more routine operations for more 
reahtic products sooner in test, and to reduce the 135 day SPOT test period to allow progression into operations 
as soon as possible for the NWS. 

5. ON-ORBIT OPERATIONS 

Complexity of operations, compared to GOES 1-7, is significant and requires diligence from the NOAA 
operations teams, with continued anomaly and trending support from the NASA Operations and development 
Team. With the number of required routine commands sent to the spacecraft an order of magnitude greater 
than GOES 1-7, the NOAA operations team is presented with challenges to ensure command schedules are 
built properly and executed correctly and on time. During the on-orbit phase, NASA continues to provide 
support to N O M  by maintaining CPs and On-orbit COPS required by NOAA operations personnel. 

Figure 4. Example of the significantly increased complexity of 
operations from the GOES 1-7 to the GOES I-M series spacecraft 
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Number of Commands Daily 200 

Number of Schedule Lines Daily 250 

Number of Image Frames Daily 
Full Disk 48 
Routine 88 
Rapid Scan -- 

1 Number of Soundings 

5000 

14- 18,000 

48 
124 
200 

I 1400daily I 2500 hourly I 
~~~ ~~ ~~ 

I Total Lines of Ground Svstems Code ~~ I 120.000 I 850.000 I 

NOAA schedulers use CPs as building blocks in the development of routine 24 hours command schedules that are 
initiated by NOAA operations personnel and autonomously executed by the ground system. NOAA on-line 
operations personnel monitor the execution of the command schedules to verify command activities successfully 
complete. Ifa command schedule suspends at any time during the execution, due to a command execution failure 
or a failed CP loge check, a message to the operator is displayed on screen indicating the severity of the failed 
command check, the subsystem affected, and pointer to a detailed message text providing the operator with 
instructions on how to rectify the problem. In the case of high severity levels, indicating potential mission critical 
situation, message texts may point the operator to detailed COPs in order to safe the spacecraft. Over 1500 
message text exist for GOES 8 and 9 spacecraft. 

COPs supplied to N O M  for on-orbit operations are formatted differently than orbit raising COPs. On-orbit COPs 
have been streamlined to allow easier contingency identification and a more straightforward approach to safing the 
spacecraft sincc N O M  on-line operations personnel do not have the advantage of having all the engineering 
support provided during launch. It was therefore the goal to provide NOAA on-line operations personnel with 
COPs in pre-canned script format that systematically walk the operator through the steps in determining the type 
of anomaly and command activities required for safing the spacecraft. 

6 .  CONCLUSION 

The approach to  Mission Operations for this new GOES series requires more manpower, more 
monitoring, and more commanding than some of the new easy-cheap-autonomous commercial and 
governmental trends in satellite design and mission operations. However, the United States' 
meteorological community relies extensively on the products fiom GOES for hourly and daily 
forecasting. The national asset status of GOES and the vast user community across the nation (in 
excess of 10,000 users) demands a methodical, evolutionary approach to change, especially fiom one 
spacecraft block change to the next. With the significant leap in technology, related escalation in 
complexity, and increase in data and products, our methodology for GOES I-M had to be centered on 
making no immediate, radical change in SOCC operations or data distribution. This methodology, 
therefore, required significant levels of compatibility with existing data and product processing and 
distribution systems, and a gradual phase in of ground systems autonomy (begun witii the logic-systems 
of the CPs in a format familiar to the existing operations personnel). With the re-establishment of the 
GOES constellation we have begun investigating and implementing spacecraft and ground system 
improvements. While gradual improvements are being brought on line for GOES I-M, visions of the 
hture GOES ground system are being formed. It may never be as evolutionary, or revolutionary, as 
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some of its contemporary scientific and commercial mission's systems, but the path to increased 
autonomy and reduced cost is being mapped and pursued for the next generation of GOES. 
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ABSTRACT 

The successhl launch of GOES-8 in 1994 introduced an enhanced capability for diurnal 
monitoring of subpixel fire activity and aerosol transport in the Western Hemisphere. The hgher spatial 
and temporal resolution, greater radiometric sensitivity, and improved navigation of GOES-8 offer many 
advantages for monitoring fires and smoke in North, Central,.and South America. In South America the 
GOES-8 Automated Biomass Burning Algorithm (ABBA) is being used to continue monitoring trends in 
biomass burning associated with agricultural practices and deforestation activities as well as documenting 
the extent and transport of associated aerosols. GOES-8 ABBA results obtained during the 1995 biomass 
burning season (June-October) indicate a strong diurnal cycle in fire activity and associated aerosol 
transport regimes extendmg over millions of km’. Examples of GOES-8 diurnal monitoring of fire intensity 
and size in the United States, Canada, Mexico, Guatemala and Belize show the utility of using GOES-8 as 
an early warning mechanism for identifying and monitoring wildfires in these regions. The success of the 
GOES-8 ABBA in the Western Hemisphere suggests the utility of initiating a global geostationary fire 
monitoring effort. 

. Keywords: geostationary, infrared, remote sensing, biomass burning, aerosol transport, fire detection 

2. GOES-8/9 CHARACTERISTICS FOR OBSERVING FIRES AND ASSOCIATED AEROSOLS 

During the past decade the utility of geostationary remote sensing to monitor trends in biomass 
burning in South America has been demonstrated with the Visible Infrared Spin Scan Radiometer 
Atmospheric Sounder (VAS) on board GOES 4 through 7. The GOES Automated Biomass Burning 
Algorithm (ABBA), developed at CIMSS, is a dynamic multispectral thresholding algorithm which uses the 
shortwave infrared window (SIRW near 4 pm) and longwave infrared window (LIRW near 11 pm) bands 
to locate fire pixels z*3. The algorithm is based on the sensitivity of the SIRW band to high temperature 
subpixel anomalies and is derived from a technique originally developed by Matson and Dozier for 
NOAA AVHRR. Once the GOES ABBA locates a fire pixel, it incorporates ancillary data to correct for 
water vapor attenuation, surface emissivity and solar reflectivity and subscquently provides estimates of 
subpixel fire size and mean firc tcmperature. The GOES application is described in morc detail in Prins 
and Menzel 2,3. 

4 

GOES is also being used to identify smoke/aerosols associated with biomass burning and to 
distinguish it from multi-level clouds and low-level moisture. The algorithm, still under development, uses 
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the visible band (VIS near .65 pn)? SIRW, LIRW, and moisture sensitive longwave infrared window (often 
called the dirty window, DIRW near 12 pm) in an automated multispectral thresholding scheme to map 
smoke/aerosols ’. The VIS is used to identify haze, the SIRW and LIRW screen out opaque, cirrus, and 
stratus clouds. and the DIRW indicates low level moisture. 

The GOES-8/9 imager detection of burning and associated aerosols is greatly improved over the 
previous GOES-VAS capability. Table 1 indicates the comparison. The G O E S 4 9  shortwave and 
longwave infrared window bands used for fire detection are more sensitive at higher resolution than GOES- 
VAS. The SIRW has four times the spatial resolution; the LIRW has twice the spatial resolution. Signal 
to noise has been maintained and in some cases even improved (c.g. GOES-9 SIRW NEDT and GOES-8/9 
DIRW NEDT). Most importantly, the saturation temperature (Tmax) in the SIRW has been set at 338 K 
for GOES-8 (1 8 K higher), enabling GOES-8 to measure the characteristics of more fires than GOES-9. 
Over 80% of the GOES-8 fire pixels observed in South America have a brightness temperature greater than 
320K in the SIRW band; these would be saturated pixels if observed by GOES-9. Only 10% of the 
GOES-8 fire pixels indicate brightness temperatures in cxcess of 338 (they are saturated); thus GOES-8 is 
able to diagnose 90% of the detectable fires. The improved performance is also notable in the GOES-819 
visible band, where 10 bit data from silicon detectors shows much improved low light sensitivity and 
detector to detector consistency in comparison to the GOES-VAS 6 bit data from photomultiplier tubes. 

The GOES-8/9 instrument reccivcs about 70% of the LIRW energy from a circle of one field of 
view (FOV) diameter; 84% from a circle of 1.5 FOV diameter. For the SIRW this becomes 85 and 92% 
rcspectively. This suggests that the fraction of the pixel that is on fire is about 10% smaller for the LIRW 
band than the SIRW band. This adjustment to the algorithm has not been performed for GOES-8; tests 
with GOES-7 indicated that the effect on the algorithm was minimal. 

Finally, the 30 cm GOES-8/9 mirror resolves point sources (e.g. fires) separated by about 1 km in 
the LIRW and .5 km in the SIRW. 

Table 1: Comparison of the GOES-8/9 and GOES-7 visible and infrared window channels. Tmax 
rcprcsents the maximum scene brightness temperature that can be detected without saturation of the 
detector. S/N represents the signal to noise ratio of the visible band. NEDT is the noise equivalent 
temperature referenced to a target of 300 K. 

I h i d  Resolution Oversampling Tmus S/N or NEDT 

G9 IG8 lG7 G9 lG8 IG7 G9 /G8 lG7 G9 IG8 lG7’ 

Visible (0.52-0.75 Lun) I / 1 I 1 km 1.751 I .75/ I EW N/A 300 I300 I 100 
(counts) 

SIRW (3.834.03 pm) 4 / 4 /  l 6 h  1.751 1.75/ 4 EW 3201 3381 321 K ,121.23/  .2 i  K 

LIRW (10.2-1 1.2 p n )  4 I4 I 8 km 1.751 1.751 2 EW 3201 3201 3 19 K ,091 ,141 . I 5  K 

DIRW (1 1.5- 12.5 pm) 4 I 4 I I6 h n  1.751 1.751 4 EW 320/ 3201 3 I9 K .191.26/ .40 K 

The spatial resolution of the SIRW on previous GOES platforms was the primary limiting factor in 
fire detection. The noise of the GOES-7 VAS sensor in a typical scene (0.25 C in the SIRW and .15 C in 

SPlE Vol. 28 12 1 5 1 



the LIRW) implied that a FOV containing a fire of area .03 lan' with a mean temperature of 450 K would 
give a signal that differs from a fire free FOV by the instrument noise. In South America the smallest fires 
detected with the GOES-7 ABBA were about .1 lan'. For GOES-8, with roughly the same noise 
constraints, the minimal detectable fire burning at 450 K is ,002 lan'. For the 1995 biomass burning 
season in South America fires as small as .01 km' were detected. The enhanced capabilities of the GOES-8 
imager make it much more useful for detecting and characterizing biomass burning not only in the Amazon 
Basin of South America, but also in the temperate and boreal forests of the United States and Canada 6.7. 

3. ENHANCED CAPABILITIES FOR GOES-8 

The improved capability to detect individual fires with GOES-8 is demonstrated in Figure 1. 
Figure l a  shows a GOES-8 SIRW image covering Rondonia in Southwest Brazil and a portion of Bolivia 
at 1745 UTC on 25 August 1995. Hundreds of individual fires are evident as dark hot spots. Although a 
direct comparison of GOES-8 and GOES-7 in South America during the 1995 burning season was not 
possible due to the westerly location of the GOES-7 platform, Figure lb  shows similar data from GOES-7 
for 29 August 1988. It is possible to see much more detail in the GOES-8 data, including land features and 
localized fire activity. 

Figure 1. GOES-8 (a) and GOES-7 (b) 4 pm imagery of a section (550 km by 350 km) of the state of Rondonia. Brazil along 
the Bolivian border on 25 August 1995 and 29  August 1988. respectively. The dark hot spots in both images indicate subpixel 
burning. The improved resolution of the GOES-8 imager provides more detailed information on localized fire activity. 

Validation of the ABBA was attempted with several prescribed burns initiated on 21 September 
1994 in Washington in association with the Smoke Clouds and Radiation (SCAR-C) experiment based in 
the Pacific Northwest. One of those fires at Quinault (48 acres, 47:19'N, 124:16"W) is an illustrative 
example: it consisted of approximately 5000 tons of red cedar debris ignited by the US Forest Service 
(USFS) at approximately 1810 UTC. Table 2 shows the GOES-8 and ground esumates of the burning. 
Over 21 acres were flaming at 1830 UTC; approximately 30 acres remained in the smoldering phase at 
2015 UTC; and less than 10 acres were smoldering at 2200 UTC *. The first available GOES-8 SIRW 
image at 1945 UTC clearly shows burning at Quinault. At 2015 UTC the GOES-8 did not detect elevated 
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SIRW brightness temperatures; however at 2045 UTC the fire reappears in the GOES3 image and remains 
until 2215 UTC. The GOES-8 ABBA estimates of area burning and average fire temperature were 
compared with the ground estimates of flaming and smoldering acres; the estimate of the size of the fires is 
within 20% on the average at any given time and the temperature of flaming and smoldering fires was 
estimated by GOES to be near 600 K. Since the ABBA infers uniform background radiance from 
neighboring clear sky pixels, these estimates are somewhat hindered by the coastal location of Quinault, 
where background radiation for each GOES-8 fire pixel comes from a combination of ocean and land '. 
The relatively good agreement between GOES-8 and ground truth cstimatcs is very encouraging. The 
GOES-8 enhanced capability was most evident when GOES-7 did not detect the fire after 2045 UTC. 

Tablc 2. GOES-8 and ground estimates of the intensity and cxtent of the Quinault, WA controlled bum on 
21 September 1994. One acre equals ,004 Ian2. Ground data is courtesy of Roger Ottmar of the U. S. 
Forest Service Seattle Forestry Science Laboratory . 

Ground Observations 
Times Flaming Smoldering 
(UTC) (Acres) (Acres) 

1800 
1815 
1830 
1845 
1900 
1915 
1930 
1945 
2000 
2015 
2030 
2045 
2100 
2115 
2130 
2145 
2200 
2215 
2230 
2245 
2300 

0 
2 
21 
23 
22 
21 
15 
I 5  
7 

0 
0 
0 
I 
12 
21 
24 
21 
2G 
29 
23 
20 
18 
18 
13 
1 1  
10 
8 
7 
G 
5 

GOES-8 Estimates 
Total h a  Temperature 
(Acres) (ow 
NA NA 
NA NA 
NA NA 
NA NA 
NA NA 
NA N A  
NA NA 
40 602 
N A  NA 
No elevated signal in G-8 data 
NA NA 
21 626 
NA N A 
16 597 
17 586 
NA NA 
NA NA 
Fire barely detectable in G-8 data 
NA NA 
Fire not detected in G-8 data 
Fire not detected in G-8 data 

NA indicates GOES-8 data was not available 

For the first time, the GOES3 imager makes it possible to monitor diurnal variability in fire 
intensity by providing SIRW imagery every 15 minutes over the continental United States and half-hourly 
elsewhere. An example of the GOES-8 diurnal monitoring capability has becn indicated in Table 2. The 
importance of monitoring the diurnal changes in biomass burning is further illustrated in Figure 2; it 
providcs an cxamplc of GOES-8 ABBA diurnal fire monitoring on one of thc peak burning days during the 
1995 biomass burning season. The black markers in Figure 2a-d represent fire pixels detected by the 
GOES-8 ABBA every three hours from 1145 to 2045 UTC. The algorithm observed 148 fire pisels at 
1145 UTC, 1282 at 1445 UTC, 3946 at 1745 UTC, and 1533 at 2045 UTC. The number of fire pixels 
detected at 1745 UTC is on average 3 times greater than that observed 3 hours earlier or later and 20 timcs 
grcatcr than that observed at 1145 UTC; thc diurnal variability in dctected fires is large '. 
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4. DETECTION OF 1995 BIOMASS BURNING WITH GOES-8 

Fire monitoring efforts in South America started with GOES-VAS ’ are continuing with the new 
v generation of geostationary satellites ‘. The GOES-8 ABBA was operational for the 1995 biomass burning 
season (June through October) providing diurnal (3-hourly) information on the location, size, and mean 
temperature of subpixel fires as well as smoke transport. Figure 3 shows the GOES-8 estimates of the 
burning area for 15 August to 15 September 1995 within the region 0 to 40 S and 40 to 70 W: the Smoke 
Cloud and Radiation experiment in Brazil (SCAR-B) was conducting ground and aircraft measurements of 
the burning and aerosols during this time period. The peak burning occurs at 1745 UTC as expected; the 
burned area exceeded 1000 square kilometers (km’) on most days peaking near 2000 km’ on 6 September 
1995. As many as 4000 pixels were estimated to have sub-pixel fire activity at a given time. The majority 
of the fire activity is concentrated along the perimeter of the Amazon in the Brazilian states of Para, Mato 
Grosso, Amazonas, and Rondonia. There is also considerable activity in Bolivia, Paraguay and Northern 
Argentina. The burning pattern is similar to that observed with the GOES VAS ABBA in 1988, but 
GOES-8 provides much greater detail concerning individual fire activity and other surface features. 

70 60 50 70 60 50 40 
a .) 
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-4 0 .- 

70 60 50 40 - 
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Figure 2. The black locators indicate fires detected by the GOES-8 ABBA on 24 August 1995 at (a) 1145 UTC. (b) 1445 UTC. 
(c) 1745 UTC. and Id) 2045 UTC. 
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Preliminary GOES8 ARRA Diurnal Results for South America 
During the 1995 SCAR-R Held Program 

T *  i 

* Sub-pixel Cloud 
Contamination 

E4 11:JS CTC 
0 14:JS CTC 
0 17:45 CTC 

CW-Madi son 
SSEClCMSS 

Figure 3. GOES.$ sstlrnates of the burning area (in square kilometers) for 15 August to 15 September 199.5 within the region 
0 to 40 S and -10 to W Estimates are made with GOES-8 measurements at 1145. 1445. 1745. and 2045 UTC. Peak burning 
occurs at 1715 UTC ,-n all days. 

Figure 4. A large smoke pall (outlined in black) was observed in this GOES-8 visible image at 1145 LTTC on the morning of 
28 August 1995. The smokc extends over h million krn'. Once i t  exits the contincnt. a narrow hand of smokc continues over 
the Atlantic Ocean extending to the prime meridian. 
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As in previous years, large smoke palls were identified in the GOES-8 visible imagery in August 
and September of 1995. Figure 4 shows a visible image of South America at 1145 UTC on the morning of 
28 August, 1995. The smoke pall is outlined in black. It represents a combination of fresh and aged 
emissions from intense burning during the previous week associated with deforestation and agricultural 
applications. It covers over 6 million km2. At the southern boundary it extends over the Atlantic Ocean to 
the edge of the satellite image. The burning practices and meteorological conditions which contributed to 
th s  episode are nearly identical to ones whch resulted in a similar smoke pall observed during the last 
week of August 1988 '. 

A review of GOES visible and infrared satellite imagery over South America during prcvious 
burning seasons revealed several predominant examples of aerosol transport (see Figure 5 )  '. Anticyclonic 
flow exists throughout the Amazon Basin where easterly winds in the northern portion of the Amazon 
Basin transport the aerosols westward, and the Andes Mountains deflect the smoke to the south-southeast. 
Typically the smoke pall is limited to within the continent east of the Andes by a synoptic disturbance over 
the South Atlantic Ocean which extends along the eastern coast of South America (Figure 5 ,  track a). 
Other examples of anticyclonic flow throughout the Amazon Basin resulted in transport out over the 
Atlantic Ocean near 30"s (Figure 5 ,  track b). This transport regime is often associated with a stalled 
frontal boundary located south of the Amazon Basin which extends out over the ocean and acts as a barrier 
at the southern extent of the smoke pall allowing for aerosol transport over the ocean. Additionally, it has 
been observed that the smoke continued southward along the h d e s  Mountains into Bolivia, Paraguay, and 
Argentina instead of being channeled east toward the Atlantic Ocean (Figure 5 ,  track c). In 1991 this was 
characterized by a lack of cyclonic activity off the coast of Argentina that might othenvise act to channel 
the emissions east. On several occasions the smoke plume extended south along the front range of the 
Andes into the southern half of Argentina at 40-50 O S .  Lastly, in all years flow is observed from the 
Amazon Basin into the selva regions in the northwestern portion of the Brazilian Amazon and extending 
into Peru and Colombia (Figure 5 ,  track d). This is often accompanied by a large scale convective complex 
associated with a frontal boundary extending from the front range of the Andes Mountains and across the 
southern and eastern sections of the Amazon Basin. 

Figure 5. The four labeled trajectories (a, b, c, and d) represent the most common smokelaerosol transport regimes observed in 
GOES satellite imagery during six biomass burning seasons ( 1983, 1988, 1989, 1991, 1994, and 1995). 
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In order to quantitatively document the extent of smoke/aerosols associated with biomass burning 
using satellite imagery, it is necessary to be able to distinguish between multi-level clouds, low-level 
moisture and smoke. Recent work ' has shown the feasibility of using GOES VIS, SIRW, LIRW, and 
DIRW data in an automated multispectral thresholding scheme to distinguish smoke/aerosols from othcr 
multi-level clouds and low-level moisture (see Table 3). In visible imagery smoke often appears as a milky 
gray haze, but cirrus, low-level moisture. fog and other multi-level clouds can display the same signature. 
Some of these clouds can be distinguished from smoke/aerosol in the SIRW and LIRW bands by 
investigating brightness temperature limits in both bands and considering the SIRW minus LIRW 
difference. Since the best conditions for monitoring smoke/aerosols in South America are coincident with a 
low solar zenith angle, the effect of reflected solar radiation in the SIRW region is minimized. A large 
positive SIRW minus LIRW brightness temperature difference is often indicative of cirrus and a negative 
difference on the order of 4 "C can indicate stratus. The split window (LIRW and DIRW) bands offer 
additional help in detecting low-level moisture and the presence of clouds. They were designed to use 
differential water vapor absorption across this part of the spectrum to estimate the amount of water vapor 
in the lower atmosphere; the DIRW is more sensitive to water vapor absorption than the LIRW. For low 
visible brightness reflectance values and surface emissivity corrected brightness temperature lfferences 
greater than 5 OC, one can assume substantial amounts of low-level moisture. Semi-transparent cirrus 
which looks very similar to haze in the visible imagery often displays a relatively cold LIRW brightness 
temperature and can display a large LIRW minus DIRW brightness temperature difference due to the 
cirrus effective emissivity differences in the DIRW and LIRW spectral regions lo .  

Table 3. GOES Multispectral Smoke/Aerosol Detection Algorithm 

Test VIS SIRW LIRW DIRW SIRW- LIRW- Comments 
Counts Temp Temp Temp LIRW DIRW 

(K) (K) (K) Temp Temp 
............................................................................................................ 152 .................. .w ................................................................................................. 

I 600  100 Limits the brightness count range to 
values indicative of haze 

>285 >285 4 t) +20 Screens for opaque clouds, cirrus, and 
stratus 

3 >285 >280 -4 tf +6 Screens for low-level moisture. opaque 
clouds, and semi-transparent cirrus 

This algorithm is still being tuned for applications to the 1995 GOES-8 data in South America. 
Preliminary delineation of smoke coverage during SCAR-B from visual inspection of the GOES-8 visible 
and multispectral infrared data is plotted in Figure 6 .  Smoke coverage between 5 and 7 million square 
kilometers is observed for the last week of August and the first week of September 1995: transport over the 
Atlantic was associated with many of those days. 
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Preliminary E s t h t e s  of Daily Snmke Coverage Observed in 
GOES-8 Imagery During the 1995 SCAR-B Reld Program 
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Figure 6. Estimates of daily smoke coverage from 0 to 35 S and 35 to 70 W observed in GOES-8 visible images during SCAR- 
B. Transport over the Atlantic Ocean is indicated by the symbol +. Smoke coverage in three latitudinal bands (0-10. 10-20. 
and 20-35 S) is also indicated. 

5 .  CONCLUSIONS 

GOES-8 is demonstrating enhanced capability to detect fires with infrared window data at 4 km 
resolution with .2 C noise. GOES-8 is detecting smaller fires and more of them than GOES-7; GOES-8 
has already detected fires smaller than five acres. The GOES-8 operational schedule enables more frequent 
observations; routine imager coverage (in all five spectral bands) is scheduled every 30 minutes over South 
America and every 15 minutes over the continental United States. This enhanced capability can be used to 
assist with early detection of fires in remote regions of North and South America. 

Estimation of the areal extent and temperature of a fire with the automated biomass burning 
algorithm (ABBA) shows good early results in comparison to controlled burns of known characteristics in 
North America. With the ABBA, GOES-8 continues to indicate a strong variation in the burning as a 
function of the time of day in South America; a preference for burning between 1500 and 1800 UTC 
indicated by GOES-7 over ten years is found again in 1995. 

GOES-8 appears to be well suited to continue and improve the geostationary remote sensing 
capability that provides information on the diurnal signature in biomass burning, investigates aerosol 
transport, and monitors trends in biomass burning for the next decade throughout the Western Hemisphere. 
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ABSTRACT 

Automated procedures for deriving cloud-motion vectors (CMVs) from a series of 
geostationary images have been developed by the Cooperative Institute for Meteorological 
Satellite Studies (CIMSS) and have been operational in N O M  since 1993 *. Since that time. 
CIMSS has continued work to improve the processing techniques, upgrade the quality of the 
product, and add further capabilities. Scientific improvements include the addition of the water- 
vapor intercept technique for assigning heights to semi-transparent clouds, a new version of the 
automated quality control algorithm which reduces the large mean slow bias observed in the 
initial system, and improved selection of suitable tracers. These improvements have been 
successfully applied to the "Day 1" GOES-8/9 operational winds system in NOAA. 

Research has already begun to define "Day 2" operations. Improved resolution and 
signal of the GOES-8/9 imager has made automated water-vapor motion vector (WVMV) 
production possible for the first time, enabling the measurement of wind velocities in clear air. 
Work has begun on an automated algorithm for imagery registration quality control and the 
optimal density for wind products as a function of coverage and computing power is being 
investigated. 

keywords: GOES-8, GOES-9, cloud-drift, winds 

2. EXAMPLE GOES-8/9 WINDS 

NESDIS currently produces CMV and WVMV products in fully automated fashion at 
0000,0600,1200 and 1800 UTC each day. An example of the resulting coverage is shown in 
figure 1. The combination of faster architecture and exclusive CPU access has led to an 
amazing increase in the amount of winds that can be produced, and NESDIS plans to increase 
the targeting density within operational processing tenfold by the end of 1996. Since full disk 
imagery is not available at a time interval conducive to feature tracking, wind products for each 
satellite must be done in 2 separate pieces which can be obtained half-hourly. The water vapor 
absorption band of the GOES-8/9 imager does not show features below about 500 hPa, so no 
low-level WVMVs are possible. However, the W M V s  do provide good information in clear 
regions where no clouds exist for tracking. 

These products benefit from algorithm changes which have occurred over the last 
several years '. Improved tracer selection techniques for CMVs filter out regions of mixed-layer 
cloudiness and areas that are overly coherent (i.e. surface features), thereby saving computer 
time and allowing greater targeting density in regions of interest. CMV height assignment for 
semi-transparent clouds underwent a major overhaul due to the absence of a C02-absorption 
channel on the GOES-8/9 imager. H20-lntercept height assignment methodology, as initially 
used with Meteosat data, serves as an adequate replacement. 
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Figure 1. Example coverage availahle for GOl<S-8/9 CMV (top) and WVMV (bottom) products. 
High-level winds (100-699 hPa) are white. Low-level winds (700-950 hPa) are gray. Each image is a 
composite of the 4 separate pieces which are available for wind production. 
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3. IMAGERY REGISTRATION 

Registration is a measure of the consistency of navigation between successive images. 
Features such as coastlines must remain stationary from image to image within a certain 
tolerance ’. The winds production process is much more sensitive to changes in registration, 
than to errors in absolute Earth location (i.e. navigation). 

The advent of a 3-axis stabilized system with GOES-8/9 has made navigation more 
challenging. Non-rotating satellites are subject to differential heating, especially near local- 
midnight, and the result is a reduced ability to consistently navigate the imagery. Local midnight 
for both GOES-8 (0600 UTC) and GOES-9 (1200 UTC) falls within operational wind production 
cycles. Furthermore, these navigation problems around local-midnight are worsened during the 
periods just before and just after the eclipse, which occur twice a year near the time of Solar 
Equinox. The effects on registration quality were apparent in early non-operational GOES-8/9 
winds processing, prompting NESDIS to perform manual registration corrections. These 
corrections have been necessary for approximately 5-1 0 percent of all winds generation cycles. 

Automated registration quality control relieves the burden of manual intervention b I applying the same pattern matching techniques used in the automated tracking algorithm to 
potential land features. Hundreds of initial landmark locations are screened for obvious cloud 
contamination using a spatial coherence analysis ’ of the surrounding imagery. Each resulting 
landmark is sought in subsequent imagery within a small spatial tolerance using extremely tight 
correlation thresholds for determining successful matches. The tight correlation thresholds act to 
further screen landmarks with cloud contamination. Potentially undetected cloudy landmarks are 
eliminated by an analysis of the mean registration deviations suggested by all successfully 
correlated landmarks. Up to one fourth of this landmark sample can be eliminated if gross 
differences from the originally suggested mean deviation in registration occur, and a new mean 
is derived from the remainder. This check also guards against cases in which the registration 
exhibits varying shifts in different regions of the image. 
landmarks show a large amount of scatter, less than five landmarks remain, or the diagnosed 
registration deviations are less than a pre-determined tolerance, the process fails and nothing is 
done. 

If more than one fourth of the 

An example of the registration adjustments made by this software for all successful 0600 
UTC winds generation cycles during the early part of 1996 is shown in figure 1. Since 0600 UTC 
is the closest winds generation cycle to local midnight for GOES-8, there is a loss of data in the 
center of the series due to imagery blackout periods during eclipse. Registration specifications 
around local midnight for images which are 30 minutes apart are about 2.25 km in the north- 
south direction and 3.1 km in the east-west direction ’. Several days show shifts in registration 
which are beyond the specifications, but the period right after eclipse is most interesting. For 
well over a week, the imagery skipped to the west at least 3.5 km in the second image of the 
winds generation loop every day. Registration errors of this magnitude would lead to a wind 
speed error of approximately 2 meters/sec using the normal 30 minute imagery interval, thus the 
automated registration quality control algorithm is an important addition to wind production. 
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Figure 2. Daily registration shifts (km) between the 0415 and 0445 UTC Northern Hemisphere GOES-8 
images as diagnosed by the automated registration quality control software. The solid line represents 
shifts in the NS direction. The dashed line represents shifts in the EW direction. 

During research and development, only 400x400 pixel infra-red window images centered 
over the Baja Peninsula for GOES-8 and GOES-9 are obtained. Even with this strict limitation, 
the software is successful in diagnosing the quality of the imagery registration during winds 
generation cycles about 90 percent of the time, and corrections are suggested 5-1 0 percent of 
the time. The success rate varies depending on the time of day. Operational implementation by 
the Forecast Products Development Team of NESDIS will utilize a global landmark set, and it is 
expected that the success rate will then near 100 percent. 

4. QUALITY CONTROL 

An important improvement to the automated wind production system came with the new 
version of the automated quality control algorithm. The automated procedure for quality control 
and editing of the data has been well documented 2c4,5. 
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Figure 3. The automated editing system. 

In practice, the automated editing algorithm is quite complicated (figure 2), but the 
methodology can be summarized in 4 main steps. A 3D recursive filter analysis is performed 
on the available numerical forecast data. Satellite derived winds are incorporated into the 
analysis via a second pass of the recursive filter, and wind data which differs greatly from the 
preliminaty analysis is eliminated. A penalty function defined by 

V = velocity, T = temperature, P = pressure, dd = direction, s = speed 

is applied to the wind data and this second analysis for the purpose or re-assigning the height the 
heights of the winds to their level of best fit. In this equation, F represents the relative weight 
applied to each of the quantities shown, the subscripts (i,j,k) identify values from the analysis, 
and values subscripted by (m) refer to the wind measurements. Finally, another pass of the 
recursive filter is performed to assess the quality of the height re-assignments within the 
analyses, and quantitative estimates of the quality of each satellite derived wind are output. 

Numerous suggestions from the operational community have found their way into the 
latest version. The pressure reassignment is now constrained to 150 hPa by the algorithm. A 
small percentage of the vectors (e 5 percent) are eliminated by this added constraint. Also, the 
revised editor has tightened the tropopause check to a threshold lapse rate of less than 0.5 K per 
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25 hPa above 300 hPa in hopes that it will be less likely to re-assign heights to some 
stratospheric value. 

The revised editor contains an adjustment for the well documented slow bias of CMVs. 
The quarterly statistical summaries of the ECMWF routinely show this feature, with respect to 
both wind measurements and coincident speeds of the ECMWF forecast. For GOES-7 winds 
produced with the old automated system, the bias could reach -5 ms” at higher wind speeds. 
The bias is also present in comparisons with the NMC aviation forecasts, which are used in the 
derivation and quality control of GOES CMVs. To mitigate this slow bias, the revised editing 
procedure now increments each vector with seven percent of the speed of the forecast, 
interpolated to its reassigned level, provided that the forecast wind speed is greater than 10 
ms-’. Philosophically, this is no different from the bias corrections routinely applied to radiance 
measurements to achieve agreement with forward calculations. 

The basic tool of the objective editor remains the 3-dimensional recursive filter objective 
analysis. This system has undergone an extensive upgrade with attention to improving quality 
control, especially the recursive-filter-flag (RFF), which is appended to each datum following the 
analysis. Differences in vector root-mean square error with respect to rawinsonde observations 
throughout the range of acceptable RFF flags amounted to 0.5 ms” in the old algorithm. The 
new configuration shows an expanded range from the lowest acceptable RFF values to the 
highest (Table 1). 

The RFF is a reflection of vector fit of each wind to the analysis of forecast data and the 
winds themselves. It is influenced by other nearby reports (i.e. neighbor vectors) and the 
background forecast, In areas of high vector density and reasonable forecast quality the RFF 
can be considered a reliable indicator of vector quality. However, in rneteoroloiogical situations 
leading to poor model forecasts (e.9. hurricanes, deepening extratropical storms), the RFF 
should not be considered a pure indicator of vector quality, or as a linear weighting factor in data 
assimilation. More research is planned to understand the use of RFF in such areas. 

Table 1. GOES-8/9 operational CMV and WVMV comparison with rawinsondes for March-May 
1996. SMVD is the mean vector difference, SRMSE is the root mean square difference, and SPD is 
rawinsonde mean speed. 

PRODUCT QC FLAG (RFF) NUM SMVD SRMSE SPD 

GOES-8 CMV 50-60 
60-70 
70-80 

GOES-9 CMV 50-60 
60-70 
70-80 

GOES-8 WVMV 50-60 
60-70 
70-80 

GOES-9 WVMV 50-60 
60-70 
70-80 

1368 6.36 7.61 19.86 
1684 5.35 6.60 17.85 
1167 4.89 6.15 17.03 

725 6.44 7.66 19.73 
950 5.17 6.31 17.72 
626 4.96 5.99 17.32 

4894 7.03 8.38 21.96 
581 6 6.01 7.40 21.37 
3436 5.57 7.07 20.48 

2455 6.75 7.99 21.95 
2985 5.89 7.02 20.98 
1763 5.43 6.68 19.93 
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5. WINDS PERFORMANCE SINCE 1992 

A useful verification source comes from the European Center for Medium Range 
Weather Forecasting (ECMWF), which produces statistics of wind comparisons to their model for 
not only operational METEOSAT wind products, but all the major operational wind products, 
including GOES, GMS and INSAT. Verification statistics for the GOES-7/8 cloud drift winds 
over the last 4 years as reported quarterly by ECMWF are shown in figure 3. NESDIS stopped 
doing operational GOES-7 winds in January 1996 when the data availability ended. Thus, the 
last two quarters shown in the graph reflect GOES-8 wind accuracy. As of Janua?, ECMWF has 
also begun evaluating GOES-9 winds (not shown). Mean Vector RMS difference and bias are 
shown for low, mid and high level winds. Verification statistics are somewhat better than 
average during each warm season due to reduced mean wind speed. 

The quality of NESDIS operational high- and mid-level cloud-drift winds has improved 
every year for the past 4 years, despite a gradual increase in automation over the period. In the 
fall of 1994 the winds production process was ported from the IBM mainframe to workstations. 
At this time, the upgraded automated quality control algorithm became operational, and 
operators at the Satellite Analysis Branch (SAB) lost the ability to manually augment the product 
in limited areas. Throughout GOES-7 production, SAB continued to perform manual quality 
control after automated production was finished, deleting about one third of available vectors. 
This practice has now ended due to the large volume of data that now needs to be processed. 
The operational GOES-8 cloud-drift wind products are fully automated, with no loss of product 
quality and, in fact, an increased number of vectors. 

14 - 

10 - \ 
..................................................................... 

2 1  .................................................................................................................................................................. 

0 -  

1992 1993 1994 1995 1996 

Figure 3. GOES-7/8 verification statistics with respect to ECMWF model 
analyses within the Northern Hemisphere extratropical regions 
as reported by ECMWF. The top three curves represent mean 
vector RMS differences for high (circle), mid (triangle) and low 
(square) cloud-drift winds. The bottom three curves are labeled 
similarly and represent mean bias. 
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6. CONCLUSIONS 

The GOES-8 automated cloud motion vectors are significantly improved. Operational 
automated cloud motion vectors are now equal or superior in quality to those which had the 
benefit of manual quality control a few years ago. The single most important factor in this 
improvement has been the upgraded auto-editor. Improved tracer selection procedures 
eliminate targets in difficult regions and allow a higher target density and therefore enhanced 
coverage in areas of interest. The incorporation of the H20-intercept height assignment method 
allows an adequate representation of the heights of semi-transparent clouds in the absence of a 
C02-absorption channel. GOES-8 water-vapor motion winds resulting from the automated 
system are superior to any done previously by NESDIS and should now be considered as an 
Operational product. 
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ABSTRACT 

Marine stratiform clouds (MSC) cover large areas of the globe that are visible to GOES. The 
operational satellite cloud retrieval algorithms are prone to biases when analyzing MSC, due to the often sub- 
pixel size cloud elements and radiative temperatures close to that of the underlying ocean. For example, the 
relatively large pixel size and calibration drifts in GOES-7 imagery have made it difficult to extract unbiased 
MSC properties using thermal threshold techniques. 

Here, we apply a novel retrieval approach to the two important MSC regimes which can be monitored 
well from the GOES-8 satellite: the Pacific Ocean just west of CalifomidBaja and PeruKhile. MSC cloud 
parameters for these areas are retrieved together with surface temperature and column water vapor in a 
temporally and spatially consistent manner that is insensitive to sensor resolution and calibration errors. 

Semi-operational analysis of GOES-8 imagery began in December 1995. So, the main focus is on 
assessing the diurnal variability of MSC. Following a brief description of the retrieval technique, we present 
initial results describing the full diurnal cycle of MSC fractional cloud cover and cloud top temperature, 
monitored using the single-channel (infrared-window) version of the algorithm. In addition, we address the 
daytime variability of other important cloud parameters (cloud visible optical thickness/albedo, infrared 
emissivity) using a bispectral extension of the retrieval scheme. The results are also compared with other 
pertinent MSC analyses. 

KEYWORDS: clouds, stratiform, retrieval, climate, goes 

1. INTRODUCTION 

It is difficult to reliably assess the role of clouds from long-term satellite analyses because the current 
operational cloud retrieval algorithms are sensitive to sensor resolution and uneven calibration. Limited 
spatial resolution results in sub-pixel size cloud elements, which are a particularly common for low level 
Marine Stratiform Cloudiness (MSC). This may seriously hinder climate predictions, because cloud 
radiative forcing is the largest for boundary layer cloudsl -293. Previous climatologies of MSC employed 
threshold (TH) techniques, which assume that the pixels arefilly cloudy or completely clear. TH methods 
are sensitive to both sensor resolution and uneven calibration, mainly because they do not account for partially 
cloudy pixels4~5~6 (PCPs). In the meantime, according to general circulation model (GCM) simulations, the 
proper assessment of MSC's role during climate changes requires an approximately 1% accuracy in the 
absolute cloud amount7. Unfortunately, boundary layer clouds such as MSC are poorly represented in 
GCMS*. 

In this study we provide a multispectral GOES-8 imagery based climatology of important MSC 
properties, and simultaneously retrieved sea surface temperature (SST) as well as columnar water vapor 
amount (CWV) on the GCM grid (regional) scale, with future, useful GCM parameterizations in mind. 
Unlike previous climatologies, we allow for the presence of PCPs. The significance of accounting for PCPs 
is particularly high when applying multispectral analyses to infer cloud optical properties in addition to 
fractional cloud cover and cloud top height information. For example, Ref. 9 shows the following case: a 
visible reflectivity of 0.23 could be interpreted as a cloud optical thickness, z = 5 ,  assuming Ac = 1 .OO. The 
same reflectivity, however, could be due to reflection from a broken cloud system with Ac = 0.34 and z= 
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30. Comparing high resolution (LANDSAT with nominal resolution of -1/16 km) and nominal ISCCP 
resolution ( -8 km) analyses, Harshvardhan et al. l o  have found that the coarser resolution analysis 
overestimates cloud fraction except for scenes with small amounts of scattered clouds. For such cases, the 
low resolution results in the (much larger) pixels being classified as clear. Moreover, the coarse resolution 
analysis underestimates the optical depth for partly cloudy scenes, and this underestimate can be substantial. 
Surprisingly, despite significant efforts to better understand MSC behavior (e. g . ,  FIRE and ASTEX 
campaigns), there are no large-scale bispectral (e.  g., visiblelIR window) MSC analyses performed so far 
which allow for partially cloudy pixels {PCPs). 

Our analysis eventually will span a full year and will include about 80-times larger sample than the 
largest of the previous studies which also allowed for PCPs11. The Ref. 4 and Ref. 11 studies indicate that 
cloud semitransparency often occurs not only for cirrus but even for MSC, i. e., infrared (IR) emissivity (E) 
is not always close to unity, especially near cloud edges. Our method also allows for semitransparency 
besides PCPs. An important aspect of the GOES data usage is that it will improve MSC parameterizations by 
allowing to assess the often significant diurnal cycle of MSC properties. 

2. INPUT DATA 

Our data source is the GOES-8 imagery data stream, received locally. Because the data are saved for 
only a few days, a semi-operational approach is used; our first-pass analysis is performed on the pixel-by- 
pixel scale, but only the summary results representing 64 x 64 IR pixels (i.  e., a 'regional', about 250 km x 
250 km scale, referred to asframes) are saved for future, second-pass analysis. Besides the diurnal cycle, 
MSC parameters show strong variability and interdependence with large scale climatic parameters on the 
seasonal scale as well. However, only the boreal winter and spring months data have been subjected to first- 
pass analyses so far, so our second-pass analyses will focus on the diurnal cycle. 

The areas of study are depicted on Figures 1-2. There are 4,9, 16 and 36 64x64 IR pixel size frames 
in the off CNBaja Upper/Lower-, and in the off PedChile Upper/Lower-regions, respectively. The time 
period of the full study spans from December 1995 till Nov. 1997. Diurnal sampling for these areas is every 
3 hours, except when satellite eclipse restricts us to 7 samplings a day. It occurs approximately at 600 UTC, 
affecting late winter and early spring imagery. A simple quality control is also performed; beside eclipse, the 
other major problem with images is striping. To assure that it does not affect our analysis, we visually inspect 
all of the images for all of the spectral channels used, and also perform objective striping amount 
assessments/corrections. This latter numerical check discards scenes where there were more than four 
consecutive scan lines missing, or the total area of missing lines was more than 5% of the scene. In all other 
cases the missing scanline pixels are replaced by linearly interpolated values from the 2 nearest neighbor 
pixels. In addition, no scenes affected by sun-glint are processed either. Note that only -6% of the scenes 
had to discarded due to the above-mentioned problems so far. 

3. RETRIEVAL APPROACH 

We combine the "Triangle Technique" or TT12.13.14 with the Visible/IR retrieval scheme, 
Suggested by PiattlS for application to geostationary satellite imagery. Fig. 3 shows an illustration of the TT 
for a 64 x 64 pixel size "scene" of simulated 1 1 pm radiances, created using 2x1 pixel arrays for the Local 
Standard Deviationvs. Local Mean Radiance plot [cf., Ref. 161. The subresolution pixels have randomly 
varying cloud fractions in the range [O; 11. 

The appearance of a triangle shape envelope is rather striking, and intersections of this envelope with 
the X axis are the radiances of the cloud layer (Ic)  and the surface ( IS )  for single-layered cloud systems. 
Thus, allowing for PCPs (but assuming opaque clouds), we obtain the same expression for the fractional 
MSC cover as the Spatial Coherence Method (SCM) of Coakley and Bretherton16: 
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Figure 1: Illustration of the Analysis Regions West of CA/Baja 
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Figure 2: Illustration of the Analysis Regions West of PedChile 
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Figure 3: Illustration of the Triangle Technique 

where Zav is the radiance measured by the satellite. In general, however, clouds can be 
semitransparent. Recent investigations4~11 indicate that for MSC, infrared window absorption emittance, E 
is often less than unity, most likely near cloud edges. Better understanding of MSC variability, necessary for 
improved model parameterizations and global climate change predictions, would require the separate 
monitoring of MSC fractional cover, E, as well as albedoheflectivity, particle size and optical thickness. In 
the following we discuss how a major part of this task can be achieved by combining the IR window TT 
results with radiance information from a visible channel. This retrieval method will be referred to as the 
bispectral scheme or BS for short. 

In an IR window channel (around 11 p), the pixel-radiance can be written as: 

Note that we neglect atmospheric attenuation in the IR window for the sake of 
simplicity. Obviously, additional information is needed to determine the cloud cover and emissivity 
separately. In this study we elected to use visible channel information, in part because there were previous 
efforts which we could implement in our scheme, and because we wanted to make comparisons with the Luo 
et al. 1 1 results, which used an IR-only technique17 to determine these parameters for MSC off the Peruvian 
coast. 

Assuming an isotropically reflecting cloud, the reflected radiance (assumed constant with the nadir 
of the cloud at the satellite, and the azimuth angle Q, between the solar and satellite directions) angle 

measured in a given pixel can be expressed as15: 
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where 8 is the solar zenith angle, S is the incoming shortwave spectral solar flux {centered at -0.65 pm for 
the GOES-8 visible channel); ac is the (&dependent) cloud albedo to direct solar radiation; as is the 
surface albedo and is the diffuse albedo. The derivation of the above equation includes multiple (diffuse) 
reflections between the cloud and the surface. The effects of Rayleigh scattering neglected. Following 
Plattls, for the sake of simplicity, we neglect other atmospheric constituents (e.  g . ,  aerosols) affecting the 
reflectivity. Note that according to the careful error analysis presented by Platnick and VaIero1*. other types 
of relatively large errors inherent in similar bispectral retrieval methods make this simplification justified. The 
absorption emittance is given as]? 

where the g factor is the ratio of visible optical depth to the IR absorption optical depth. For water clouds and 
for boundary layer clouds in particular, the value of g -2.515~2~. There are more unknowns than equations, 
but we can use the fact that the ac and E quantities are linked through the basic scattering and absorption 
properties of the cloud particles. We adopted the Plattls computations of the a~ vs. &e) as well as the E vs. 
ad relationships ("look-up tables" for various 8 values). We assumed a fixed Lambertian open ocean albedo 
of 0.06, following Refs. 18 and 21. 

We have also added a "water vapor correction scheme", which, over oceans provides an estimate of 
the CWV as well as SST, using both far IR window channels of the GOES imager. For the former we use 
the Stephens22 formula, which provides CWV as a function of SST. It has been shown to be quite accurate 
over most oceanic area&. Jackson and Stephens24 further investigated this SST-CWV correlation, and has 
found that over the MSC regions even the local correlations are high. For the latter, we adopted the 2channel 
CPSST algorithm25, because of the similarity of the AVHRR and GOES-8 1 1  ym and 12 pm IR window 
channels. Since water vapor is the most important absorber over the tropicaVsubtropical oceans in this 
spectral region26, SST is expected to be determined rather accurately even for areas covered overwhelmingly 
by PCPs. In summary, simultaneous SST, water vapor column amount and cloud properties could be 
retrieved, and even if absolute SSTs (or cloud optical properties) may not be attained with operational quality, 
the variability of these climatically important parameters as well as their interdependency could be well 
explored. 

During the actual first-pass analysis procedure, we perform trispectral [visible & split window 
channels] daytime-, as well as bispectral [split window channels] nighttime-analyses and create summary 
diagnostics on regional {-25Okm X 250km) scales for the second-pass analyses. The Split Window 
Channels allow for SST and CWV retrievals over the full diurnal cycle. According to recent studies4?l l ,  the 
IR-only cloud fractions are biased due to commonly occurring MSC semitransparency. Furthermore, our BS 
method can provide MSC emissivity values only at daytime. In order to assess the full diurnal cycle of these 
Parameters, we correct the IR-only cloud fractions, and also compute nighttime emissivities based on the BS 
analyses. This is achieved by performing linear regressions between bispectral and IR-only MSC cloud 
fractions as well as between MSC emissivities and IR-only cloud fractions on the regional scale for each 
month. The scatterplots on Fig. 4 show typical examples. 

The correlation coefficients are particularly high for the BS versus IR-only cloud fraction regressions, 
whilst they are somewhat lower for the emissivity versus IR-only cloud fractions. These regression 
coefficients are then used to obtain the full diurnal cycle of MSC (bispectrally-corrected) fraction and IR 
emissivity. 
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Figure 4: Linear regressions for determining the full diurnal cycle of fractional cloud 
cover and emissivity for February, 1996 (off-Peru/Chile Lower Region) 

It is interesting note that the rather high correlations between regional scale MSC cloud fractions and 
emissivities obtained by us as well as by Luo et d.11 seem to contradict the Harshvardhan et ~ 1 . 1 ~  finding that 
there is practically no correction between MSC cloud fraction and optical thickness. The latter finding appears 
to be unexpected in view of their direct relationship [see Eq. (4)J on the pixel scale. Thus, to clarify the 
picture, we also correlated the regional scale cloud fraction with optical thickness; there were no appreciable 
correlations in any month (most of the correlation coefficients were under 0.15, the largest being 0.28). 

Apparently, most of the pixel scale optical thickness variability occurs in the emissivity regime where 
it changes little even for large optical depth variations, due to the strong non-linearity of Eq. (4). 
Consequently, the regional scale average (over thousands of pixels) optical depth will loose correlation with 
emissivity, thus with cloud fraction, i. e., all of the studies are right. 

4. RESULTS 

Since we are focusing only on MSC, no frames with middle- and high-level cloud 'contamination' 
were considered. MSC was allowed to have cloud tops up to 3 km (assuming a standard, 6.5 Wkm lapse 
rate) in this study. Overall, about 35% of frames had to be discarded due to this selection criterion, and this 
number was highly variable depending on location and season. For example, almost 70% of off-CNBaja 
frames had to be omitted in the winter. Although, for the sake of preliminary intercomparisons, we will 
present monthly and/or seasonal analysis results, due to the essentially uncalibrated nature of the GOES-8 
visible channel, our emphasis will be on the diurnal variability of MSC properties. Fig. 5 illustrates the 
typical summertime daytime behavior of MSC off the South-American coast: near sunrise the MSC reflectivity 
and fractional cloud cover are at maximum; as the solar insolation increases the reflectivity around the "bright 
spots" (areas of substantial boundary layer cumulus convection) decreases, and near sunset even the areas of 
thin stratocumulus (areas between the bright spots) break up, leading to a substantial fractional cloud cover 
decrease. Similar behavior was described, for example, by Klein et u Z . , ~ ~  and Rozendaal et uf.28, consistent 
with the control of the diurnal cloud cover cycle by the diurnal cycle of solar insolation [e.  8.. Turton and 
Nicholls*9]. Conversely, less diurnal variability can be seen on similar image series (not shown) in the off 
CNBaja MSC at the same time (i. e., in winter). These observations are quantitatively illustrated in Figs. 6- 
10, depicting the full diurnal cycle of cloud fraction, cloud emissivity, and cloud top temperatures. 

The Figures clearly underline the significant role of diurnal solar radiation forcing in the MSC diurnal 
development-dissipation cycle. For example the off-CNBaja regions exhibit significantly less diurnal 
variability, apparently due to the smaller Northern Hemispheric insolation for the period analyzed so far. 
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Figure 6: Off CA/Baja Diurnal Cloud Temperature Variability 
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Figure 7: Off CAIBaja Diurnal Cloud Fraction Variability 
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Figure 8: Off PerdChile Diurnal Cloud Temperature Variability 
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Figure 10: Off PerdChile Diurnal Cloud Emissivity Variability 

5. DISCUSSION 

Semitransparency of MSC is relevant to warrant correction of the IR-only fractional cover; the average 
SCM correction was found to be 0.155 for March-July 19851 1. However, we find that the TT cloud fraction 
has to be corrected only by 0.04 for same area (only for March-May 96 for now). 

For the above-mentioned two periods, our MSC emissivities as well as daytimehighttime emissivity 
contrasts are quite consistent with the Luo et al.11 results; theirs varies between 0.70-0.76 for March-July, 
1985, whilst our range is E0.67-0.731 for March-May, 1996. Our average cloud fraction is 0.56 with a 
substantial, 0.26 daily amplitude, whist theirs is 0.61 with only a 0.03 nighvday contrast. Furthermore, LUO 
et al.11 finds a negligible dayhight cloud top temperature difference, whilst our diurnal amplitude is -2.5 K. 
Note that the Minnis and Harrison30 GOES-East based cloud fraction as well as cloud top temperature diurnal 
amplitudes (w.30 and -2.4 K, respectively) are fully consistent with our results. 

Thus the inadequacy ofpolar orbiters to assess the substantial diurnal variability of the climatically 
important MSC is quite apparent; improved geostationary platforms appear to be an absolute necessity even in 
the EOS satellite era. 
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Preliminary intercomparisons regarding MSC cloud fraction, emissivity and cloud top temperature 
variabilities show a general agreement with previous satellite studies' * 929730931, as well as surface 
observations based analyses29932. Published cloud albedo assessments did not overlap temporally as yet with 
our analyses. Note that our retrieved SSTs are in much better agreement with observations than that obtained 
using TH methods. For example, the Minnis et a1.33 SSTs for the off PeruKhile Upper Region are 4-9 K 
less than the corresponding climatological SSTs, whilst our retrievals are within 1 K. Not surprisingly the 
CWV values are in good agreement with the 0bservations2~ as well. A comprehensive evaluation of the SST 
and CWV products will be carried out after a full year worth of data will be analyzed. 

In the near future, first of all, we plan to complete a full year's worth of analyses, and compare the 
results with previous works in a more consistent manner. We also plan to further assess the variability of 
MSC characteristics as well as their relationships over the diurnal and seasonal cycles. Next, we will look for 
relationships over the seasonal cycle of MSC properties and SST as well as CWV and/or between their 
anomalies (after subtracting the seasonal cycle). For example, following Tselioudis and R O S S O W ~ ~ ,  we will 
correlate variations of MSC optical depth to cloud top temperature, once a full year's worth of analyses were 
completed. Finally, we plan to evaluate, how our results may improve MSC-regime parameterizations in 
numerical models. 
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High performance animation of GOES weather images 

Fritz Hasler, Dennis Chesters, Marit Jentoft-Nilsen, Kannappan Palaniappan 

Laboratory for Atmospheres, NASA-GSFC, Greenbelt, MD 2077 1 

ABSTRACT 

Geostationary orbit provides a wonderful viewpoint for collecting movies of meteorological processes. 
Because GOES-8 images are large and frequent, high-performance workstations and user-friendly 
software are required to review the current pools of GOES weather imagery at full resolution. 

During the post-launch checkouts, the GOES-8 and GOES-9 satellites were exercised in rapid-scan 
imaging modes that challenge most display systems. At NASA-GSFC, the Interactive Imaging Spread 
Sheet (IISS) softwarehardware was used to roam and zoom through gigabytes of GOES image data 
collected in 1994-95. We use the IISS to examine exciting meteorological features within the hurricanes 
of 1995 and during typical episodes of severe weather that occur somewhere over the United States every 
day. 

The IISS demonstration shows how weather forecasters couId make good use of the full resolution and 
depth of GOES-8 imagery, adapting to the meteorological event as it develops, especially when 
synchronized with corresponding weather radar. 

Keywords: image, weather, animation, GOES 

1. INTRODUCTION 

At NASA-GSFC, the Interactive Imaging Spread Sheet (IISS)’ softwarehardware tool is heavily used for 
examination of GOES-8 and GOES-9 data during post-launch checkouts. The IISS is able to pan and 
zoom through 400 Mbytes of in-core images, loading a megapixel of full color images to the monitor and 
to S-video output at video rates (30 frames per second). Not only single frames can be roamed, zoomed 
and animated, but different channels in separate cells can be grouped together and examined in a 
coordinated, interactive session. For full use of the 10-bit precision in the GOES Imager data, the IISS 
software was enhanced to operate on 16-bit integers. 

Because animations cannot be printed, this manuscript will just present a few still examples of the 
animations presented at the conference. Miniaturized versions of some animations are available on the 
Internet2 as Quicktime andor MPEG movies. 
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2. IISS EXAMPLE 

Figure 1 shows a GOES session on the IISS, simultaneously probing the relative values of GOES-8 and 
GOES-9 pictures of Hurricane Luis in side-by-side stereo, and top-to-bottom zooms. 

Figure 1: The IISS being used to examine simultaneous views of a hurricane. 
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3. ANIMATION EXAMPLE 

Figure 2 shows a close-up view of southern Florida during a day of 1-minute interval imagery over the 
southeastern United States during a GOES-9 performance test by NASA. The IISS was used to roam 
and zoom across a field of 3000x2000 pixels, finding many other storms of local interest. Such 
interactive power and flexibility is readily available with today's workstations. 

Figure 2: One frame from an animation of 1-minute interval GOES-9 scans over Florida. 

In order to make these animations as smooth and pleasant as possible, bad scanlines were removed, and 
enhancements were applied that bring the dynamic range of the original GOES Imager data into the more 
limited human bandwidth' . 
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4. SUMMARY 

High performance animation of large volumes of high precision GOES images is now relatively easy and 
affordable using modern hardware and software packages like the Interactive Imaging Spread Sheet 
(IISS). The IISS was useful in discovering and displaying the progress in GOES Image Navigation and 
Registration (INR) during the post-launch checkouts. During the very busy 1995 hurricane season, the 
IISS was used to animate each day’s activity and pipe the animations directly to NASA Select TV, where 
they were occasionally picked up and used by the national TV broadcast networks. 

NOAA’s National Weather Service (NWS) field offices could be empowered with similar animation 
engines to combine imagery from two GOES satellites with digital radar and investigate it all interactively, 
as the weather develops. 
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IMPACT OF THE NEW GENERATION GOES ON THE 
DETERMINATION OF SEA SURFACE TEMPERATURE 

Xiangqian Wu, W. Paul Menzel, and William L. Smith 
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Abstract 

The new generation GOES, with significantly higher spatial resolution and signal to 
noise ratio than its predecessors for the split window channel, makes it feasible for the first time 
to derive SST from a geostationary platform. The GOES data are well calibrated and navigated. 
The temporal information from GOES can be used to identify residual cloud contamination and 
detect diurnal variation of SST. All these features are valuable asset for monitoring the earth 
environment from space. 

Key words: Sea surface temperature; GOES; Cloud identification 

1. INTRODUCTION 

The new generation Geostationary Operational 
Environmental Satellite (GOES) represents major 
improvements in our capability of monitoring the 
earth's environment. This paper examines the impact 
of sampling characteristics of new generation GOES 
imager on the determination of sea surface 
temperature (SST), in comparison with the SST 
derived from the Advanced Very High Resolution 
Radiometer (AVHRR) onboard the National Oceanic 
and Atmospheric Administration's (NOM) Polar 
Orbiting Environmental Satellite (POES). 

With few exceptions, most of the satellite data 
used in this paper are collected by GOES-9 Imager 
over the area of (0-20°N, 17O-18O0W), from 19 March 
to 15 April 1996. The SST retrieval scheme is based 
on the "split window" principle (McMillin 1975): 

SST = T,(4) + a + b[Tb(4)-T,(5)] (1) 

The coefficient, a = -1.701 1 and b = 2.5860, are based 
on the regression of the surface temperatures from a 
selection of profiles against the computed GOES-9 
radiance using those profiles. All the 110 profiles 
selected for regression have surface temperature 
above 290OK and 1 oK<T,(4)-T,(5)<5°K, the satellite 
view angle is set to 45' in computing GOES-9 
radiance. In other words, the regression was specially 
tailored for GOES-9 viewing the area at the time. 

Though not constructed for general applications, Eq. 
(1) is representative of the operational AVHRR SST 
algorithm and suffices in our study of the sampling 
characteristics and its effect on the SST retrieval. 

2. ADVANTAGES OF GOES SST 

As far as the SST retrieval is concerned, the most 
important improvement of GOES-8/9, in comparison 
with previous GOES, is the much enhanced (about 28 
times) signal to noise ratio (S/N) for the split window 
channel (12 micron). Its horizontal resolution has been 
reduced from 14 km to 4 km, yet the S / N  is reduced 
from 0.7'K to 0.3"K. This is significant not only 
because one can determine SST more precise with 
higher spatial resolution, one also has a better chance 
of finding cloud free pixels. SST retrieval with 
infrared radiometry is to a large extent at the mercy of 
cloud. With a field of view (FOV) of 14 km, SST 
retrieval is only possible when and where cloud free 
region of 14 km or larger exists, which can be a 
serious restriction in many parts of the world. The 
new generation GOES relaxes this restriction such that 
it is now comparable to the AVHRR at the Global 
Area Coverage (GAC) resolution. In this regard, SST 
retrieval from GOES is practically feasible only with 
the advent of new generation GOES. 

The GOES Imager is well calibrated and 
navigated, as has been documented elsewhere. Figure 
1 is an example of GOES calibration accuracy. During 
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a calibration exercise on January 16, 1996, a High- 
resolution Interferometer Sounder (HIS) flew on a 
research aircraft at the altitude of 20 km over the Gulf 
of Mexico, under the surveillance of GOES-8. The 
high spectral resolution HIS data, which is calibrated 
to within 0. 1"K, is convoluted to GOES brightness 
temperatures. Figure 1 shows a comparison of the 
colocated HIS and GOES brightness temperatures for 
GOES Imager Channel 4. The early part of the flight 
was over an area of varying SST with gradient as 
large as 2"K/km. Because of difference in FOV, the 
colocation between the two instruments is not exact, 
which caused large difference during the early part of 
the flight. In the later part of the flight (16:30 UTC 
and thereafter), the SST was much more homogeneous 
and the colocation error should be of secondary 
importance. Figure 1 shows that during this period of 
time the difference between HIS and GOES was less 
than 0.5"K in general. 

As the quality of the GOES Imager data for SST 
retrieval is approaching to the standard of AVHRR 
SST, their quantity remains an order of magnitude 
more than POES can offer, albeit only for limited 
spatial coverage. As to be detailed later in this paper, 
this provides new opportunities to enhance satellite 
monitoring of SST. An obvious advantage of GOES 
SST is its ability to monitor the diurnal variation of 
SST. Our knowledge in this field is very limited at the 
present time; new information should be highly 
valuable. Another opportunity to improve SST 
retrieval with GOES measurements comes from the 
better handling of cloud by GOES, which is realized 
in two ways. Firstly, the temporal information 
available from GOES helps to identify pixels with 
residual cloud contamination that can be difficult for 
AVHRR to detect. Secondly, because of the complete 
temporal coverage by GOES, an area is more likely to 
be observed as cloud moves away, thus provide a 
more complete monitoring of SST. 

3. COREGISTRATION ERROR 

Figure 2 shows a 2-dimensional histograms 
composited from 24 hourly GOES-9 images on 29 
April 1996 in western tropical Pacific (0-20"N, 100- 
1 1 O'W). The abscissa is 1 1 ,um brightness temperature 
difference between the pixel and its neighboring 
pixels [VTb(4)]; the eight panels represent the eight 
directions. The coordinate is 11 ,um and 12 ,urn 
brightness temperature difference [Tb(4)-Tb(5)] for a 
pixel. Shading represents, in logarithmic scale, 
number of pixels for a category of temperature 
differences in space and in spectrum: the outer-most 

shading represents 1-1 0 pixels, the next 11-100 pixels, 
..., and the center-most shading represents more than 
100,000 pixels. Thus, for example, the dark shading 
corresponding to (30,-4) in the upper central panel 
indicates that there are between one to ten pixels, out 
of the 24 images (about 4 million pixels), for which 
Tb(4)-Tb(5) = -4'K and the Tb(4) of the pixel to its 
north is 30'K cooler (e.g., cloud to the north). 

For the majority of the pixels (the light spot in the 
center that represents about 90% of all pixels), spatial 
temperature gradient VTb(4) is small (near zero) and 
spectral temperature gradient Tb(4)-Tb(5) is in the 
range of I to 5°K. This is expected, considering the 
abundance of water vapor in the region and its 
differential absorption for the two channels. The 
interesting part is the orientation of the "ellipsoids" of 
relatively rare occurrence, which suggests certain 
dependence of the spectral brightness temperature 
gradient, Tb(4)-T,(5), on the spatial brightness 
temperature gradient in the north-south direction. One 
observes that Tb(4)-Tb(5) for a pixel can be very 
negative if the pixel to its north is much cooler; Tb(4)- 
Tb(5) for a pixel is always positive if the pixel to its 
north is sufficiently warmer. 

This dependence of Tb(4)-Tb(5) on VTb(4) is 
common for GOES-9. Examination of all the GOES-9 
data outlined in Section I shows that patterns similar 
to those in Fig. 2 persists in every day. On the other 
hand, GOES-8 data do not display such behavior. 
Figure 3 is the equivalent to Fig. 2 but with GOES-8 
data. Patterns in Fig. 3 are quite different from those 
in Figure 2. In the east-west direction (middle panels 
of Figs. 2 & 3), the sampled temperature gradient 
VTb(4) is notably smaller; the dependence of Tb(4)- 
Tb(5) on temperature gradient is very weak (slightly 
stronger in some other days). These may be due to the 
oversampling in the east-west direction. 

It is hypothesized that the dependence of Tb(4)- 
Tb(5) on VTb(4) stems from the coregistration error of 
GOES Imager, which is exaggerated in Fig. 4. This 
error is less than 1 km (Menzel and Purdom 1994), or 
a quarter of a pixel, however it may produce Tb(4)- 
Tb(5) of 1'K or larger where VTb(4) is 4"Wpixel or 
larger. Although VTb(4) of such magnitude is 
infrequent (on the order of 1 % in the example shown), 
its effect must be properly accounted for. 

Details of the nature, cause, and effects of spatial 
gradients of GOES-8/9 brightness temperatures on 
their spectral gradient is a subject of further studies, 
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particularly in collaboration with the study of 
Tb(4)<Tb(5) that is possibly caused by convection 
dynamics and cloud microphysics (Moeller et a1 
1996). Our preliminary conclusion is that the 
coregistration error of GOES-9 Imager Channel 4 and 
5 may result in systematic difference of the brightness 
temperatures measured by these two channels. As a 
precaution, data were discarded in this study where 
VTb(4) is large. 

Figure 4: Illustration of coregistration error between 
channels 

4. CLOUD CLEARING 

Cloud clearing is a procedure by which 
potentially cloud contaminated pixels are identified 
and prevented from entering the data stream that 
generates the final SST product. This is done after the 
is quality control procedure, in which pixels with: 

Tb(4) > 310'K, 

Tb(4)-Tb(5) > 6"K, and 
0 VTb(4) > 6'Wpixel 

Tb(4)-Tb(5) C O'K, 

are eliminated. The first three criteria are based on 
observational and theoretical evidences; the last one is 
based on the observations presented in the previous 
section. Some of these criteria may be more stringent 
than necessary, but one can afford that with the 
abundance of GOES data. Collectively, they count for 
about 1 % of total data. 

The ensuing procedure of cloud clearing is based 
on the premises that: (1) Sea surface freezes at certain 
temperature; (2) Sea surface is warmer than cloud top. 
Consequently, a pixel is deemed cloud contaminated, 
and removed from further processing, if it possesses 
one of the following properties: 

Tb(4) C 270°K 
Tb(4) is cooler (<0.3'K) than any one of its 
neighbors (3-by-3 pixels) 
SST is cooler (<l"K) than any one of its 
neighbors in space (3-by-3 pixels) and in time (il 
hour) 
SST is cooler ( W K )  than the past (5 days) 
maximum 

Test 1 is based on the fact that sea water freezes at 
270.5"K; it eliminated -40% of pixels. Test 2 makes 
sure that no neighbors is 3 0  warmer, noting that S/N 
for T,,(4) is 0.1'K. It is desirable in theory to enlarge 
the searching area, but in practice the 3-by-3 
searching area performs satisfactorily and using a 
larger searching area slows down the processing 
significantly. Test 2 detects another 45% pixels that 
are possibly contaminated by cloud. Note that this is 
different from the test of "looking for hot spot", which 
admits only pixels warmer than its neighbors. That 
test tends to exclude truly cloud free pixels in a large 
homogeneous region and retains only pixels near 
cloud edge. 

The first two tests can be applied to "snap-shot" 
data like those from AVHRR. The next two tests are 
applicable only to data with temporal information, 
such as those from GOES. They are designed to deal 
with the problem where all pixels in an area are 
partially contaminated by cloud (or by clouds of sub- 
FOV scale), but the pixel in consideration happens to 
be less contaminated and thus passes the first two 
tests. Test 3 assures that the pixel in consideration is 
not cold not only in space but also in time. Pixels with 
partial cloud contamination will be caught by this test 
as long as the partial contamination is not overly 
persistent. Because temperature comparison is made 
in time as well, water vapor variation may cause 
variation in Tb(4), therefore the comparison is made of 
the retrieved SST that should be independent of water 
vapor variation. However, since both T&4) and Tb(5) 
are used to produce SST and the S / N  for Tb(5) is 
0.3OK, the precision of SST is about d(O.l2+0.3'), 
assuming independence between Tb(4) and Tb(5) 
errors. This leads to 30 z l0K, as used in Test 3. The 
time window of f l  hour is again a compromise 
between effectiveness and efficiency. This test filters 
out another 10% of pixels. 

Among the remaining 6% pixels there are 
unfortunately still a few pixels (-0.2%) that are 
possibly contaminated by cloud. As a final resource, 
Test 4 requires that all SST at a position is no more 
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than 5°K cooler than its past 5-day maximum. To 
prevent an erroneous maximum from rejecting all 
good SSTs, the 5-day maximum for a pixel is actually 
the average of its neighboring 3-by-3 pixels. The 
threshold values of 5'K and 5 days are somehow 
arbitrary and are subject to further revision. The 
motivation is that the time criterion should be long 
enough to ensure the existence of a valid maximum 
but as short as could be to avoid true SST variation in 
time. Although Test 4 affects only a small number of 
pixels, its impact can be significant. 

Figure 5 is a plot, as a function of latitude, of 
monthly mean SST along 170"W. The lower, middle, 
and upper curves are results at the end of cloud 
clearing test 2. 3, and 4, respectively. It can be seen 
that more stringent cloud clearing increases the 
monthly mean SST by 1-2OK. The impact of Test 3 is 
larger and more uniform throughout all latitudes; the 
impact of Test 4 is generally small but is noticeable in 
the latitudes where the InterTropical Convergence 
Zone (ITCZ) was active at the time (5-13"N). In 
addition, results at the end of Test 2 & 3 both show a 
relative minimum at 11-12"N, which was eliminated 
by Test 4. Figure 6 shows the spatial distribution of 
SST with various cloud clearing methods. 

5. DIURNAL VAIUATION OF SST 

It is important to remember that the GOES SST 
has complete temporal coverage over the course of a 
day with high resolution (up to every half hour). This 
enables one to study the diurnal variation of SST. 
Figure 7 displays the average SST for a particular 
time of day and location throughout a 28-days period. 
In addition to the relatively large SST variation for 
certain time of the day along a latitude (variation 
along the vertical direction), one also notes relatively 
small SST variation with time of the day at any 
latitude (variation along the horizontal direction). This 
variation, on the order of 0.5"K, is the signature of 
mean SST diurnal variation. Ship data (Figure 8) 
confirms that the sea surface skin temperature, which 
is what most infrared radiometers measures, responds 
much stronger than the subsurface sea water 
temperature to surface processes such as solar 
insulation, surface wind, and precipitation. 

The ability of monitoring the diurnal variation of 
SST has not been widely available previously, 
particularly from space. It affords the opportunity to 
diagnose possible bias in the AVHKK SST due to its 
limitation in sampling. For the most part in the past 
two decades, the 5-channel AVHRK instrument that 

was used for SST derivation was placed on the 
afternoon POES only, whose orbits (and thus the local 
overpass times) drifted significantly over the years. 
For areas where SST experiences consistent and 
considerable diurnal variations, this orbit drift may 
induce artificial trend, which may be detected by 
GOES SST. Diurnal variation of SST also has 
important apnlications in, for instance, studies of 
coastal processes. 

6. CONCLUSION 

The new generation GOES makes it feasible for 
the first time to derive SST from a geostationary 
platform. The GOES data are well calibrated and 
navigated. The spatial resolution and signal to noise 
ratio of GOES Imager is comparable to AVHRR at 
GAC resolution. The abundance of GOES data affords 
better handling of cloud: on one hand it helps to 
identify the presence of cloud in a pixel, thus to 
improve the quality of SST; on the other hand it can 
"wait". for cloud to move away to observe the area. 
The GOES SST also has complete temporal coverage 
with high resolution, with which it is possible for one 
to monitor the diurnal variation of SST. All these 
features are valuable asset for monitoring the earth 
environment from space. 
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ABSTRACT 

A method has been developed to derive both height and motion from satellite images using a purely 
geometrical technique. This is a combination of using stereo to measure height by viewing cloud from 
two view point and using several images in time to measure motion of clouds. The method requires that 
the cloud be viewed from two or more different perspectives with at least two of the views being at 
different times. With the new method time coincidence is a disadvantage, and higher accuracy is 
obtained when all views are at different times. For height verification, improvements have been made in 
the cloud height by shadow method. Accuracies of better than 1 km height and 0.5 d s e c  are typical of 
the results. 

Keywords: satellite winds, stereo heights, cloud heights, cloud winds, geosynchronous satellite, winds. 

1. INTRODUCTION 

As pointed out in the February 20-2 1, 1992 Workshop on Cloud Motion Winds (Purdom and Dill, 
1993), the need exists to improve the accuracy and number of cloud motion winds, globally in coverage 
and eventually mesoscale in resolution. This need continued to be stressed almost two years later at the 
Second International Wind Workshop that was held in Tokyo from 13- 15 December, 1993. Today many 
of the major problems remain at operational wind production centers. Foremost is assigning an accurate 
height for the tracer in question. At the last winds conference, Purdom and Dills (1 993) presented a 
framework for deriving highly accurate cloud heights using a method they termed "time adjusted stereo." 
Since that initial work, research at CIRA has developed an improved method which allows for the 
determination of both cloud height and velocity simultaneously. The new method is a least squares fit 
for the position of the cloud as a function of time from many observations. The method requires that the 
cloud be viewed from two or more different perspectives with at least two of the views being at different 
times. With the new method time coincidence proves to be a disadvantage, with higher accuracy 
obtained when all views are at different times. In addition, accuracy is improved as the number of 
observations of the cloud increases (either from multiple satellites, or more views from a single satellite 
at other times). 

Using internal consistency and comparison between nearby clouds, accuracies can be estimated. With 1 
km resolution visible imagery, cloud motions remain very accurate (to within 0.5 d s )  while cloud 
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height accuracies of better than 1 km are being realized. For height verification, improvements have 
been made in the cloud height by shadow method to give an independent verification method. 

This paper addresses improvements in cloud motion accuracy, both velocity and height which have been 
major culprits inhibiting progress in wind improvement. After the methodology is presented, the 
accuracy factors will be discussed and results will be shown. 

2.0. REVIEW OF PAST CLOUD HEIGHT ASSIGNMENT 

2.1 Infrared based techniques 

From satellites, both high resolution visible and infiared imagery are used for the tracking of clouds, 
while infrared imagery is used for cloud height assignment. Two major problems encountered when 
using infrared imagery for cloud height assignment are: 1) cloud emissivity; and, 2) knowledge of the 
lapse rate to which the cloud's temperature will be matched. A technique known as CO, slicing that uses 
multi-spectral aspects of GOES-VAS was developed to aid in cloud height assignment. That technique 
eliminates some of the uncertainties due to cirrus emissivity, however, the problem of a representative 
lapse rate in the vicinity of the cloud remains. In addition, CO, slicing is not be possible with the new 
GOES series of spacecraft since one of the needed channels is not included on those spacecraft's 
imagers. Instead, a technique that is not as accurate as CO, slicing will be employed: water vapor 
slicing. 

2.2 Geometric techniques 

Since geometry does not rely on cloud properties, that methodology may be preferable for use in 
deriving cloud heights. Recognizing the problem encountered using infrared imagery for cloud height 
assignment stereographic techniques were developed to very accurately determine cloud heights using 
imagery from two geostationary satellites. Early stereo techniques provided accurate cloud height 
assignment, however, there was a requirement for the satellites to observe the cloud at the same time or 
height errors would be introduced due to the cloud's motion. For instance for a 10 d s e c  speed, the 
cloud will move one GOES pixel in one minute leading to height errors of similar size. The requirement 
for time synchronous viewing was eliminated with "time adjusted stereo," however, that technique 
required the cloud velocity be very well known. In addition, time adjusted stereo was a two step 
process, and (as with normal stereo) accuracy was not improved with multiple observations. 

A geometrically based technique that overcomes the requirement for two satellites the calculation of 
cloud height using shadows (Purdom and Dills,l993). That technique is limited to daytime and 
performs best early or late in the day when the satellite , cloud shadow perspective is optimized (long 
shadows). 

2.3 Stereo errors from different platforms. 

A initial study of the accuracy of stereo height estimation from different view points was prepared. This 
considered different satellite view points and resolutions. Figure 1 shows the height errors from 
observation from the current GOES 8 and 9 satellite view points (75 O West and 135" West). These were 
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estimated by adding random errors to the a set of reference view angles. Then the root mean square 
deviation of the resulting height 

heiqht errors (m} random pixel error view < 85 
80 

60 

40  

20 

0 

- 180 -120 - 60 

sots at - 135. -75. levels 25.0000 
error Y km 0.57 0.57 
error y [km] 1.00 1.00 

Figure 1 Pure stereo errors from GOES at 75 O West and 135' West. The geometric height errors are very uniform across the 
area seen by both satellites. 

analysis relative to the reference heights represents the uncertainty of the heights. Errors were added 
with Gausian random noise with variance of 1 pixel (t .57 km East West or 1 km North South for 
GOES). 
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height errors (m) rondom pixel error view < 85 
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40 

20 

0 
- 100 - 120 -EO 

sots at  -100, -60.-140. levels 100.000 
error Y km 0.57 0.57 0.57 
error y [km] 1.00 1.00 1.00 

Figure 2. Pure stereo errors from GOES at 60" West and 140" West and 100" West. In the central region, errors are reduced 
because the redundant observations average out some of the noise. To the west and east, useful results are still obtained with 
just two measurements. This situation is proposed when the U.S. has 3 GOES operational 

Figures 2 and 3 show that improvements occur with the introduction of a third satellite. Good results can 
be obtained with the mixture of Polar and Geosynchronous satellites. This last idea has been very 
difficult to implement until now because simpler algorithms require simultaneity. Finally some useful 
results can be obtained by mixing GOES and METEOSAT with its lower spatial resolution (figure 4). 
Small errors like these are possible with the mixed heighuwind estimation discussed below. 
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Figure 3 Pure stereo errors from GOES at 75" West and 135" West with one AVHRR 1 km resolution data (one orbit). The 
errors are reduced by the inclusion of more observations with three satellites in comparison to figure I .  
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Figure 4 Mixture of GOES and METEOSAT whose resolution is 2 km at best. The use of 2 km resolution data does provide 
useful results across the Atlantic. 

3.0 ASYNCHRONOUS STEREO HEIGHT AND MOTION ESTIMATION 

The essence of the method is a least squares fit to all observations minimizing the difference between the 
apparent position from the observing satellites and an ideal vector which moves in time. By assuming 
constant velocity many measurements over time can be combined to decrease random noise due to 
quantized pixel locations. 

Let R(t) represent the vector position of the cloud in time, t, then equation 1 represents the cloud 
position with a starting point R(O), a velocity V(0) and a acceleration, S :  

1 .  R(t) = R(0) + V(0) t + 1/2 S t2 

At first we considered the solution for constant velocity, but then we realized that a cloud would rise 
significantly over one hour for high winds (1 00 M o u r  > .7 km risehour). The acceleration term was 
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added to tip the wind into approximately horizontal motion. S is approximated by centripetal 
acceleration (V2/Rearth) pointing toward the center of the earth. This still allows the potential to 
measure vertical motion. 

For the angles of observation fiom a satellite, Rs, the apparent location, P(t), of the cloud is derived for a 
point on the Earth's geoid from standard navigation software. The true location is located on the line of 
sight between the satellite and the apparent location, equation 2. 

2. R(t) - RS = f (P(t) - Rs) 

The factor f is unknown and is different for every observation event. Rearranging this and recognizing 
that no measurement is perfect, eq. 3 represents the error vector between the ideal and the real 
measurement: 

3. E(t) = R(t) - RS - f (P(t) - RsJ 

By summing over many observations, a minimum of the C (E(t) . E(t)) provides an estimate of the 
initial position and initial velocity. The subscript has been added to the satellite view point because 
more than one viewpoint is needed to solve the equations. The smallest number of observations is two 
times from one view point and one observation from a different view point. As long as a single cloud 
facet can be identified, it is best not to have time coincidence between the two view points. This 
formalism is general enough to accommodate mixtures of Geosynchronous and Polar orbiter 
observations. 

3.1 Implementation 

Practically this has been implemented in the MCIDAS system using the operator to manually select a 
target cloud. Then a small region around the target is correlated to later images in a time loop to derive 
the sequence of P(t) observations relative to view point Rs, . The operator also selects a point near the 
cloud later in the time loop as a first guess for the cloud motion. The other geosynchronous image is 
remapped to the projection of the first and the target patch is correlated to it to find the best match cloud 
for the other satellite view. A small region around this matched location is correlated in a second time 
loop from the other satellite providing more P(t) observations relative to the second satellite Rs,. The 
manual operations might be eliminated in the future but it has been much more practical to deal with 
selected targets for algorithm development and testing. 

3.3 Example 1 : Cloud off Baja California 

For example we will discuss the detailed analysis procedure for a case from March 3, 1996 between 17 
and 18 Z with GOES 8 at 75" West and GOES 9 at 135" West. There was cirrus moving rapidly over 
the Baja California peninsula. Figures 5 a, b and c show the view of these clouds fiom GOES 8. 
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GOES 8 17:20 at the cloud GOES 9 17:19 at the cloud 

GOES 8 17:34 at the cloud GOES 9 17:35 at the cloud 

GOES 8 17:52 at the cloud GOES 9 17:49 at the cloud 

Remapped GOES 9 image into GOES 8 projection. 

Figure 5: March 3, 1996 clouds near Baja California, Mexico. a,b,c,d from GOES 8 view point and e,f and g from GOES 8 
view point. 

The operator selected the cloud (or surface point) in the first image in the sequence from the GOES 8 
view point (figure 5 a). Then a guess end point location was selected in last image in the loop (figure 5 
c). Correlations were performed for times b and c to improved the cloud location matches. Next the 
program searched the remapped image to find a match to the patch from the first time. This is the 
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essence of any stereo method, find the object from the two view points. Finally the object is tracked in 
the second time loop (figure e,f, and g). The + sign indicates the correlation center, the circles show the 
correlation region, the wind barb shows the estimated wind and the height is displayed in hectometers 
(1 00 meters). The number in brackets shows the error estimate obtained by random perturbations added 
to the pixel locations. Notice that the observation times at the clouds can be different by several minutes 
because of the different operational scan modes used with GOES (Menzel and Purdom, 1994). 

There are two wind and height estimates displayed, one for a cloud and the other for a surface point 
which should not move and should have 0.0 height (sea level): 

Cloud: u 23.9 +0.57m/s Surface u .38 +0.56 m / s  
v 11.1 T0.61 m / s  v .08 T0.61 m/s 
h 9986. T696.m - h -711. - T702.m 

To give a larger view of this example, Figure 6 shows many cloud height and winds estimated for a 500 
km region. 

Figure 6 ,  March 3, 1996 analysis, heights shown in hectometers. 

3.4 Example 2: Clouds over Texas with 1 minute sampling. 
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As a second example, one minute interval data was collected over Texas on May 23, 1996 Erom GOES 
8. The GOES 9 data transmitted data at a 7.5 minute interval. Figure 7 shows one image from that 
sequence with clouds at different heights. The numbers up and the right of the + are the cloud heights 
based upon the cloud's shadow. The lower numbers come from the composite analysis from 20 to 20:45 
2 with the asynchronous stereo height and motion analysis. The two height analyses generally agree on 
the cloud heights to .5 km accuracy. The shadow height estimate is less accurate because it involves the 
analysis on only one image and typically the edges of shadows are not distinct. 

In more detail, table 1 shows a list of the measurements which went into the asynchronous analysis. One 
can get an estimate of the cloud motion from each pair of images analyzed. The asynchronous analysis 
uses the times and apparent locations from all the times. 

GOES 8 observations, apparent locations and image to image winds. 
200458 * 3 1.245 
200602 3 1.257 
200706 3 1.268 
2008 10 3 1.279 
2009 13 3 1.290 
201017 3 1.302 
201 121 31.313' 
201225 3 1.325 
20 1909 3 1.369 
202558 3 1.426 
203236 * 31.471 
203558 3 1.493 
203701 3 1.504 
203805 31.516 
203909 3 1.527 
2040 13 3 1.527 
2041 17 3 1.527 
204220 3 1.538 
204324 3 1.549 
205036 * 3 1.606 
GOES 9 observations 

200421 * 3 1.242 
201219 31.304 
201948 * 3 1.366 
202439 31.391 
2034 19 3 1.466 
204218 * 31.517 
204947 3 1.567 
hr/min/sec latitude 
Final analysis 
u 12.3 +0.2 d s e c  
v 13.7 70.3 d s e c  
h 9838. - 491. m 

98.077 
' 98.067 

98.056 
98.046 
98.035 
98.032 
98.028 
98.025 
97.968 
97.9 15 
97.866 
97.838 
97.827 
97.8 16 
97.813 
97.806 
97.799 
97.795 
97.785 
97.718 

0. 
15.71 
I 5.72 
15.72 
15.96 
5.23 
5.23 
5.23 
13.27 
12.28 
11.77 
13.25 
15.93 
15.68 
5.22 
10.45 
10.45 
5.30 
15.67 
14.70 

0. 
19.54 
19.55 
19.55 
19.86 
20.00 
20.00 
20.01 
12.26 
15.33 
12.54 
12.29 
19.93 
19.63 
20.07 
-.44 
-.44 
20.40 
19.64 
14.42 

97.893 0. 0. 
97.841 10.24 14.33 
97.772 14.71 15.52 
97.740 10.27 9.66 
97.663 12.57 14.37 
97.609 10.77 1 1.66 
97.545 13.43 12.57 
-longitude u (mhec) v (dsec) 

13. to 15. d s e c  
14. to 16. d s e c  

Conventional wind estimate (first to last GOES 8 image) 

9.3 km shadow height estimate for the 200458 image. 

Table 1 : Detailed data on one particular cloud. 
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There is considerable fluctuation in the image to image wind estimate. These use the conventional 
method of estimating the motion: just difference the apparent position and divide by the time interval. 
The fluctuations occur because the time interval is very short and the cloud does not move very far. For 
a 5 d s e c  motions, the cloud will only move 300 meters in one minute or less than one GOES pixel. In 
the current version of the program, clouds centers are located at pixel centers. This introduces some 
round off error which might be reduced by an analysis of the shape of the correlation function used to 
measure the movement of the cloud. We are studying this problem now, especially in view of the 
applications with lower resolution data (IR). 

The conventional motion method can also be applied to the beginning and ending cloud giving a variety 
of results depending upon which facet of the cloud is tracked. In fact this particular cloud under goes 
some change in shape so there is some ambiguity in cloud motion or development. 

To look at the impact of numerous observations, just a few selected observations were extracted for the 
sequence of observations above. For just the 6 observations with a * in the table, the analysis gives: 

u 12.4 +0.4m/sec 
v 14.4 70.5 d s e c  
h 10473.7 - 664. m 

The biggest impact of the extra observations is to reduce the uncertainty of the result. The analysis with 
just 6 observations is useful. 
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Figure 7: May 23. 1996 GOES 8 image with cloud height estimated by shadow (upper right) and 
asynchronous stereo (lower right). Heights in hectometers (1 OOm). 

Example 3, Multiple cloud levels and motions 

This example shows a much more complex case with clouds which often did not last for 30 minutes. 
The shadow method lists the height of the cloud above the ground which is generally less that the cloud 
heights. But the height of the mountains are higher than the real mountains. Similarly the height of the 
fog is higher that the plains of Colorado by about 1 km. This is evidence that either GOES 8 or GOES 9 
had some navigation error. We plan to modify the analysis program to incorporate a ground reference 
point to remove this bias. The 4.2 km cloud height was assigned incorrectly because the cloud was not 
matched between the two view points. 
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Figure 8, Complex case for example 3. Heights in 100 of meters. 

4. VERIFICATION 

4.1 Internal or regional consistency 

Looking back at figure 6 ,  one sees two types of clouds and two groups of cloud heights: around 10 km 
and around 8 km. These are not grouped randomly, but are associated with the particular cloud type. 
Trying to derive cloud height for the cirrus cloud in the southern part of this image from IR data would 
be difficult because none of these clouds would completely file the 4 km IR field of view and also the 
emissivity of the clouds would be less than 1 .O. Finally he fact that the land height was near zero height 
verifies the analysis. 

4.2 Shadow heights 

Dills and Purdom (1 993) discussed a shadow height estimation method at the last winds conference. 
This method has been improved by selecting the shadow and allowing the computer to search for the 
cloud. Since the cloud edge is more distinct than the shadow, it is easier to find. This provides an 
independent geometrical cloud height to be used to verifL the results shown above. Distinct shadows are 

SPIE Vol. 28 12 / 107 



more diEficult to find than clouds so the multi-satellite cloud height methods is more widely applicable. 
Also the shadow method is less accurate at certain times of the day (near local noon). Still as shown in 
example 2 above shadows provide some usefbl results. 

4.3 Ground Truth 

A final opinion on the accuracy of our technique must await a comparison between a cloud and some 
ground based height measurement. There will be a special experiment over Oklahoma in June 1996, 
Cloud Layer Experiment (CLEX) sponsored by the Center for Geosciences at CSU. This will provide 
detailed cloud observations by airplanes and ground based measurements. The asynchronous stereo 
analysis will be carried out for comparison to these “ground truth” observations 

5.0 FACTORS AFFECTING ACCURACY 

The asynchronous algorithm now calculates height and motion together so improvements in one 
component generate improvements in the other component. 

5.1 Remapping and Registration 

Among the factors which affect the cloud height accuracy is precise remapping and registration between 
images. With the GOES 8 and 9 this is a smaller problem than older satellites, but can still be a 
significant. For special observation series like 5 minute or 1 minute sequences where clouds do not 
move very far between sequential images, and for slow moving clouds in 15 and 30 minute interval 
sequences, registration accuracy becomes more important. For special studies, adjustment of the 
navigation is fairly easy in the MCIDAS environment. For automated unsupervised estimates, poor 
navigation will cause larger problems. 

For cloud motion measurements, the cloud can be identified by hand or by a correlation technique. 
Similarly for the height estimate to work correctly, some method is needed to match a cloud feature 
between the different view points. Our current algorithm does this by remapping an image from one 
view point into the other and then correlating the selected cloud feature. Then the cloud feature is 
tracked automatically in the image sequences from both satellites (one or more times). This transfer is 
critical and systematic navigation errors will amplify the errors. 

Notice that the correlation between satellites is identical to the time coincident stereo method. But the 
information about the times of the two images is now included in the analysis. Inherent in all cloud 
tracking is the assumption that the cloud does not change it shape over the time interval of correlation. 
For clouds which change shape more rapidly than the observation interval, neither velocity or height 
would be accurate. This fact shows the advantage of rapid sequences of observations. 

There is a related problem, cloud motion and height can not be determined for horizontally 
homogeneous clouds like some cirrus or stratocumulus clouds. Ultimately geometry methods can only 
analyze cloud edges in contrast to the temperature lapse rate technique which assumes horizontal 
homogeneity and fails when there are many cloud edges. 
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5.2 Number of observations 

Improvements in cloud velocity and height accuracy occur with the new method with the inclusion of 
more observations of the same cloud facet. We have tested several cases with as many as 20 
observations (within a one hour period) to derive an initial height and velocity. Cloud continuity in time 
can be improved by frequent viewing. If a cloud is changing shape rapidly in time, it can still be tracked 
by successive pair correlations. Suppose one has a sequence of 4 images 5 minutes apart. the simplest 
correlation method compares 1 to 2, 1 to 3 1 to 4. but a better method would be to correlate 1 to 2. Then 
compare the best match location in 2 to 3 and similarly the best location in 3 to 4. This shows the 
advantage of frequent viewing, 1 or 5 minute observations allow many more targets to be tracked than 
15 minute or 30 minute interval observations. This will happen either because the target cloud changes 
shape or gets lost in a field of many similar clouds. 

By providing many measurements in time, it is easier to maintain cloud continuity in situations with 
many similar small clouds. Yeisley (1 996) discussed this for several case studies which showed the 
advantage of 5 minute interval observations for tracking low level scattered cumulus. He also pointed 
out that cloud lifetimes limit the number of cloud candidates for observation frequencies longer than 15 
minutes. 

5.3 Is cloud motion wind? 

The motion of the correlation center may or may not represent the wind, but it can still be used to 
measure height. For instance wave cloud height can be measured even though the cloud motion does not 
represent the wind. The problem of connecting cloud motion to wind has been discussed extensively at 
this workshop by others, and is beyond the scope of this study. 

5.4 Resolution 

Estimation of the height of clouds and their motions depends fimdamentally on how well a cloud patch 
can be aligned with one later in time (or fiom the other view point). This is limited to zero order by the 
pixel resolution of the images. By matching extended patches it may be possible to estimate subpixel 
scale latitude longitude differences in the position of the patches by careful examination of the shape of 
the correlation function in space. This would especially be needed for the analysis of IR data which at 
best has resolution of 4 km from current geosynchronous platforms. Mixing different resolutions 
appears possible and the simulation study results shown in figure 4 show promise that 2 and 1 km 
resolution data can be used together. 

6.0 GOES OPERATIONAL ISSUES. 

Many new opportunities exist with the GOES 8 and 9 satellites because of the diverse observation 
schedule. Generally the western continental U.S. is sampled every 15 minutes from both view points. 
Thus given a typical 30 minute cloud life time, 6 or more observations can be incorporated into one 
height wind analysis. For servere weather events, observations from 1 to 5 minute interval is routinely 
available. Precise navigation is a continuing problem, but is being improved by NESDIS. The 
possibility of a third GOES satellite next year makes the opportunities for short interval multiple 
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measurements even more wide spread. Routine observations from 3 geosynchronous satellites will 
improve the precision of the winds and heights. 

7.0 CONCLUSIONS 

Asynchronous stereo and motion analysis uses stereographic techniques, but does not require time 
synchronization between the different satellite images. Also the inclusion of many measurements 
improves the accuracy of the height and the motion. It is hoped that asynchronous stereo and motion 
analysis will replace temperature dependent methods with geometric calculations where the opportunity 
exists, and help refine temperature dependent methods in other situations. Cloud optical properties like 
emissivity could also be derived from the temperature lapse rate analysis given the geometric height of 
the cloud. 
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ABSTRACT 

A major problem with multi-spectral satellite imagery is that images in many of the spectral channels (or bands) contain 
redundant information about the atmosphere. By using Principal Component (PC) analysis to transform multi-channel satellite images, 
this information redundancy can be reduced. PC Image (PCI) analysis finds the information that is common among the various channel 
images and puts that information into the PCIs in descending order of significance. The fvst PCI contains common information, 
leaving other (channel-difference) information for higher-ordered PCIs. A second PCI is then formed which contains information 
common to the channel images other than that explained by the fvst PCI. The process continues until the number of PCIs is equal to 
the number of channel images being transformed. If none of the original channel images contains redundant information, then a PCI 
transformation is not needed. However, this is not the case with most satellite images. Because of channel image redundancy, the 
number of usefil PCIs is often less than the number of channel images being transformed. The highest-order PCIs may contain only 
noise or slight differences among some of the channel images, however, these differences are of importance, especially for less obvious 
meteorological features in the atmosphere. 

Many interesting examples of PCIs created from GOES-8/9 Imager and Sounder data are possible. For the 5-channel GOES 
Imager, the interpretation of the PCIs is fairly predictable when they are created on a large spatial scale. The main difference in 
interpretation occurs between day and night when the presence or lack of visible radiation is an important factor. 

For the GOES Sounder, the interpretation of the PCIs is more complex, considering that input can consist of up to 19 channel 
images (1 visible channel and 18 IR channels). Different subsets of the Sounder channel images result in different products. With 
proper selection of channel images, emphasis can be placed upon either temperature or water vapor features in the atmosphere, or on 
features of the ground surface or clouds. 

Keywords: GOES, Imager, Sounder, satellite, imagery, principal component analysis, meteorology 

1. INTRODUCT ION TO PCI TRANSFORMA TION 

Principal Components (PCs) have many uses, among them is the ability to compress the information content (or signal) and 
simplify multivariate data by reducing the dimensionality of the dah set1. Certain features that are hidden in the data are also brought 
out by PC analysis*. PC theory dictates that the information content of the PCs is compressed into the PCs in descending order of 
significance, with the lower-order PCs containing the primary information content, and the higher-order PCs containing other 
information and noise. Both Morrison’ and Preisendorfef give good graphical representations of the PC transformation process. The 
process can be summarized as a translation and rotation of the original coordinate system into a new coordinate system that better 
reflects the principal modes of variability in the data set being analyzed. 

2. APPLICATION TO GOES IMAGER AND SOUNDER 

In the case of multi-spectral satellite imagery, there is usually a high redundancy in the multitude of channel images. By using 
PCI analysis, this image redundancy can be eliminated, parsing the channel images into basic image components’s6. This allows the 
user to concentrate on the similarity in the channel images, as well as on the differences among the channel images. Satellite images 
are also inherently noisy. PCI analysis can help suppress noise too. Since noise is random, it is a higher-ordered component in images 
compared to other signal information in the satellite images. Noise is typically relegated to the higher-order image components, 
components which contain little, if any, other information. Often these higher-ordered image components can be ignored. 

The process of transforming satellite imagery into PCIs is based on statistics generated from the satellite images. A vector 
of satellite imagery consists of one measurement from each channel image over a given location. The number of elements in the vector 
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is equal to the number of channel images that are transformed. Satellite images may be manifest in several different measurement 
units. In the case of GOES imagery, the basic units supplied to data users are 1 0-bit GVAR (GOES Variable) counts (0- 1023), a non- 
dimensional scaled unit which has a fmed and linear scaling to radiance units measured directly by satellite instruments. Other possible 
measurement units include radiances, radiance temperatures/albedos, and 8-bit display counts. Radiances are linear with 10-bit GVAR 
counts, but due to variations in the magnitudes of radiances for the channel images, there is a difference in the resulting PCIs when 
using radiance units as input. Likewise, since the transformation of radiances into radiance temperatures uses the inverse of the non- 
linear Plank function, the resulting PCIs are different from those created from satellite imagery either input as 1 0-bit GVAR counts 
or input as radiances. PCIs created from 10-bit GVAR counts and those created from IR temperatures (or albedos for the visible 
channel) are not significantly different, as shown in later examples. Finally, the transformation into 8-bit display counts is another 
non-linear process from IR radiance temperatures (a two-part linear process with an inflection point, which will not be explained here) 
or from visible albedos (a square root function). This form of satellite imagery is common because image display systems are almost 
universally 8-bits deep. Display counts, being 8-bits deep as opposed to 1 0-bits deep, lack the precision of the original 1 0-bit GVAR 
counts. The resulting PCIs generated from 8-bit display counts are again different from PCIs generated from other input measurement 
units. Examples of PCIs generated from either radiances or from 8-bit display counts are not shown in this writeup. 

Regardless of the input measurement units, the transformation of each channel image vector, designated by CH for channel 
images, into a principal component image vector, designated by PCI for principal component images, takes on the form 

PCI = E CH 

where E is the eigenvector matrix, which is obtained from the covariance matrix of the satellite channel images through the use of 
standard mathematical packages for eigenvector transformation. This covariance matrix is easily generated from the satellite imagery 
(or just a sample of the satellite imagery) being analyzed. The covariance matrix explains the relationships among the channel images, 
allowing the eigenvector transform to parse that information into the component images. This parsing separates common and 
difference information from the multi-spectral imagery. The result of the eigenvector transformation is a concentration of the satellite 
information into as many image components as the number of available channel images. The first image component looks similar to 
the image from the channel (or channels) with the maximum signal, and higher-order image components contain primarily image- 
difference information and noise, 

In the simplest 2-dimensional case, two channel images, chl and ch2, are transformed into two PCIs (pcil and pci2) using 

and 
pcil = e l  * chl + e2 * ch2 

pc i2=f l*ch l+f2*ch2  

where e and fare linear transformation vectors (eigenvectors, or columns in the eigenvector matrix). The same e’s and f s are used 
to transform each pixel (or picture element) in the original channel images. In this case, the pcil will contain the information that is 
common to chl and ch2 images, and pci2 will contain the information that is different between chl and ch2 images. 

3 .  EXAMPLES OF GOES AND PC-TRANSFOR MED IMAGES 

PCIs are created by the PC transformation of channel images from both the GOES Imager and Sounder instruments. The 
number of possible PCIs is equal to the number of satellite channel images being transformed. The significance of the PCIs is 
quantified by the eigenvalues, which are the variances explained by each eigenvector (or the PCIs resulting from each eigenvector). 
The eigenvalues contain information on the transformation process from channel images to PCIs. The first eigenvector gives the 
transformation for the first PCI, the second eigenvector gives the transformation for the second PCI, etc. In the case of GOES Imager, 
the first three PCIs typically contain more than 98% of the information content in all the channel images, while the higher-ordered PCIs 
contain information of much lesser magnitude, as well as noise. Hillger’ gives an example using polar-orbiting satellite sounding 
imagery of the distribution of information (or signal) in satellite channel images. Also shown in that reference are the explained 
variances of the resulting PCIs generated from those sounding channels. The result of the PCI transform is the concentration of the 
signal into the first few PCIs, while higher-ordered PCIs contain little or no significant information. 

In Figure 1 (a thru d) are a set of images from the GOES Imager for 3 1 January 1995 at 1645 UTC. Only four of the five 
GOES Imager channels are shown. Figure la is the visible channel image at 0.7 pm. The bright area over most of the northern half 
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of the image is due to reflected radiation from clouds and snow cover on the ground. Figure 1 b is the same area as seen in channel-4 
at 10.7 pm, which is an emitted thermal IR channel. The grey shades in IR channels are normally inverted so that IR images look 
similar to visible images. Emphasis in this thermal IR channel is on the highest clouds, since they are the coldest and have the lowest 
radiances. Figure IC is similar to Figure lb, but channel-2 at 3.9 pm has a reflected radiation component in addition to emitted 
radiation. Emphasis in this spectral channel is again on the highest (coldest) clouds, but important differences exist for lower clouds 
which may have both reflected and emitted radiation components. Finally, Figure Id is the water vapor channel image at 6.7 pm. In 
this channel, the upper-level water vapor field associated with upper-air currents is most easily distinguished. Channel-5 at 12 pm 
is very similar to channel-4 at 10.7 pm and is not shown. 

The PCI transform vectors for the channel images shown in Figure 1 are given in Figure 2. Figure 2a gives the PCI number 
along the vertical axis. The GOES spectral channels are designated by the numbered lines in the figure. On the horizontal axis is the 
weight given to each of the spectral channels in the transformation into each of the PCIs. The units of the horizontal axis are direction 
cosines (-1 .O to 1.0). The square of this number gives the weight for each channel image. Anything above a direction cosine of 0.7 
(or below -0.7) has a weight of more than 50%. From this figure, the channels contributing significant information to each PCI are 
easily determined. As an example, PCI-1 is composed of positive contributions from IR channels 4 and 5 and a negative contribution 
from visible channel-]. Channel 2 and channel 3 have only a minor contribution to PCI-1. One way to think of this channel 
combination is the emitted IR radiation among the various channel images is being added and will become dominant, while reflected 
visible radiation is being subtracted from this image. The resulting image is similar to a pure IR channel image. This channel image 
combination can be confirmed by looking at PCI-I in Figure 3a. Emphasis in PCI-I is on the highest clouds, and on the other end of 
the range of grey shades are the warmest ground surfaces. This is similarly true for channel-4 in Figure 1 b and for channel-5 (not 
shown). 

Back to Figure 2a, PCI-2 (shown in Figure 3b) is composed primarily of visible channel-1 with lesser contributions from the 
IR channels. This figure is similar to the visible channel shown in Figure la, but with the highest clouds de-emphasized. Next, PCI-3 
in Figure 2a is composed primarily of water vapor channel-3 and lesser contributions from the other Imager channels. Compare PCI-3 
in Figure 3c with the water vapor channel shown in Figure Id. Next, PCI-4 in Figure 2a is composed primarily of channel-2 and lesser 
contributions from the other channels. PCI-4 (shown in figure 3d) should be compared to channel 2 (4own in Figures IC). What is 
most evident in PCI-4 is the emphasis upon the snow-covered areas. The snow-covered area is best seer. in the original GOES images 
in the visible channel shown in Figure la. The emphasis upon snow cover is a result of the particular combination of channel images 
in this PCI. Reflected visible radiation in channel-2 is emphasized and emitted IR radiation is de-emphasized. The particular chamel 
image combination in PCI-4 is good for snow cover detection with less possibility of confusion with low clouds as is the case with 
the visible channel alone. 

Finally, PCI-4 (shown in Figure 3e) is constructed as a channel-4 minus channel-5 difference. Usually the only difference 
between channel 4 and channel 5 is the amount of atmospheric absorption due to water vapor. This channel difference normally shows 
low-level water vapor information, but due to the winter season, little water vapor is present. What appears are small variations in 
surface emittance between these two channels. A summer season image would give a better water vapor signal with which to work. 

It appears that most of the GOES hager  channels are fairly independent. Several of the PCIs are composed of one primary 
GOES channel. However, even minor contributions from channels other than the primary channel may make a significant difference 
in the detection of certain meteorological or surface features. The snow cover detection in PCI-4 is one of the best examples. 

Next, we’ll see what happens if one of the GOES channels is deleted from the PCI transformation. This is shown in Figure 
2b, where the PCI transform vectors are given for four of the five GOES channels. GOES Imager channel-3 is not used in this 
transformation. The resulting PCI transform vectors are similar to the PCI transform vectors shown in Figure 2a with the elimination 
of PCI-3 and a re-numbering of the higher-ordered PCIs. Thus the new PCI-3 is similar to the old PCI-4, and the new PCI-4 is similar 
to the old PCI-5. PCI-3 in Figure 4, showing snow-covered ground, is almost identical to PCI-4 in Figure 3d. This means it is the 
combination of channels which is important for feature detection, and not the PCI number. 

To get a better understanding of the PCI transformation process, Figure 5 shows scatter diagrams of some pairs of GOES 
Imager channels. Correlations between the measurements in each scatter diagram are given in the upper right-hand comer of each 
figure. The axes on each graph are labeled according to radiance temperature even though 1 0-bit GVAR counts are the measurement 
unit used for the PCI transform. Figure 5a is a scatter diagram of channel-:! vs. channel-4 for the case shown in Figure 1. This figure 
shows a strong correlation (0.71) between these spectral channels. Differences between these channels are due to the fact that channel- 
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2 at 3.9 pm has a reflected radiation component in addition to an emitted radiation alone in channel4 Figure 5b shows the very strong 
correlation (0.99) between channel 4 and channel 5. Next, Figure 5c shows a weak correlation (-0.22) between the visible channel 
and IR channel 2. The slight correlation between these channels is due to a reflected radiation component in channel-2. 

Similar scatter diagrams of the resulting PCIs are shown in Figure 6. Because the PCI axes are a new coordinate system in 
which the axes are independent, there is no correlation among the components. This is seen as a zero correlation in Figure 6a showing 
PCI-1 vs. PCI-2, and as a zero correlation in Figure 6b showing PCI-2 vs. PCI-3. 

The next question may be about the temporal stability of the PCI products. Figure 7 shows the PCI transform vectors 
generated independently at five times separated by one hour each. This is for a case on 30 April 1996 for which the channel images 
are not shown in this writeup. The PCI transform vectors (or eigenvectors) are very stable over time. The channels contributing 
significant information, those with direction cosines greater than 0.7 (or less than -0.7), are the same channels as those for the fmt case 
shown in Figure 2a. It should be mentioned however, that a big difference in PCI transform vectors occurs between day, when there 
is visible channel information, and night, when there is no visible channel information. Slight seasonal variations in PCIs are also 
expected, but in general the PCIs are a stable product when created from GOES Imager channels. 

4. THE CHOICE 0 F INPUT ME ASUREMENT UNITS FOR PC IMAGES 

As mentioned above, the PCIs can be created from the GOES channels with a choice of measurement units for the channel 
images. The resulting PCIs may differ as a result of the magnitude of the measurement units alone, especially among various spectral 
channels, or the PCIs may differ due to nonlinear transformations between measurement units. One case with two different input 
measurement units will bashown. 

Figure 8 shows GOES Imager channels for 3 1 March 1995 at 1615 UTC. The same combination of channels 1,4,2, and 3 
are displayed as in the previous case. The PCI transformation vectors are shown in Figure 9a, which is similar to Figure 2a for the 
Previous case with the following exceptions. The first exception is a reversal in the signs of the channels contributing to PCI-I . This 
sign reversal is merely the result of the software package being used, and the effect can be reversed by inverting the grey shades on 
PCI-1, This means that PCI-1 for this case (shown in Figure loa) has the same interpretation as PCI-1 for the previous case (shown 
h Figure 3a). Another exception is that both channel 1 and channel 2 are major contributors to PCI-2, unlike primarily channel-1 alone 
h the previous case. The remaining exception is a reversed order of the channel information that goes into PCI-3 and PCI-4. PCI-4 
h this case gets its primary contribution from channel 2 and best shows the snow cover as seen in Figure 1 Oc. The snow cover is in 
the mountains of Colorado and New Mexico as well as in some of the other mountain ranges in the west. 

PCI transform vectors generated for the same case but with the channel images input as IR temperatures (or albedos for the 
visible channel) are shown in Figure 9b. Here again, there is a reversal in the sign of the major contributing channels to PCI-1 from 
those shown in Figure 9a, making the signs of the channels contributing to this PCI the same as those for PCI-1 shown in Figure 2a. 
But again this reversal in sign is immaterial and can be corrected by inverting the grey shades used to display the image. The remaining 
difference is a reversal in sign of the channel images contributing to PCI-3. Some of the lower-order components are different, but 
PCI-3 (with image displayed in Figure 1 1) shows an almost identical analysis of snow cover compared to PCI-3 generated from IO-bit 
GVAR counts (shown in Figure 1Oc). Again, it is the combination of channels which is important, not the sign of the resulting PCI. 

5.  WEIGtjTING FUNCTIO N S HF.I,P EXPLAIN SOUNDER PC IMAGES 

For the GOES Sounder, there are up to 19 spectral channels (1 visible and 18 IR channels) which can be input into a PCI 
transform. Because of the high redundancy among many of these channels, Sounder information is a good candidate for PCI analysis. 
Weighting functions, which show the vertical distribution of information in each channel image, can help interpret the PCIs created 
h m  the original GOES channels. 

Only one Sounder case will be presented in this article. Figure 12 shows three of the GOES Sounder water vapor channels 
for 1 May 1996 at 1746 UTC. This case presents a strong jet stream over the eastern U.S. The three Sounder water vapor channels 
are channels 10, 11, and 12 at 7.4 pm, 7.0 pm, and 6.5 pm, respectively. These three water vapor channels have weighting hnctions 
Which peak at approximately 700,500, and 300 hPa, respectively. The weighting functions are displayed graphically on top of the 
images for each channel. Each successive channel measures water vapor at higher levels in the atmosphere. The weighting functions 
are broad, indicating that these channels receive information from a large depth of the atmosphere. Information in these channels is 
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Figure 8a. GOkS Imager 0.7 pm visible (channel-I) for 3 I 
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Figure 9a. PCI transformation vectors for all 5 GOES Imager 
channels for the case in Figure 8 input as IO-bit GVAR 
counts. 
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Figure 9b. Same as Figure 9a, but for GOES Imager channels 
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1:’ 16urc IOc. Same as 1:igure loa, but for third image. 

Figurc loci. Same as Figure Ion, but for fourth irnagc. 
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Figure 12a G O 1 3  Sounder WV channel- I O  (7.4 pm) for 1 figure 13a. First image of I’CI tran\forin of the 3 (~01 -S  
Sounder WV channels for the case shown in Figure 12. 

Figure 12b. Same as Figure 12a, but for W V  channel-] I (7.0 1 igure 13b. Same as I.iguie 13a, but for second irnagc. 

Figure i2c. Same as i.igut-e 12a, but for W V  channel-12 (6.5 Figure 13c. Samc as I.’ij;ure 132$, but f o r  third imajy.  

W. 
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also somewhat redundant due to the overlap in the weighting functions. This results in a certain similarity in the channel images shown 
in Figures 124 b, and c, but there are also differences among those three images. However the differences are subtle and are best seen 
in the PCIs created from the water vapor channels. 

In Figure 13 are three PCIs resulting from a transform of the three channels shown in Figure 12. Instead of showing the PCI 
transform vectors, only the resulting PCIs are shown. The weighting functions for each PCI are again displayed graphically over the 
component images. The combination of channels in each PCI is indicated by small numbers in the upper right comer of each figure. 
PCI-1 in Figure 13a captures the broad vertical features present in all three water vapor channels. Weights for the input channels are 
all positive. The weighting function for PCI-1 is even broader than any of the individual channel weighting fimctions. Next, PCI-2 
in Figure 13b displays the second vertical mode of variation among these three water vapor channels. In this case, the lowest water 
vapor channel, channel-10, is subtracted from the other two water vapor channels. This combination of channels is indicated as well 
in the weighting function generated for this PCI. Emphasis in PC1-2 is upon differences in the vertical distribution of water vapor 
across the image. Finally, for PCI-3 in Figure 13c channels 10 and 12 are subtracted from channel 11. The weighting function for 
PCI-3 reflects the third mode of vertical variability in water vapor across the image. In this case the middle levels are de-emphasized 
Compared to the upper and lower levels. The exact interpretation of the water vapor features in these PCIs is still uncertain, but the 
PCIs indicate that differences in the vertical distribution of water vapor exist. Those differences are important in the meteorological 
analysis of the water vapor channels on the GOES Sounder. 

6. IMAGES RE -CREATED FROM THE PC IMAGES 

The inverse transform 

CH = E PCI 

C a n  be used to re-construct the original channel images, or CHs, from the component images, or PCIs. If all of the eigenvectors are 
used in the re-transform, then the process is completely reversible, and nothing is lost (or gained). However, images can be re-created 
from fewer than the maximum number of PCIs. A series of such images re-constructed from varying numbers of PCls can show the 
effect of eliminating noise in GOES images. However, no examples of this image reconstruction are shown in this article. Typically, 
by not using the highest-ordered eigenvectors, the re-constructed image quality is improved as a result of eliminating noise from the 
other signal information. These highest-ordered image components are simply eliminated by zeroing a column of the eigenvector 
matrix E. The user, however, must be careful to not eliminate higher-ordered eigenvectors which still may contain subtle 
meteorological information other than noise. 

7. CONCLUSIONS 

Images created from the PCI transformation of GOES channel images can be instructive in learning about meteorological 
information in un-transformed GOES imagery. The user has to understand what is being presented, but with that knowledge, the PCIs 
C a n  help interpret the meteorological information in redundant Imager and especially in highly-redundant Sounder channels. 

This research was sponsored by NOAA Grant NA37RJ0202. 
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ABSTRACT 

Estimation of the atmospheric wind field based on cloud tracking using a time sequence of satellite 
imagery is an extremely challenging problem due to  the complex dynamics of the imaging instruments and 
the underlying non-linear phenomena of cloud formation and weather. Cloud motion may involve both 
partial fluid motion and partial solid motion, which we model as semi-fluid motion. Motion algorithm 
with subpixel accuracy using differential geometry invariants of surfaces was developed to track clouds. 
The motion model is general enough to include both physical and geometrical constraints. Typically, 
a polynomial displacement function is used to  model the local deformation behavior of a surface patch 
undergoing semi-fluid motion. The cloud tracking algorithm recovers local cloud surface deformations using 
a sequence of dense depth maps and corresponding intensity imagery, that captures the time evolution of 
cloud-top heights.. Either intensity or depth information can be used by the semi-fluid motion analysis 
algorithm. A dense disparity or depth map that can be related to  cloud-top heights is provided by the 
Goddard Automatic Stereo Analysis (ASA) module for input to the motion analysis module. The results 
of the automatic cloud tracking algorithm are extremely promising with errors comparable to  manually 
tracked winds. Experiments were performed on GOES images of Hurricanes Frederic, Gilbert and Luis, 
and a temporally dense 1.5 minute time interval thunderstorm sequence covering Florida region. Future 
work involves using multispectral information, incorporating robustness, cloud motion segmentation and 
adaptive searching for improving operational cloud-tracking performance. 

1 Introduction 

The estimation of cloud-top structure and motion using multiple satellite views is an extremely challenging 
problem due to the complex dynamics of the imaging instruments and the underlying non-linear phenom- 
ena of cloud formation and weather. Accurate cloud heights and winds are important for a number of 
meteorological and climate applications [3, 10,11, 11 such as cloud model verification, physically-based nu- 
merical weather prediction and data  assimilation, and radiation balance estimation for Mission t o  Planet 
Earth type climate baseline studies. Stereoscopic multispectral measurement of cloud heights and time 
sequential estimation of cloud winds using geostationary and polar orbiting satellite-based instruments are 
essential because they provide information which is independent of other meteorological measurements. 

The computational approach to cloud structure and motion estimation involves two primary modules 
[14]. The first module estimates stereo-based cloud structure using a hierarchical, multi-resolution coarse- 
to-fine search strategy with image warping at each level [I51 and has been parallelized for the Maspar 
parallel machine having 16,384 processors. The second module estimates motion using a sequence of dense 
depth maps and corresponding intensity imagery, in order t o  capture the time evolution of cloud heights 
and has also been parallelized on Maspar parallel machine [12]. The IISS is a visualization tool that was 
developed for rapidly analyzing gigabyte-sized geophysical datasets [4], and was enhanced to visualize the 
results of the stereo analysis and semi-fluid motion estimation algorithms. This paper addresses motion 
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analysis part of our earlier work, which appeared in the International Conference on Computer Vision '95 
[14]. A brief overview of motion analysis for cloud tracking is presented next, followed by a description of 
the algorithms. 

1.1 Motion Analysis 

There can be two types of motions in general: rigid and non-rigid [SI. Cloud motion is a special case 
of non-rigid motion, where there is both partial fluid and partial solid motion, that we describe as being 
semi-fluid motion. The motion of objects exhibit a wide variation in behavior ranging from the simplest 
ideal frictionless rigid motion to the most complex turbulcnt fluid motion. Elastic motion deals with 
shape changes of continuous surfaces, and fluid motion deals with particle motion in which there is usually 
no continuity constraint among neighboring particles that are free to  move according to the underlying 
dynamics. Although there has been an increasing amount of research in the individual categories of motion 
behavior. there have not been many attempts to combine different classes of motion models. In the fluid 
motion case when the local continuity of a surface is partially preserved, it should be advantageous to 
use both the characteristics of local continuity required for estimating surface properties, along with the 
flexibility of larger localized particle motion that would otherwise violate most local continuity assumptions. 
An ideal esamplt. of this category of motion, which we call semi-fluid motion is the non-rigid motion of 
clouds. Other csarnples may be found in the atmospheric sciences. as well as in hydrospheric modeling 
of ocean eddieh arid currents that mix and split thus maintaining some larger scale features identifiable in 
multi-spectral imagery. or biological cells that  undergo fission or fusion processes. Time varying properties 
of clouds reprtwii t a prototypical example of semi-fluid motion behavior and offers a new experimental 
area for further irirestigation of non-rigid motion models. 

We now prcmit definitions of each motion type based on differential geometric variations during the 
motion [SI. C'orrwponding error measures are also presented, which can be used to  estimate motion 
parameters aiid point correspondences for each nonrigid motion model. Error measure is represented by 
E R ,  which is espressed in terms of differential geometric parameters such as Gaussian curvature (li), mean 
curvature (11 ). I'nit-normal (n), coefficients of first fundamental form ( E ,  F, G) and Discriminant (D). 
Note that the paratneters corresponding to  the deformed surface are represented by primes such as Ii' for 
Gaussian curvature. n' for unit-normal etc. Each model is based on geometry only, and new motion models 
can be added to the list by forming more generic relationships. The reader is suggested to refer to [Z] or 
any other related text for a detailed description of differential geometry. 

Rigid motion preserves the 3-D distances between any two points in an object. The object does 
not stretch or bend; hence both mean curvature and Gaussian curvature on the surface of the object 
remains invariant. 

&R = (I<' - -+ ( H '  - fi)2 

Isometric motion is nonrigid motion which preserves lengths along the surface as well as angles 
between curves on the surface. 

&R = (I<' - 
From the Figure 1.1, we can deduce that AB=A'B', AC=A'C' and 8 = 8' in 

Homothetic motion is a uniform expansion or contraction of a surface, 
constant throughout the surface. 

ER = (l<'t2 - IiI2 

this type of motion. 

where stretching ( t )  is 
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Figure 1: Changes in Lengths and Angles Between Curves for Characterization of Nonrigid Motion Types 

From the Figure 1.1, we have the ratio between the curves as constant, i.e, (AB/A’B’ = AC/A’C’ = 
constant), and also 8 = 8’. 

Conformal motion is nonrigid motion which preserves angles between curves on the surface during 
motion, but not lengths. Stretching ( t )  is different a t  different points of the surface, however is same 
in different directions of any given point. 

ER = (E’-  t2E)2 + (F’ - t 2F)2  -t (G’ - t2G)2 

From the Figure 1.1, we can deduce that 8 = 8‘ in this type of motion. 

Elastic motion is a nonrigid motion whose only constraint is some degree of continuity or smooth- 
ness. Motion at each point can be described by any polynomial function s. This kind of solid object 
motion is the most difficult t o  analyze. Following relations represent elastic motion when sufficiently 
small. 

ER = (n’ - n x rots)2 & ER = (D’ - Ddivs) 

rots can be defined as follows: 

1 1 
Tot s = zr1 x s1 + -r2 x s2. G 

where: T is the position vector of a point, represented by (u ,  u, z(u,  u ) )  and E ,  G are the first funda- 
mental coefficients. Note that the subscripts l, 2 indicate differentiation w.r.t to u,  u respectively. 

Semi-fluid motion is a combination of elastic and fluid motion. This motion type will be elaborated 
more in coming sections. 

Fluid motion is general nonrigid motion that need not be continuous. It may involve topological 
variations and turbulent deformations. 

Each motion model presented above is a subset of the one a t  a higher level. Thus, the motion parameter 
becomes more generic as the complexity of the motion model used is increased. Input t o  these models 
can be a pair of range, intensity, or both types of images. In order to estimate point correspondence, 
error measure ( E R )  is applied to  each correspondence hypothesis over a template map. Each hypothesis 
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correspondence will then have a corresponding error measure? the minimum of which represents a good 
estimate for the correspondence. More than one correspondence can also be estimated with confidence 
measures for each hypothesis. ER represents confidence measure when the underlying motion assumption 
is followed. 

2 Aut omat ic Mot ion Analysis 

In this paper, we present a novel approach to estimate the point correspondences and motion parameters of 
a cloud element undergoing deformation. A unified algorithm having two approaches of motion analysis has 
been developed on the Maspar parallel machine. First approach utilizes a continuous motion model, where 
individual cloud elements under deformation are assumed to be continuous. Second approach assumes 
a semi-fluid motion model, where local continuity constraints are violated during deformation. Detailed 
description of the mathematical formulation used in these approaches is given below. 

A local small deformation assumption can be used to derive relationships between unit-normals of 
a point on the surface before and after motion, and also between the curvatures at the point during 
deformation. We build on these derivations [16, 71 for automatic motion analysis of clouds. Consider 
a point defined parametrically as, z ( t ,  y ) ,  on a surface that undergoes small deformation changes and is 
transformed to the point z’( t‘, y’). The following relationship holds between the corresponding unit-normals 
[16, 71: 

n ’ = n - n x r o t s  

where n corresponds to the unit-normal of a point before motion, and n’ is the unit-normal of the same 
point after motion. The displacement function, s models the non-rigid motion of the local neighborhood 
or small patch around the point of interest and can be expressed in the imaging instrument coordinate 
system at the initial time step as, 

The rotation or curl of the displacement function denoted as, rot s , is given by, 

(3) 
1 1 

rot s = -zl E x s1 + -z2 G x s2. 

The subscripts 1 and 2 indicate differentiation with respect to the parameters t and y respectively and the 
denominators, E (= 21 -21) and G (= 22 - Q ) ,  are coefficients of the first fundamental form [16]. Polynomial 
functions are the simplest models for the local displacement function of a small patch undergoing small 
deformation. In our cloud-motion experiments, and in order to derive simple analytical relationships for 
differential geometry parameters, a small patch is assumed to  undergo a local affine transformation defined 
as , 

Let the unit-normal of a point before motion be defined as, n = (n;,  nj, nk)  and the unit-normal of the 
same point after motion as, n’ = (n:,ni ,ni) .  Surface normals and other intrinsic surface properties are 
estimated by using locally fitted quadratic surfaces for each small patch though the relationship between 
the normals (1) holds for all surface models. From (1); (2), (3) and (4), the following linearly independent 
equations can be derived [7, 93: 

~ ( 2 ,  y) = (@it + b;y + c;, ajx  + b j y  + c j ,  akz + b k g  t c k ) .  (4) 
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The components of the displacement function, s(-j, are the unknowns in the above equations. Although the 
displacement function has nine unknowns, Eq. (2) can be used t o  solve for the constant terms. Vsing ( 5 )  and 
(6) provides two independent constraints for each point correspondence, so three point correspondences 
are needed to solve for the six unknowns in the affine displacement model (4). Using just three point 
correspondences is not as reliable as the least squares minimization approach described next. 

Since each small patch is assumed t o  experience small continuous deformations locally, the continuity 
constraint can be used to  hypothesize a set of point correspondences or equivalently a template mapping 
q ~ ,  between corresponding patches. The hypothesis point set or search area is defined as LR with the 
subscript R used to indicate that the hypothesis testing is done using range or disparity data. The best 
match is the hypothesis which minimizes the total sum of the squared errors, given by ( 5 )  and (6) defined 
as E R ~  (2, y )  and E R ~ ( Z ,  y) respectively, 

The error functiofi ( 7 )  can be minimized w.r.t each of the six unknowns, (ai, b;, a j ,  b j ,  a k ,  b k ) ,  in the 
affine displacement function, resulting in six equations that can be solved using the hypothesized patch 
correspondence( s ) .  Once c;, c j ,  Ck are calculated using Eq. (2), the displacement function (4) for a local 
patch is completc4y specified. Using the estimated displacement function associated with each hypothesis 
the errors ER(  n.. r / )  can be ranked. The matching hypothesis associated with the smallest error is assumed 
t o  represent t l i f i  deformable motion. 

The mininiizar iori procedure is suitable for locally continuous surfaces that have small deformations. 
However, it need3 to be modified to  include semi-fluid motion where the continuity constraint is relaxed 
locally. Intensity- based information is used to  complement the matching process discussed above which 
relies primarily on local surface shape characteristics and depth analysis. The algorithm for semi-fluid 
motion analysis has three steps. The first step deals with determining a set of possible semi-fluid template 
mappings using intensity information for each local patch. The second step evaluates the error for each 
hypothesized correspondence provided by the template mapping and selects the most reliable semi-fluid 
mapping. The third step is to refine the motion parameters of the semi-fluid mapping to sub-pixel accuracy. 

The neighborhood template mapping for V R  can be continuous as shown in Fig. 2(a), or quite dis- 
continuous under semi-fluid motion as shown in Fig. 2(b). Evaluating all possible semi-fluid template 
mappings between corresponding neighborhoods is combinatorially explosive. Determining the most plau- 
sible semi-fluid template mapping is made more tractable by using intensity information and tracking 
intensity features. For the cloud motion experiments, the discriminant was used as an intensity-based 
differential geometry parameter [9, 161. The intensity-based algorithm allows small local regions within the 
template to undergo discontinuous semi-fluid motion. Other techniques such as optic flow-based segmen- 
tation that can be adapted to  robustly estimate the local semi-fluid template mapping for motion tracking 
are also being investigated [5]. In order to determine the best semi-fluid mapping, Eq. (7)  that measures 
the error in the surface or range normal constraint, is evaluated for each correspondence hypothesis using 
the semi-fluid template maps generated in the previous step. The error E R ( Z ,  y) is computed within a small 
patch neighborhood for the pixel of interest and overlapping windows are used in computing the errors ( 5 )  
and (6). The reliability in selecting the appropriate template mapping is improved by evaluating the error 
function over the entire neighborhood of points (vR), rather than at  a single feature or individual pixel. 
The template mapping correspondence hypothesis with the minimum error is assumed to  represent the 
best estimate of the local semi-fluid motion behavior. The total error E R ( Z ,  y) can be used as a confidence 
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CI Region of templole map for P 

Figure 2: Local non-rigid deformation can be continuous as shown in the templat 
tinuous under semi-fluid motion as shown in (b). 

m ping (a), or discon- 

measure when the underlying motion assumption is valid. In our implementation, one can choose contin- 
uous, or semi-fluid motion model for cloud motion analysis. Figure 3 describes the processing steps of our 
algorithm as a flow chart. Semi-fluid motion tracking to sub-pixel accuracy is obtained by minimizing an 
energy function involving Gaussian curvature variations within the pixel. For a small patch defined by 
the vector function’, r(z, y, z),  that  undergoes small deformation, the Gaussian curvatures before and after 
motion, K and K’ respectively are related as [9], 

The discriminant (or infinitesimal area) a t  the point of interest is D (= EG),  and 8 is the divergence or 
dilation at  the same point. Dilation can be defined as the unit expansion/contraction of the feature during 
deformation and is expressed as, 

(9) 
1 1 
E G 8 = diu s = -rl - s1 -l- -r2 s2 . 

3 Experiments 

Motion analysis experiments are performed on GOES images of Hurricanes Frederic, Gilbert and Luis, 
and a temporally dense 1.5 minute time interval thunderstorm sequence covering Florida region. In this 
section, we present the analysis of hurricanes Frederic and Luis, and Florida thunderstorm. The output of 
motion analysis algorithm (implemented on the Maspar) is a dense estimate of tracked fields on the cloud 
images. Thresholding based on local intensity variations is performed to filter out point tracks in non- 
cloudy regions. A local quadratic surface is fitted to  estimate the various differential geometric measures 
that were used in the algorithm. 

Figure 4 shows the thresholded particles that were tracked through the four frames of hurricane Fred- 
eric having a time interval of 7.3 minutes between each successive frame. Stereo of all the four frames 
are available from GOES-E and GOES-W satellites which subtend an angle of about 135’ with respect 
t o  the center of the Earth providing a very large baseline for stereo analysis. ilutomatic stereo analysis 
was first performed on the stereo pairs to estimate the disparity. The estimated depth map time sequence 
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Figure 3: Automatic Motion Analysis 

along with corresponding intensity images from the eastern satellite were used to perform semi-fluid motion 
analysis. Since the time interval between frames is comparatively high, we perform semi-fluid motion anal- 
ysis with larger template and search areas than those used for other data sets below (template=121X121, 
search= 13x13). 

Figure 5 shows the thresholded particles that  were tracked in a Florida thunderstorm sequence. There 
are 49 image sequences of this data  with a 1.5 minute time interval (stereo is not available). Top row 
represents the tracked results of a continuous motion model (template=llXll ,  search=9X9) applied to  this 
data set, and the bottom row represents results generated by a semi-fluid motion model (template=llXll ,  
search=9X9). Typically, it has been observed that continuous motion model estimates better tracks than 
semi-fluid model when the time interval is small; continuity constraints are preserved in short intervals. 

Finally, motion analysis was performed on 490 frames of one-minute hurricane Luis data (10:23 UTC to 
2226 UTC, 06 Sep. 1995). Figure 6 depicts the thresholded particles that  were tracked. Top row indicates 
the tracked particles a t  a given instant (1128 UTC), and the bottom row indicates tracked particles for 
the successive frame (1129 UTC). Continuous motion model (template=llXll ,  search=9X9) is used for 
the analysis, as the time interval is short enough so as to  maintain continuity constraints of the cloud 
elements. Visualization of color-coded velocity tracks has also been generated for a qualitative assessment 
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of the cloud-drift wind estimation. Please contact one of the authors to request for a corresponding video. 
Validation of the cloud motion analysis is underway. So far, evaluation of the algorithm is performed 

by comparing the automatic tracking results with manual tracking analysis. An integrated system has 
been developed wherein the user can track a cloud element in a time sequence and immediately initiate 
the automatic tracking system. Cloud-drift winds can be generated from both the manual and automatic 
methods for validation. A complete statistical analysis of the tracked cloud-drift wind velocities can be 
obtained using the above mentioned system. Results thus far have been very promising, with RMS error as 
low as 5 mt/sec when well-defined cloud structures are being tracked. The algorithm fails when the cloud 
elements being tracked do not have structural variations or if there are multiple motions of clouds. We 
concentrate on this problem in our future direction, where cloud motion classification is performed before 
applying the motion model. A comprehensive error analysis of the algorithm in tracking different types of 
clouds is currently being performed. 

4 Conclusions 

We present a parallel algorithm for motion analysis that can produce dense motion fields (at every pixel) for 
a time-varying sequence. This algorithm has been implemented on the massively parallel Maspar computer. 
The algorithm can be applied t o  a pair of time-varying intensity data, surface or range data, or both 
intensity and surface data. A number of experiments using real satellite GOES imagery were performed. 
The algorithm produces favorable results compared to  manually tracked cloud winds. However, additional 
validations are necessary for an operational performance of the algorithm in cloud-drift wind estimation. 

Further research is needed to develop automatic parameter tuning methods for selecting optimum 
window sizes and various thresholds for different scenes using possibly machine learning methods. In 
addition to affine, higher-order polynomial and non-linear displacement functions guided by experiment 
can be used. Future work involves using adaptive hierarchical non-square template and search windows, 
using multispectral information, coupling stereo and motion estimation [6], improving the accuracy of 
the estimated motion field by using robust estimation [13], relaxation labeling or regularization, and post 
processing the motion field by using cloud classification. 
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ABSTRAC T 

The new generation of Geostationary Operational Environmental Satellites (GOES) have an Imager instrument with five 
multispectral bands of high spatial resolution, and very high dynamic range radiance measurements with 1 0-bit precision. A 
wide variety of environmental processes can be observed at unprecedented time scales using the new Imager instrument. 
Quality assurance and feedback to the GOES Project Office is performed using rapid animation at high magnification, 
examining differences between successive frames, and applying radiometric and geometric correction algorithms. Missing or 
corrupted scanline data occur unpredictably due to noise in the ground based receiving system. Smooth high resolution noise- 
free animations can be recovered using automatic techniques even from scanline scratches affecting more than 25% of the 
dataset. Radiometric correction using the local solar zenith angle was applied to the visible channel to compensate for time-of- 
day illumination variations to produce gain-compensated movies that appear well-lit from dawn to dusk and extend the interval 
of useful image observations by more than two hours. A timeseries of brightness histograms displays some subtle quality 
control problems in the GOES channels related to rebinning of the radiance measurements. The human visual system is 
sensitive to only about half of the measured 10-bit dynamic range in intensity variations, at a given point in  a monochrome 
image. In order to effectively use the additional bits of precision and handle the high data rates new enhancement techniques 
and visualization tools were developed. We have implemented interactive image enhancement techniques to selectively 
emphasize different subranges of the 10-bits of intensity levels. Improving navigational accuracy using registration techniques 
and geometric correction of scanline interleaving errors is a more difficult problem that is currently being investigated. 

Keywords: radiometric correction, histogram arrays, geometric registration, geostationary, GOES, satellite imaging 

1 .  INTRODUCTIO N 

A wide variety of atmospheric, land and ocean processes can be Observed at unprecedented temporal and spatial resolution 
using the GOES Imager instrument. Examples of environmental and anthropogenic processes that we have observed over the 
past two years include rapid thunderstorm and front development, convective outbreaks along outflow boundaries, multilayer 
wind shear, evolution of hurricane cloud-top structure, microphysical properties of clouds, atmospheric gravity waves, Kelvin- 
Helmholtz and solitary waves in hurricane cloud structures, fog dissipation, plumes from shuttle launches, contrails from jet 
aircraft, snow deposition and evaporation, sun glint from clouds and water, urban heat islands, moon's shadow during solar 
eclipses, African and Amazonian dust storms, ash and heat from volcanic eruptions, smoke from forest fires and biomass 
burning, deforestation in Amazonia, atmospheric disturbances due to ship tracks, diurnal heating of land and water, river 
flooding and gyres in Ocean currents'. 

The new generation of GOES have separate imaging and sounding instruments, additional spectral channels. improved spatial 
resolution, better spectral sensitivity, expanded number of quantization levels, a more accurate and stable sensor calibration, 
more precise pointing, navigation and registration accuracy, and adjustable scanning field of view'. The new GOES are also 
three axes stabilized providing nearly continuous temporal coverage of the hemisphere. Some characteristics of the five 
channels of the GOES Imager instrument are shown in Table 1. The GOES Imager senses radiant (emitted) and solar-reflected 
energy in five channels from sampled areas of the Earth that provide spatial coverage from full-earth disk images to rapid scan 
continental USA (CONUS) and super-rapid scan sectors. Each sample (pixel) from the Imager is quantized to IO-bit accuracy 
linearly (versus 6-bits for GOES-7). A complete full earth image scan requires about 26.5 minutes and occurs every 3 hours 
and a sector scan covering 3000km x 3000km takes about 3 minutes to complete. 
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I I IResolution I E:::) I SSR (km) I 
Channel No. (Wavelength: Wavelength (pm) (Frad) E/W x N/S E/W x N/S 
1 (visible, 0.65pm) 0.52 to 0.72 2 8  1.0 x 1.0 0.57 x 1.0 

,2 (shortwave IR, 3.9pm) 3.78 to 4.03 112  4.0 x 4.0 2.29 x 4.0 
3 (water vapor, 6.7pm) 6.47 to 7.02 224  8.0 x 8.0 2.29 x 4.0 

~~~~~~ 

10.7pm)110.20 to 11.20 I 112 I 4.0 x 4.0 1 2.29 x 4 (longwave IR, 4.0 
5 (IR, 12.0pm) 111.50 to 12.50 I 112  I 4.0 x 4.0 I 2.29 x 4.0 

GOES Imager characteristics including instantaneous geometric field of view (IGFOV), sampled subpoint re ution sol Table 1 
(SSR) which accounts for scanline oversampling by 1.75 for visible, 1.75 for IR window and 3.75 for-H,O band. The Imager 
data rate is about 2.6 Mb/s (1.2 GB/hour). 

We have three main objectives in processing and enhancing GOES images. First, we want to identify and characterize 
problems with the images for quality assurance to provide feedback to the GOES Project Office at NASA Goddad Space 
Flight Center (GSFC), as this relates to satellite stability, instrument and ground sensor processing performance. Quality 
assurance consists of checking for and quantifying problems such as impulse or salt and pepper noise, scanline noise or 
scratches, line dropouts, scanline misregistration, detector striping, detector drift, stray light affecting detectors, radiometric 
bias, geometric distortion due to optics or spacecraft motion, all of which are readily apparent in  multispectral images of 
single scenes. More subtle problems such as image jitter, small image misregistration and navigation errors can be found 
using timeseries animations of images. Second, we want to produce high quality science data of severe storms and mesoscale 
phenomena using automatic satellite data product generation such as stereo cloud heights3 and multispectral winds4 for 
numerical weather modeling. Third, we want to use timeseries animations and color enhancements of GOES data to 
qualitatively study weather patterns and provide World Wide Web Internet access to realtime full resolution datasets for public 
interest and education. 

Many similar processing steps are used to meet these three objectives in processing a sequence of images. It requires that 
radiometric and geometric flaws be fixed so that the eye is not distracted from seeing more subtle details. Radiometric errors 
due to noise, light leakage, or detector scanning and performance have been well characterized for the new GOES Imager and 
automatic algorithms for correcting for most of these errors have been developed a few of which will be described in  Section 
2. Maintaining good cloud top detail from dawn to dusk for the visible channel is necessary for tracking a cloud's details 
during all stages of its formation and dissipation and extends the period over which visible data can be analyzed. Section 3 
describes an automatic gain adjustment that compensates for the solar zenith angle and normalizes the albedo variation due to 
changes in  illumination angle over the course of the day. For GOES Imager data it is also necessary to reduce the 10-bits of 
grayscale levels in the data to match the smaller range that can be more readily perceived by the human eye. Reducing the 
range of graylevel quantization within a GOES image usually destroys some of the perceivable fine scale structure, so 
techniques for enhancing the images before or during the grayscale requantization step is described in Section 4. Geometric 
errors caused by image jitter due to abrupt fixes in the GOES Image Navigation and Registration (INR) system or due to 
uncorrected spacecraft attitude changes can usually be corrected by applying advanced image registration techniques. However, 
as described in Section 5 ,  local geometric distortion due to scanline shear from east-west or north-south interleaving errors is 
more difficult to correct. 

GOES-8 and GOES-9 each generate over 13 GB of data per day. It would be time consuming and inefficient to manually 
examine every Imager frame in detail, and the computing resources necessary to correct and archive all of the original as well 
as the corrected data generated by the quantitative quality control algorithms is prodigiously expensive. Furthermore, most of 
the quantitative algorithms that need to be applied, currently cannot keep up with the real-time data rate even when running on 
a fast supercomputer graphics workstation like the Silicon Graphics Inc. (SGI) Onyx with two RBOOO (90 MHz) CPUs with 
a peak performance of 720 MFlops. Manually reviewing the output of these algorithms if they were run on every image is 
impractical without substantial resources. We use the following strategy to accomplish the three objectives described above i n  
a cost effective manner. The Interactive Image Spreadsheet (IISS) developed in our laboratory is a powerful and versatile 
visualization software with a spreadsheet paradigm for handling large data volumes with high dynamic range measurements'. 
The IISS running on fast SGI workstations with large amounts of memory is used to view from several large to dozens or 
hundreds of smaller unenhanced GOES sectors from the realtimefrp server' singly or in animation. This allows us to find the 
most obvious quality control (QC) problems and observe the development of interesting weather situations. Then 
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semiautomatic processing software developed in  our laboratory is run on the most interesting sector(s) of the day. The 
software fixes and enhances the images in the sector to produce an image animation suitable for further QC work or output to 
a NASA-TV video clip6. In the future, the GSFC GOES Web server is planned to have interactive sectorization and 
enhancement capabilities to provide data on demand from the rotating archive. 

2. REPAIRING SCANLINE SCRATCH ERRORS IN GOES IMAGER DATA 

Many of the missing and noisy GOES Imager scanlines are the result of bad reception at our antenna. Since the scanline 
scratches do not occur regularly within an image they cannot be readily identified and removed using Fourier transform 
methods. Figure l a  shows a GOES-9 visible scene from a series of I-minute interval images with the noisy lines typical of 
bad reception at the NASA GSFC antenna. The scanline errors appear as horizontal scratches i n  the image and pose a 
challenge for creating smooth animations. Near the top of the image, there is also a line dropout (solid black line) of 
unknown origin. The noisy lines we see almost always occur singly, while the line dropouts often occur as gaps many lines 
wide. Software routines were written in the Interactive Data Language (IDL)’ to automatically recognize and replace these two 
types of bad lines. 

i 

a. o n p a l  imaec wit11 had line\ h i n l a y  with I i n a  rcpaircti hq’ iritcrpolatioir 

Figure 1 (a) Original GOES-9 Imager picture (visible channel) of Florida from July 2, 1995 at 1844 UTC showing full and 
partial scanline scratches and dropouts. (b) The same image after application of automatic scanline repairing techniques. 

Automatic average scanline radiance and correlation-based algorithms were developed to detect bad scanlines that extcnd most 
of the way across an image and interpolate across the noisy radiance measurements using spatially and temporally adjacent 
valid data. The line average, 

L T , normal scanline 

< T, corrupt scanline 
is thresholded to identify and flag bad lines; is a user-defined value, typically a fraction (e.g.  0.25) of the spacelook value 
i n  each channel. The scanline autocorrelation (each line’s correlation to a copy of itself that has been shifted horizontally by 
one or more pixels) is computed for each scanline, 

2 normal scanline 
T,  , corrupt scanline 
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Scratchy scanlines are noisy and have low autocorrelation values. so scanline autocorrelations of lag one r(1,y) that are less 
than the cutoff are used to detect corrupt scanlines. Both tests are needed since scanline dropouts which are nearly constant i n  
value will have high autocorrelation values. The two tests can identify most of the bad lines, however, the two user-specified 
thresholds must be set differently depending on which of the five Imager channels is being processed. This technique does not 
work as well on visible Imager data near the terminator, because nighttime visible data, which is basically noise, is very 
uncorrelated. 

Once a list of bad lines is generated, they are grouped into sets or gaps of adjacent bad lines and fixed in their entirety. For 
scanline gaps of one to three lines, the corrupt lines are replaced by interpolating between the previous and following good 
lines. Longer contiguous scanline gaps are replaced with data from a time-adjacent image. The data replacement is usually 
much less obvious in  animation than when viewing a single image. When large gaps were repaired by interpolating between 
the previous and following time-adjacent images, the result was much more obvious and distracting in animations. 

Figure l a  also shows several partially noisy lines that are only bad for a small fraction of the line. In order to minimize the 
amount of data replacement, a slightly different method is used to identify and replace partially scratchy scanlines. The 
absolute value of the difference between a line and its shifted copy is calculated and the differences are tested for segments with 
anomalous difference values to find sharp transitions. 

Segments of the line with bad values are marked in a mask for the whole image. After all the bad segments are found, each 
column is checked for bad pixels which are replaced with values interpolated between the preceding and following good pixels. 
The whole series of I-minute GOES-9 images from which Figure la was- taken had many noisy scanlines; in some scenes up 
to 25% of the image was corrupted. Repairing the images produced a satisfactory high-resolution animation and that could be 
used for testing automatic cloud tracking algorithrn~.~ 

3. SOLAR IT .LUMINATIO N ANGLE CORRECTION 

The GOES Imager visible channel measures reflected solar radiation. Figure 2 shows a histogram array for a day long GOES- 
9 series with each image of size 2444 x1380 pixels, full resolution, and centered at (lat, Ion) = (19.4", -63.9'). The left 
histogram array, which is shaded to show highly populated bins in black and zero populated bins in white, shows the change 
in overall scene brightness as a function of time of day for raw images. When the scene is not illuminated (near 0900 UTC 
and 2330 UTC) the histogram distributions are centered on the spacelook count value with a very small spread. As the scene 
begins to be illuminated, the distributions begin to spread out and shift up in count space. At midday the process reverses and 
the range of counts diminishes until sunset. The two maxima in the histogram distributions, seen as dark regimes, are the 
maxima for land or water (low counts) and clouds (high counts).The two vertical stripes at 1545 UTC and 2030 UTC are due 
to very noisy data for these images. 

The solar illumination angle correction assumes a Lambertian (diffuse) reflection model for the clouds being viewed and 
ignores any atmospheric effects between the clouds and the top of the atmosphere. In this simplified case, the reflected 
radiance from a scene, R, is the product of the scene albedo, p ,  the incident solar radiation, E ,  falling on the scene, and the 
cosine of the solar zenith angle, 

The equation converting GOES Imager counts x to radiance at the sensor is, 

where m is a NOAA supplied calibration coefficient. This means that in count space, the sun illumination angle correction 
that converts measured counts to counts normalized to a sun zenith angle of zero is, 

R = p Ecos(z) (3.1) 

(3.2) R = m (X - spacelook) 

- 
( x - spacelook) 

cos(2) 
X' = + spacelook (3.3) 

For display purposes, we enforce the constraint that the cosine term in (3.3) needs to be greater than or equal to 0. I in  order to 
make the transition over the terminator smooth and to avoid dividing by zero in unilluminated parts of a scene. 
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The two solid black lines plotted on the left histogram array of Figure 2 are theoretical count values for p = 0 and p = 1 
for the pixel i n  the scene with the maximum solar illumination. The lines were calculated using Equation 3.3 and the 
relationship, p = cR, where c is a NOAA supplied radiance to albedo conversion coefficient for converting mW/(m' ster cm-') 
to albedo. The line for p = 0 is a flat line at the spacelook count value. The line for p = 1 is a curve that nearly coincides 
with the envelope of the histogram array. It is interesting to note, that there are a fair number of populated bins above the 
theoretical maximum count, especially at sunrise and sunset. 

GOES-9 visible channel raw and sun angle corrected histograms 
Sun angle corrected data histograms Raw data histograms 

i 02.: , 

t,+-- ----I--- --------- 
9 12 15 18 '1 

Local noon is near 1630 UTC 
UTC time (hr) 

Histogram bin counts (fraction of total) 

The two solid black lines on each histogram array 
show tlie theoretical counts for albedo =O and albedo = I  t I I 

O.(X) 0.02 

Figure 2 The left histogram array shows histograms for a day long series of GOES-9 Imager visible channel frames for 
scenes centered at (latitude, longitude) = (19.4", -63.9"). The two solid black lines on each array show the theoretical count 
value for p = 0 and p = 1. The right histogram array is thc result of applying the solar zenith angle correction. 

The histograms of the same images after the solar zenith angle correction has been applied are on the right half of Figure 2. 
As expected, the gray levels of the images are much more level over the course of a day after the correction, and the theorctical 
p = 1 line becomes a straight line because all the histograms have been normalized to the same amount of incident radiation. 
The clouds with apparent albedo greater than one are much more obvious in the corrected histogram array, and it is more 
evident that they occur most frequently for larger solar zenith angles. Some possible reasons why these clouds appear so 
bright are: they have higher altitudes and are illuminated longer than lower clouds or land, the lambertian reflection model is a 
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poor assumption for the clouds. that near sunrise and sunset the path in the atmosphere between the cloud top and top of 
atmosphere is longer so the amount of path scattered radiation is larger. The NOAA supplied radiance to albedo conversion 
factor is only an approximate conversion since the true albedo of any particular target would depend on all these Factors listed. 

The automatic processing software uses the xephem program" to calculate the subsolar point at the frame start time and then 
uses the solar zenith angle of the pixel closest to the subsolar point for the whole image. This is computationally much faster 
than calculating the zenith angle for every pixel i n  an image. For the images used to produce the histograms in  Figure 7. 
calculating and applying the true correction for each pixel took 20 times longer (in IDL) than calculating the correction for 
one pixel and applying it to the whole image. The global approximation works well for scenes smaller than about 20 degws 
of longitude. Figure 3 shows several raw and solar illumination angle corrected GOES-9 images of hurricane Luis. 

Solar illumination anele correction of GOES-9 visible images 

1000 10 I > LI'I'C '1.j,,,(* IO :o IO45 

Figure 3 Results from two different techniques of solar illumination angle correction of GOES images from 6 Sep 95. 

4. GRAY LEVEL OUANTIZATION AND IMAGE SHARPENING 

The range of GOES multispectral Imager data is IO-bits or 1024 levels, which is wider than the limits of human perception 
for discriminating grayscale quantization levels. Figure 4 shows histogram arrays for a typical scene over a period of about 60 
hours for each of the five GOES Imager channels from GOES-8. The visiblc channel has the largest range of gray Icvels. the 
12pm and 1 Ipm have slightly smaller nrin-max ranges, and the 3.9 pnr and 6.7 pin channels have the smallest range. 
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Note that the histogram arrays are composed of a sequence of histograms with each individual scene histogram shown as a 
column of intcnsities in Figure 4. The effccts of the daily solar illumination cycle can be seen not only in the visible channel 
(the gaps are during nighttime periods which would be seen as a black line), but also 3.9 pni, 11pni and 12 pm channels. 
The 3.9 pm channel saturates at the cold end during the nighttime; the detector clipping can be inferred from the sharp 
horizontal boundaries in the 3.9 pm histogram array. The 6.7 pm and 1 lpm channels have distinct rebinning effects. which 
appear as holes in  the respective histogram arrays, from processing done at NOAA before the data is rebroadcast i n  par’ 
format. All these features need to be considered when compressing the gray level counts to an appropriate range for human 
perception. 

The human visual system is sensitive to only about 5-bits (32 levels) at a given point in a monochrome image which is half 
the IO-bit dynamic range in  the Imager data. Additionally, most computer display monitors such as cathode ray tube (CRT) 
screens, liquid-crystal displays (LCD), plasma panels, or electroluminescent displays, as well as printed paper are capable of 
presenting even a smaller range of intensity levels (4 to 5-bits). We have tried several methods to enhance detail i n  GOES 
visible and IR images. The techniques we have used include contrast stretching. sharpening, unsharp masking, local ‘and 
general histogram. Each of these methods has trade-offs in terms of computational speed. preservation of radiance information. 
stability over a timeseries of images, ability to enhance detail at all gray levels and amount of image dependent fine tuning of 
filtering parameters. In general it is not too hard to enhance a single GOES Imager channel using any of the techniques listed 
above to get informative and nice looking results. It is a little more difficult to enhance a timeseries of images for animation 
without introducing artifacts that cause distractions during the animation. Figure 5 shows a GOES-8 image of Hurricane 
Bertha showing subregions that were enhanced using different enhancement techniques. Corresponding animations will be 
available at http://climate.gsfc.nasa.gov/-chesters/goesproject.html and http://rsd.gsfc.nasa.go~,/rsd/movies/mo~fies. htnil. 

Several enhancement techniques applied to a GOES8 visible image 

RcFions a.h and c arc shown cnhanccd with scvenl tccliniqucs in the second part of this f i p rc  

Figure 5a Visible GOES-8 image at 1 km resolution from 9 July 1996 showing three regions selected for enhancement. 
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input data counts to the desired range of gray levels. 
If the mapping colormap lookup table mapping is 
monotonic, it is possible to calculate an 
approximate radiance for each rescaled gray level. 
Applying (colormap) lookup table transformations 
is stable for a timeseries of images and does not 
require any fine tuning to the particular image 
being enhanced. The main drawback with the 
lookup table approach is that it is not very good at 
compressing the number of gray levels in  an image 
when there are details that need to be preserved 
throughout the quantization range. For GOES 
visible Imager data, it is possible to either enhance 
the cloud tops or to enhance the land and oceans. 
However, it is not possible to enhance both with a 
monotonic grayscale lookup table. Non-monotonic 
lookup tables can be used, but these lead to 
perceptual artifacts by adding structure to an image 
where the grayscale transformation mapping 
changes direction or has a discontinuity. The 
images available on the GOES public file server at 
GSFC-NASA' were all enhanced using lookup 
tables because it is fast and those downloading the 
images would then be able to calculate radiance 
from the gray levels. Figure 5a shows a GOES-8 
visible image of Humcane Bertha with three 
regions selected for enhancement. Figure 5b is 
divided into six rows, each showing the result of a 
different enhancement scheme. Row one in  Fig. 5b 
shows the original image regions linearly stretched 
between minimum and maximum data counts, 
while Row 2 shows the same regions with a non- 
linear monotonic lookup table (i.e. square root 
transformation ). 

The second technique we use is convolution with a 
sharpening kernel such as 

[I: I:] (4.1) 

High frequency emphasis by spatial filtering using 
small kernels is our current operational technique 
for the sector of the day because it is fast and i t  
sharpens images without changing their low 
frequency characteristics. Figure 5b Row 3 shows 
an image that has been enhanced using the kernel in 
(4.1) with A = 12 . Outlier pixels such as salt and 
pepper noise only effect their immediate 
neighborhood. so they do not produce large scale 
flickering i n  a timeseries of images. Radiance 

-1 -1 -1 

The simplest and fastest method of improving 
image contrast is to apply a lookup table that maps Several enhancement techniques applied to a GOES8 visible image 

region a region b region c 

2 

5 

1 - original image 
3 - convolution with sharpening kernel 
5 - liistogram equalization 

2 - nonlinear lookup t;lhlc 
4 - unsharp mask 

6 - local histogram equalization 

Figure 5b Images enhanced by applying six different graylevel 
enhancement techniques to the 3 regions shown in Fig. Sa to bring out 
cloud-top structure. Each technique incorporates graylevel quantization 
reduction to 8-bits. 
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values cannot be reliably retrieved from images processed with type of convolution. 

Unsharp masking or high-boost filtering can also be implemented using a kernel similar to (4.1) but is usually done in two 
steps instead of one. The idea is to subtract a smoothed version of an image from itself. This is similar to applying a band 
stop filter to an image, where the stopped frequency corresponds to the size of the box used to create the smoothed version of 
the image. Correct radiance values cannot be retrieved from the data values in images enhanced this way. Unsharp masking is 
a moderately fast technique, but since the amount of enhancement depends on the input scene, it is sensitive to outlier pixels. 
noise or even general changes in image brightness. This is most evident in timeseries when using a medium-large box size 
for the smoothing step. For example, the appearance of a bright cloud can brighten nearby areas in the smoothed image whose 
brightness may not have changed in the original image. This will make the sharpened image darker in those areas. For a 
single image, this is not a problem, but it can cause flicker in a timeseries. The same effect causes ‘ringing’ around the edges 
in  the sharpened image. One big advantage of unsharp masking as we use it (as a band stop to stop low frequencies) is that i t  
enhances detail at all gray levels. The disadvantages are its moderate speed, the flicker mentioned about and the fact that is can 
need some tuning to the input data. Figure 5b Row 4 shows an image to which unsharp masking has been applied. 

We have also tried various types of local and general histogram modification. General histogram equalization is the process of 
calculating and applying a lookup table to an image to make it have a flat (or any other shape) histogram. Histogram 
equalization is fast and preserves radiance values, but does have some problems when used to compress gray levels. One 
difficulty that arises for GOES Imager data is that the cloud top data counts are often in the tail at either end of the original 
histogram distribution. During the process of equalization, the original distribution tails are often mapped into a very small 
number of values in the output image, with the result that the cloud tops end up saturated. Figure 5b Row 5 shows an image 
that has been histogram equalized. 

Local histogram modification is the same as general histogram equalization, except a histogram is calculated for a local area 
around each pixel in the input image and each pixel’s value is adjusted according to it’s own histogram. This method enhances 
local detail better than the general histogram algorithm, but is much more computationally expensive. Also, depending on the 
size of the local area that is used to calculate the histograms, gray level shifts can occur in various parts of the output images 
making them unsuitable for animation. Figure 5b Row 6 shows an image that has been local histogram equalized. 

Image enhancement for series of images involves some difficulties that are not present when processing a single image. For 
example, overall gray level changes from image to image in an animation can create a distracting flicker or strobing effect. 
When we enhance a series of images, we either have to avoid algorithms that effect the overall gray level or fine tune them to 
effect i t  consistently from image to image. This is a particular challenge for weather satellite images, since the scenes we are 
interested in can start out with large gray level changes in the form of clouds forming, dissipating and moving in and out of 
the scene. The changes in average gray level in the raw images are generally not distracting because they are caused by a 
bright object appearing against a constant or smoothly varying background. 

C DISTORTION DUE TO SCANLINE INTERLEAVING ERRORS 
The new GOES satellite has improved navigational accuracy compared to GOES-7 including more precise pointing. 
navigation and registration accuracy using star sensing, landmark measurements, range from signal transmission time. 
compensation for orbit and attitude contributed image motion and compensation for scanning mirror or other instrument 
motion. The Image Navigation and Registration (INR) system operates in near real-time and was designed to meet stringent 
geographical location accuracy requirements2 However, adjacent scanlines in GOES Imager data are sometimes misplaced i n  
either the north-south or east-west direction. Figure 6a shows east-west scanline shearing in a time series of several GOES-8 
10.7 pm images. The shearing i n  this example shows up as two lines shifted several pixels to the east, as marked by the 
arrows. Figure 6b shows a similar situation with GOES-9 visible channel in a small island off the coast of the Dominican 
Republic. In this case, groups of 8 lines are shifted, causing the shape of the island and the coastline to the northeast to vary 
from image to image. Animating a time series of images at high magnification makes such shearing errors very obvious. We 
are currently investigating advanced registration techniques that may be useful for correcting such local geometric errors. 
Highly accurate navigation is needed for registering and matching images both in a time series for cloud tracking and in a 
stereo sequence from the two GOES satellites for stereo cloud heights4. 
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Scanline shear in GOES imager data 
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Figure 6 East-west scanline shear is evident i n  high contrast regions as shown in  these (a) GOES-8 Imager scenes of the 
Sierra Madre mountains and (bj GOES-9 Imager scenes of Isla Beata off the coast of Dominican Republic. 
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6. CONCI .I JSIONS 
A wide variety of atmospheric, land and ocean processes can be observed at unprecedented temporal and spatial resolution 
using the GOES Imager instrument. Smooth high resolution noise-free animations can be recovered using automatic 
techniques even from scanline scratches affecting more than 25% of the dataset. Radiometric correction using the local solar 
zenith angle was applied to the visible channel to compensate for time-of-day illumination variations to produce gain- 
compensated movies that appear well-lit from dawn to dusk and extend the interval of useful image observations by more than 
two hours. Image enhancement techniques and quantization methods for effectively using the full 10-bits of precision from the 
GOES Imager were developed. 
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GOES-8/9 data ingest and public file service at NASA-GSFC 
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ABSTRACT 

Desktop computers have evolved to the point where they can process GOES variable-length (GVAR) data 
blocks at 1 Gbytdhour, despite the complexity of the data stream and the varied demands of realtime 
users. Because of the lack of off-the-shelf GVAR processing packages before the launch of GOES-I in 
1994, we assembled a custom Open System at NASA-GSFC to automatically ingest, process and 
disseminate full-resolution GOES-8 and GOES-9 imagery 24 hours per day. This data service is now 
widely used by the Internet community. The hardware-software package described here can be copied 
freely. Similar systems are now available from commercial vendors. 

Keywords: goes, gvar, ingest 

1. DATA FLOW - OVERVIEW 

Figure 1 sketches the GOES data ingest and distribution architecture at NASA-GSFC. The GOES-8 and 
GOES-9 “data product” broadcasts are captured by two antennas at NASA-GSFC, and converted to 
GVAR data blocks (bit-packed scanlines) using custom cards in a SUN workstation. After a GOES 
Imager scan ends, the GVAR blocks are converted using a home-grown software package to parse the 
complicated GVAR format into full-resolution images and sounding files in standard formats. Calibrated 
and navigated GOES images for the last 24 hours are offered to the public in TIFF format, accessible to 
everyone with World Wide Web (WWW) browsers’ or anonymous m. An archive of historically 
interesting images and technical notes is also maintained by the GOES Project Scientist3, providing an 
attractive and informative4 public interface. 

For the scientific analysis of large GOES datasets, the Interactive Image Spread Sheet (IISS)’ is used on 
well-equipped workstations from Silicon Graphics Inc. (SGI) at the Goddard Laboratory for Atmospheres 
(GLA)6. For automated analysis of large amounts of data, custom IDL scri ts are employed’. For 
smaller analyses and custom visualization in the GOES Project scrapbooks and in the Remote Sensing 
Datasets (RSD) programg, Macintosh personal computers are employed. Digital image animations are 
piped to a rack of television video equipment. High-quality dye sublimation printers are used for 
hardcopy. The ensemble of computers and visualization equipment scattered throughout the earth sciences 
building at NASA-GSFC is facilitated with FDDI and ethernet LANs that have very good connectivity to 
the Internet “cloud” of casual browsers and scientific users. 

P 
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GOES Ingest at NASA-GSFC 
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Figure 1: Hardware used to ingest GOES-8/P data at NASA-GSFC for the GOES Project and for 
public service for schools, broadcast TV, and the Internet. 
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2. S-BAND FRONT END 

The radio frequency (RF) front end for GOES GVAR reception begins with two 16-foot parabolic 
antennas with F/D ratios 3.5. One antenna is an old solid dish on a manually operated altitude-azimuth 
mount, normally fixed on GOES-EAST at 75W. The other dish is lightweight mesh on a motorized 
polar mount, purchased from Antenna Technology Communications, Inc. (ACTI). The newer antenna 
has a remote control for slewing to GOES-9 check-out station at 90W, and for fine-pointing in any 
weather at the operational station at 135W, low on the western horizon. Both dishes are mounted on top 
of the main earth sciences building at NASA Goddard Space Flight Center (GSFC) in Greenbelt, MD. 
The 5-story building is located on a hill near the watershed between the Patuxent and Potomac River 
basins, with a wide horizon in all directions, as shown in Figure 2. 

Figure 2: GOES steerable 5-meter S-band antenna on rooftop a t  NASA-GSFC. 

The wide horizon is a source of potential interference from the many government and military 
communications facilities in the Washington-Baltimore-Annapolis region. Consequently, we use 5 meter 
dishes, where 3- to 4-meter dishes are normally sufficient collecting area for the GVAR broadcasts. The 
large dishes have about the central 70% of their areas illuminated with feeds that have a F/D ratio of 3.9, 
instead of a dish-filling 3.5, with the aim of using the edge of the dishes as a “dark band” to minimize 
potential interference. 

Nevertheless, bursts of interference occur occasionally, especially near dawn in mid-winter, presumably 
when the leafless trees allow greater visibility to the military radars on the horizon. The episodes of 
interference are visible as bursts of narrow-band spikes, observed with a power spectrum analyzer tuned 
within f20 MHz of the GVAR downlink frequency at 1685.7 MHz. 

The vulnerability to interference is exacerbated by the front end design, which amplifies and conducts the 
entire S-band down a 150-foot coaxial cable to the RF receiver, instead of down-converting the S-band 
inside the feed to a standard low frequency carrier such as 70 MHz. The long coaxial cable can be an 
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antenna for high frequency interference. Considerable time and effort has gone into shortening the run and 
optimizing the cable. Ideally, this design should be limited to less than 50 foot runs and be used in radio- 
quiet suburban areas, as it is at Colorado State University” using the front end supplied to them and to us 
by Western Engineering and Satellite Technology (WEST) of Melno Park, CA. 

3. GVAR INGEST 

Each antenna feeds a RF demodulator and bit-synch receiver also supplied by WEST. The output from 
each receiver is a clock-and-data bit stream that feeds a corresponding bit-handling S-bus card installed in 
one SUN SPARC-20 workstation. The cards are semi-generic bit-correlation engines supplied by Apogee 
Solutions (associated with the University of Hawaii). Apogee supplies proprietary C language software in 
the SUN workstation to locate the bit-synch pattern at the start of each GOES data block (scanline) using 
only a few percent of the SUN’S CPU cycles. Apogee’s ingestors are very efficient, each using about 5% 
of the CPU on the SPARC-20. Similar ingestors are also used at NASA Ames Research Center (ARC) 
in Palo Alto, CA, to ingest GOES-8/-9 images for the popular and completely automated “Explorer”’ ’ 
anonymous FIT site there. At NASA-ARC, these software-driven S-bus ingestors operate completely 
autonomously on two separate SPARC-5 stations. At NASA-GSFC, both S-bus cards run 
simultaneously inside one SPARC-20 station. The ingest is autonomous, automatically restarting each 
time the computer is rebooted by power outages. 

There is an advantage to controlling the ingest process in high level software instead of PROM hardware. 
We have modified software several times to correct errors and to optimize throughput, and also to correct 
for problems in the SUN operating system (Solaris), which changes with each version. For example, the 
character-string version of the Solaris clock, which should be accurate to a millisecond, is only updated 
once every 4 minutes in Solaris 2.3 and 2.4. Because we use the date-time stamp from Solaris to label our 
raw GVAR datasets each time an image begins, we could not capture 1-minute interval images from 
GOES without a software work-around in the naming convention. 

On the SUN, the GVAR data blocks are written into a UNIX disk file, named with a date-time-satellite 
stamp corresponding to the beginning of each new Imager frame. For example, the raw GVAR file 
named “9607041745G8w” was captured on the 4th of July 1996 at 1745 UTC by GOES-8. In this case, 
the suffix “w” is an character drawn sequentially from the alphabet, to ensure that rapid multiple image- 
starts will all have different names. 

This ingest scheme generates several GVAR files per hour for processing and/or archiving to tape. 
Operational files are typically a few 100 MBytes each. We maintain a pool of raw GVAR data 10 hours 
deep for each GOES satellite, each on a 8-Gbyte disk pack. We have a UNIX script automatically delete 
the oldest files on each pack to maintain at least 500 MBytes of free space for the incoming GVAR data. 
The deep pool of recent GVAR data allows us to reprocess interesting events and to re-extract special 
features at full resolution and precision. The SUN disk packs are NFS-mounted to the workstations at 
NASA-GSFC, with as many as 6 stations drawing simultaneously on the raw GVAR data pool to create 
special-purpose imagery. The SUN has both FDDI and 1 OBaseT connections to facilitate GVAR data 
transfer at rates greater than the realtime flow (2.1 Mbits/sec from each satellite). 

4. GVAR PARSING 

NOAA’s GVAR data format packs the GOES scanlines into long, variable-length blocks described in 
two thick books about the software in the GOES Operational Ground Equipment (OGE)I2. There are 
copies of these OGE books on-line in several word-processing fo~mats’~. The demonically complex 
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GVAR blocking and packing requires well-structured code to deal with the many variations of Imager and 
Sounder blocks. 

usage:gvar [OPTIONS] <RawGvarDataFile> [MoreRawGvarDataFiles] 
VERBOSE -h more verbose description of the following options 
INSTRUMENT -i <instrument> default: none 

[none imager sounder iIcse 
sIcse iSpacelookStats iNav sNav] 

FILETYPE -f <file> default: none 
[none bin jpeg tiff tifftile tiffstrip ncdf] 

TIMESTAMP -T <stamp> default: fromFilename 
[fromFilename framestart] 

START - s  <VISpixel,VISline> default: from gvar 
END -e <VISpixel,VISline> default: from gvar 
AREA -A <[+/-I Mbytes> default: inactive 
LINKNAME -1 toggle link to latest default: none 
CHANNEL -c <channel> default: all 

[all 1 2 .. ] 

[none char uchar short ushort int uint float double] 

[counts radiance 

WORDTYPE - W  <wordtype> default: none 

UNITS -u <units> default: counts 

tstar tscene modeA (for IR ) 
albedo albedo21 (for VIS) 

GAIN -g <gain> (y-((x-b)/g)̂ G) default: 1.0 
BIAS -b <bias> default: 0.0 
GAMMA -G <gamma> default: 1.0 
XSCALE -x <pixels> default: 1.0 
YSCALE - y  <lines> default: 1.0 
DIRECTORY -p  <output-path> default: ./ 
HOURS -H <start,end> default: 0,23 

MAP -M <map> default: none 

MAPVALUE -m <Counts> default: 1023 
COMPRESS -C <schemelQUALITY> default: none175 

GMT hours 

[none grid1 grid2 grid12 3 

for tiff : 
[cittrle ccittfax3 ccittrlew lzw 

for jpeg: QUALITY [O - 1001 
next packbits thunderscan pixarfilm] 

SNOOZE -S <directory> default: off 
DEBUG -D <mode> default: none 

COUNTER -K toggle counter off default: on 
CMDF I LE - F <f ileName> default: none 
XECUTE -X <scriptName> default: none 

[none header lineDoc blockOtime SAD CRC] 

Version @ Tue Sep 26 12:26:11 EDT 1995 

NOAA’s raw, packed GVAR scanline format into images in common scientific formats. 

The GVAR parser used at NASA-GSFC was written in C++. It is portable software, having been 
compiled and tested on the SGI, HP, SUN and GNU’S C++ compilers in mid-1995. The source code and 
make files are freeware. They can be downloaded from the public d ~ m a i n ’ ~ .  The “gvar” software offers 
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a large number of command-line options when you type the command “gvar”, listed in Figure 3. Each 
option is explained in greater length by invoking the verbose form “ p a r  -h”. 

The “gvar” options listed in Figure 3 offer choice of instrument (Imager or Sounder), choice of output file 
type (binary, JPEG, TIFF, tiled TIFF, etc.), choice of the time and place ranges of observation (in 
instrument scan coordinates), and choice of channel selections. Channel output options include the 
computer word type (short or long, integer or floating point), physical units (radiance, brightness 
temperature, or albedo), intensity rescaling options for the output in the form y=(  (x-b)/g)% to reset 
gains and offsets, and horizontal and vertical rescaling. Either or both of NOAA’s dot-maps containing 
geopolitical boundaries can be embossed in the images with a user-specified numerical value for the dots 
to make them stand out in the image. The “gvar” code offers several programmer conveniences, such as 
output path names, debug modes, running counts of blocks processed, and a link to other command files 
to be run after each raw GVAR block is process (such as the removal of old files or the creation of multi- 
spectral combinations of new images). 

The “gvar” channel selection block can be repeated as many as 36 times within a single invocation of the 
application, each with its own output path. This means that it can create as many as 36 different sectors, 
each with it own image characteristics, while reading the raw W A R  data stream just once. The “gvar” 
parser can operate on one or more named raw GVAR files. It can also just “snooze” along, waiting for a 
new raw GVAR file to appear in the input directory path, allowing continuous automated processing. 

The “gvar” parsing code does most of its work very efficientiy using pointers and lookup tables. On 
modest FUSC workstations (100 to 200 MHz CPUs), the “gvar” code processes local raw GVAR at rates 
limited by the SCSI disk bus -- about 10 times faster than the raw data comes from the satellite. Over a 
NFS-mounted FDDI network, a remotely running “gvar” parser can still process raw GVAR 4 times 
faster than the satellite downlink (2.1 Mbitslsec) while creating 36 sectors of calibrated, full resolution 
imagery in a11 channels of the GOES-8 Imager and Sounder. 

5. DATA DISTRIBUTIO N 

As each GOES Imager scan is completed, the “gvar” software immediately parses the stream of raw data, 
converting a large-area lmager scan into dozens of smaller megapixel sectors. Consequently, we maintain 
a realtime data pool of images that are no more than 30 minutes old. 

These realtime images are written to a workstation dedicated to public file service of Remote Sensing Data 
(RSD) in the Mesoscale ProcessesJ5 branch at NASA-GSFC-GLA (http:llrsd.gsfc.nasa.gov). GOES 
images are written in TIFF format to preserve radiometric accuracy. The images remain on-line for 24 
hours. The images are organized into 36 directories, one for each sector. Each realtime Imager sector 
contains a 1200x1000 pixel visible image and four corresponding 300x250 pixel infrared images, each in 
its own directory: vis, ir2, ir3, ir4, ir5.. Most sectors are supplied at full resolution (over-sampled by the 
satellite by a factor of 7/4ths in the east-west direction, making the earth appear oblate). The larger area 
sectors, such as full earth, Conterminous US (CONUS), Brazil, etc., are subsampled to round-earth 
infrared resolution. 

In addition to realtime digital file service, the data stream can be run through a video rack to produce live 
video for NASA Select TV and broadcast quality BETA videotapes for immediate use by local broadcast 
meteorologists‘6, some of whom routinely enhance the full-resolution images for broadcast and provide 
them, in turn, as “value added” to the WebJ7. More than once during the active 1995 hurricane season, we 
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would go home from an interesting day at the workstation terminals at NASA-GSFC to see our products 
on local or national broadcasts. 

Sometimes the GOES ingestor at NASA-GSFC get personally involved in the weather it captures. For 
example, the GOES-8 ingest at NASA-GSFC captured the clouds containing the tornado in Fairfax VA 
on 24 June 1996 (Figure 4)18 within a minute or two of the touchdown time officially estimated by the 
National Weather Service”. Shortly after taking this picture, the GOES ingestor at NASA-GSFC was 
knocked out by the enormous surges in the local power grid due to storm damage. 

Figure 4: Enhanced GOES-8 image of Fairfax VA tornado, taken as the tornado was occurring, 
and just before the storm knocked out the GOES ingestor at NASA-GSFC in Greenbelt, MD. 
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To assist image navigation, each directory has an image file named “MAP.TIFF” containing geopolitical 
outlines for the area. This map can be overlaid on the GOES images to provide subjective location of 
weather events. This map is based on the navigated locations of every pixel, derived from NOAA 
navigation software, which is available on-line2’. The latitude-longitude locations of each pixel are also 
listed to the nearest 1/1OOth of a degree in a corresponding file named “goes.nav”, and is described by the 
file named “readme.nav”. 

In addition to the realtime images, the GOES Project Scientist in the Climate and Radiation” branch at 
NASA-GSFC-GLA maintains a lively 2-year deep on-line scrapbooks of GOES-822 and GOES-923 
images and other GOES technical information (http://climate.gsfc.nasa.gov). Internet users currently 
fetch about 500 MBytedweek of archived images from the project scrapbooks. The most popular items 
are a “hot 
dramatically enhanced multi-spectral images2’ and movies26. 

list containing the most recently enhanced GOES images, and two repositories of 

For high-end analysis of technical quality and scientific content of the GOES-8 and GOES-9 datasets, we 
employ the Interactive Image Spread Sheet (IISS), developed at NASA-GSFC.. At GLA, the IISS 
resides on a SGI Onyx with 5 12 MBytes of RAM and 32 Gbytes of dual-striped RAID disk packs 
capable of full screen color animation at 30 frames per second, with output to broadcast video. This high- 
performance system allows us to roam and zoom through day-long animations of CONUS visible 
imagery at full resolution, to probe for small differences among the GOES Imager channels, and to 
navigate images from different aspects and sources into a common coordinate system. 

For example, Figure 5 shows a coordinated IISS probe among enhanced copies of the GOES-8 Imager 
channels examining the cloudtop temperatures to within a fraction of a degree over Hurricane Luis, with 
cell B2 equal to the difference in brightness temperatures between the 6.7 micron water vapor channel and 
the 1 1 micron window channel (cells A2 and B 1, respectively). In this case, we were looking for signs of 
water vapor being injected into the stratosphere above the outflowing cirrus in the vigorously convective 
region that normally occurs northwest of the eye of a hurricane -- we did not find any. 
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Figure 5: The IISS being used on Hurricane Luis to make a coordinated probe of cloudtop 
temperatures observed by the GOES-8 Imager channels. 

Figure 6 presents another example of IISS analysis. In this case, GOES-8 and GOES-9 had 
simultaneously observed the eye of Hurricane Luis, and the two images are being navigated to a common 
latitude-longitude grid where the discrepancies in the apparent positions of cloudtops are being translated 
into stereoscopic height estimates. In this case, the unusual clouds within the eye are a secondary storm, a 
meso-vortex that occurs in the northwest quadrant of the eye, releasing energy and causing it to tilt. The 
animated version of Figure 6 is used to estimate wind speeds in the eye2’ for comparison to aircraft radar 
data that was taken by the National Hurricane Center (NHC) from a plane flying inside the eye of 
Humcane Luis at the same time. 
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Figure 6: The IISS is used to map coordinated views of Hurricane Luis observed from GOES-8 
and GOES-9 into the same coordinate system, to determine stereo cloud height and wind speed. 

Finally, for NASA-funded science projects, we set up special GOES science data capture operations 
during field experiments. For example, we have provided GOES imagery over the internet to the 1995 
stratospheric lightning chase2* in Peru, enabling them to fly to the midnight locations of the most intense 
thunderstorms in the Amazon basin. On a more massive scale, we helped the Smoke/Sulfate Clouds and 
Radiation (SCAR)29 experiment archive all the GOES-8 imagery of the Amazon basin during the summer 
of 1995, using FIT to move 20 Gbytes per day over FDDI into mass storage at NASA-GSFC. At the 
moment, we are providing daily images of Brazil to the Tropical Rainfall Measuring Mission (TRMM)” 
ground truth experiment, to help them calibrate their cloudtop/rainfall algorithm in preparation for the 
TRMM satellite launch in 1998. Finally, we are now routinely processing GOES Imagery in the 
California and Peru eastern Pacific Ocean basins to develop a reliable climatology of multi-layer, sub- 
resolution Marine Stratocumulus Clouds (MSC)3’. 

SP/E Vo/.  28 12 f 155 



6. SUMMARY 

This GOES ingest system at NASA-GSFC automatically processes a significant flow of digital data with 
minimum customization with maximum openness and user software flexibility, assembled from “off the 
shelf’ hardware components augmented by software. Multiple “gvar” processes can drink realtime data 
from the raw GVAR data pool using NFS over FDDI. The “gvar” image processing C++ software is 
efficient, self-explanatory, portable, and in the public domain. The Internet community gets free Web 
access to realtime images from GOES-8 and GOES-9, and to a rich scrapbook of interesting weather 
events ever since the launch of GOES-I in mid-1994. The science community gets free and easy access to 
full resolution, navigated and calibrated GOES data 24 hours per day, with special assistance from during 
NASA-supported field experiments. Similar systems are now available from commercial vendors32 at 
modest cost, and other public servers have sprung up33. 
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ABSTRACT 

This paper addresses imager evolution from the early geostationary imagers to the present and includes changes in 
requirements which drove instrument development and design. The GOES missions are compared with emphasis on 
development, performance differences, and design challenges. 

The Imager overview section focuses on the current system design and contains a system description, instrument 
characteristics, operational performance, a summary of the test program, and the launch schedule. The key instrument 
design areas discussed are the optical design, scan control and operation, thermal control design, in-flight calibration, 
and operational data distribution. Technical advancements and differences between the current GOES Imager and its 
immediate predecessors are addressed. Plans for follow-on GOES missions beyond the GOES I-M series, in the context 
of the evolution of GOES Imager instruments, provide a view into technological developments in the near-future. 

Keywords: GOES, Imager, predecessor, weather forecasting, radiometer, evolutionary, meteorological, satellite 

1 .O HISTORY OF GEOSTATIONARY ORBITAL lMAGING INSTRUMENTS 

The success of today’s geostationary imaging (and sounding) missions can be attributed to the development of the first 
geosynchronous orbiting satellite in the early 1960’s -- SYNCOM-3 in 1964. A geostationary satellite situated 
approximately 36000 kilometers (km) above the Earth’s equator offers a wider viewing angle and more frequent 
monitoring of global atmospheric weather patterns then provided by low-altitude, sun-synchronous satellites. 

1.1 Evolution of the geostationary imager 

Technological advancements in meteorological instruments are summarized’ in Table 1.1-1. The first imaging 
instrument on a geosynchronous satellite, Applications Technology Satellite- 1 (ATS-I) was launched in 1966, only 
two years after spin-stabilized geostationary orbiting capabilities were proven. The National Aeronautics and Space 
Administration’s (NASA) ATS program contained demonstration flights for a variety of satellite and instrument 
technologies. The ATS spin-scan cloud camera (SSCC) was the first imaging instrument to be operated in 
geostationary orbit. 

The SSCC used spin stabilization to generate visible images of the Earth disk from 50 degrees South to 50 degrees 
North latitude. During the 360 degree rotation, 20 degrees was dedicated to Earth viewing. Small scale weather 
systems were studied over the 7-year operational life of the SSCC. The sensor capabilities were modified for the ATS-3 
to provide a three-color (green, red, blue) visible imaging channel (multi-color SSCC-MSSCC) for better contrast of 
high to low clouds and clearer distinction between land and clouds. Full Earth coverage was achieved with an increase 
in the elevation angle range of the camera relative to the satellite’s spin axis’. 

The ATS-6 Geosynchronous Very High Resolution Radiometer (GVHRR) had revolutionary advances in both the 
satellite and instrument. The satellite was 3-axis stabilized offering a much greater Earth viewing time versus that 
achieved by spin-stabilized  satellite^.^. ATS-6 was primarily a communications satellite stationed over India, so it was 
not a major contributor to improved weather forecasting. The GVHRR did incorporate significant technology 
advancements. Unfortunately, the chopper motor, which operated as an effective “pass through” for visible radiant 
energy and as a reflector for the infrared (IR) band, failed after only 2.5 months. As a resuit, not all of the capabilities 
had an opportunity to be tested on-orbit, although several hundred images were generated. 

The most significant features of the GVHRR included dual channel visible and IR capability providing day and night 
imaging, 20 x 20 degree full frame and sector scans, improved resolution for study of severe local storms, ana 
improvement in surface temperature estimations. Wind velocity predictions from cloud movement improved the 
existing weather analysis tools of the time. 
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Table 1.1- 1 Chronology of Imaging Development Leading to GOES I-M 

'ATS-2 did not achieve stable orbit. 
*ATS-4 did not achieve stable orbit; ATS-5 did not achieve orbit (went into a flat spin when apogee boost 
motor failed to re-ignite). 

'Japan's GMS has the VISSR design on-board and was first launched in 1977. 
4SMS-C became operational as GOES-1 
'GOES-G did not achieve orbit, so GOES-H became GOES-7 on-orbit. 
61NSAT-IA satellite failed after 5 months and the MSAT-IC satellite operated for 1 year and 4 months. 
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The GVHRR was physically similar to the current GOES I-M Imager with a large passive radiative cooler, 
telescope/scan mirror configuration, and separate electronics/power modules. 

The Synchronous Meteorological Satellite (SMS) Program significantly improved visible resolution from two nautical 
miles ( m i )  to 0.5 nmi. SMS-I was launched the same year (1 974) as the ATS-6 in support of improved weather 
forecasting. SMS- 1 and -2, funded by NASA, were designed for operational use. The GOES- 1 (SMS-3) cost was 
shared between NASA and NOAA. All subsequent flights have been NOAA-funded. 

SMS-I was the first satellite dedicated to the on-board instrument. This instrument, Visible Infrared Spin-Scan 
Radiometer (VISSR), used spin stabilization for image generation since 3-axis stabilized satellites were more expensive 
and was not an adequately proven technology at the time. The positive experience from other spinner programs 
influenced the decision to continue using the spin-stabilized satellite design. The VISSR had eight visible channels 
with photomultiplier tubes (PMFs) and one IR channel which allowed measurement of cloud temperatures to improve 
detection of altitude differences . Also the study of mesoscale weather features was made possible with N-S motion of 
the scanner. Programmable capability to scan a section of the Earth on command allowed for tracking the formation of 
storms. Of equal importance was the VISSR data interface to the ground system. The analog video signal was 
digitized on the satellite. Wideband image data was transmitted to the ground station and then stretched for improved 
decoding at a data rate that could be handled by the user’s receiving ground equipment. The data was then relayed 
during the satellite back-spin for retransmission to ground stations for wider data distribution. The VISSR flew aboard 
five geosynchronous satellites prior to the VISSR Atmospheric Sounder (VAS). 

The VAS flew on GOES-4, -5, and -7 and validated the feasibility of dwell sounding. The most significant technology 
advancement was the addition of a filter wheel for sounding thereby providing two additional operational modes: multi- 
spectral imaging and dwell sounding . The multi-spectral imaging mode provided normal cloud mapping. The dwell 
sounding mode, a selected spectral band for a specified number of satellite rotations on one scan line, provided the first 
sounding data for vertical temperature and moisture profiles. The programmable N-S scan frame and automated scan 
control processing allowed for dwelling, which improved the signal-to-noise ratio (SNR) and provided mesoscale 
weather data not previously available’. The first ground sounding retrieval system (Man-Computer Interactive Data 
Access System - MCIDAS) developed for processing and analyzing VAS sounding data is still in use today as a 
comprehensive data analysis system. 

The spin stabilized Meteosat-I VISSR’, built for the European Space Agency (ESA), had two technology 
improvements over the GOES VISSR -- first use of solid state detectors for visible imagery and duty cycle stretching 
processed on-board. The second generation Meteosat instrument is of VISSR heritage and design. 

The lineage of the ATS, SMS, and GOES series was used in part to develop the INSAT Very High Resolution 
Radiometer (VHRR) for the Indian Space Research Organization (ISRO). The VHRR had many design enhancements: 
a dichroic mirror for visible and IR energy direction to detectors instead of a mechanical chopper; a space clamp circuit 
for direct current (dc) restoration instead of a reference look-up table to improve IR amplifier stability; an InductosynO 
instead of an optical encoder to provide fmer servo control in position reference control; and a change in the type of 
bearing lubrication to extend the life of the scanner assembly. The VHRR design was the immediate precursor to the 
GOES I-M series of meteorological satellites. 

1.2 Summary performance and features of previous imaging instruments 

Table 1.2-1 compares geostationary orbital imaging capabilities from the SSCC to the GOES I-M Imager. Initially 
only the visible spectrum was available for measurement. Multi-color visible channels led to development of thermal 
channels. Visible channels operated with separate PMTs until visible silicon diode detectors provided consistency in 
responses from detector to detector and reduced image stripping affects. IR channels, first tested on the GVHRR, 
complemented the visible channel and provided vital knowledge of global weather patterns improving computer 
modeling from local areas to mesoscale. IR channels provided critical data at night maintaining near continuous 
tracking of weather patterns and major storms. The IR channel became so critical that it has been redundant on every 
operational satellite since its initial demonstration. 

The Instantaneous Field of View (IFOV) for PMTs ranged from approximately 110 prad square to 21 x 25 vradians 
(prad) trending towards smaller IFOVs. Silicon detectors shifted the IFOV size to 60 pads for Meteosat and 76.8 prads 
for the MSAT instrument. Visible channel spatial resolution improved to 1 km after the initial ATS satellite series and 
has effectively remained unchanged except for the European and Indian instruments. IR detector technology has improved 
resulting in successively smaller IFOVs (except for the VHRR which was based upon the GVHRR). Resolution 
generally remained in the 11 km range. Spatial resolution from instrument to instrument was dependent upon program 
constraints. 
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Table 1.2- 1 Comparison of Geostationary Orbital Imaging Capabilities 

The SSCC and MSSCC cameras used a “pin-hole” opening to the PMTs. The GVHRR changed to a 2-axis 
gimballed scan mirror with an 20 cm diameter aperture. The VHRR’s unique requirements led to a smaller telescope 
and aperture diameter. The larger VISSR and VAS had a 40 cm diameter aperture thus an overall increase in weight. 
The SMS/GOES optical design determined the aperture size because of a large central obscuration from the telescope 
design. The GOES I-M Imager provides similar or better performance as the VAS with a 30 cm aperture. 

The GVHRR digital resolution was 9 bits. While the VISSR and VAS quantized the visible to 6 bits and IR to 8 
bits. The VHRR had similar quantization requirements as the VAS. The GOES I-M improved Imager quantization to 
10 bits and Sounder to 13 bits. The scan time for a full-disk image generally remains at approximately 30 minutes. 
The GOES-8 and -9 scan time is 26 minutes. The percentage of Earth viewing time is approximately 5% for spin 
stabilized satellites and 82% for 3-axis stabilized satellites in full disk imaging. 

The VISSRNAS had an open-loop servo system for mirror control. An optical encoder (an incandescent lamp and a 
mask for fine or coarse traces) determined the position of the gimbal shaft. This approach began with the VISSR and 
continued through the GOES instruments. Reliability was poor since the lamps often burned out after a short period 
ultimately causing a shorter instrument life. The GOES-7 employed LEDs instead of lamps, resolving the lamp failure 
issue, and became the longest lived geostationary Imager of any in the series. The VHRR employed a closed-loop 
servo which provided active control of scan mirror position. The analog encoder, an InductosynC3, provided positional 
control as well as position location. The GOES I-M Imager uses an improved InductosynC3 design. The VHRR 
bearing lubrication was also changed to extend instrument life by reducing a lube hill affect on the scan mirror bearings’. 

Visible channel in-flight calibration was first pelformed on the VISSR with a small collecting aperture and used the sun 
as a source to simulate an effective albedo level . Following on-orbit experience, the visible calibration was changed to 
normalize outputs on the ground and incorporate ground truth measurement corrections. Each subsequent instrument 
calibrated the visible channel in the same manner. IR channel in-flight radiometric calibration was first performed using 
a shutter which reflected blackbody energy into the focal plane during non-Earth views. However, this on-orbit thermal 
calibration did not measure total instrument response and was not adequate when compared to ground truth 
measurements. The effects of the foreoptics, scan mirror, and structure had to be added to the calibration data correction 
algorithm in ground data processing. The Imager provides a complete end-to-end full aperture IR calibration with a 
blackbody. 

2.0 GOES I-M IMAGER OVERVIEW 

The GOES I-M series is funded and managed by the National Oceanic and Atmospheric Administration (NOAA) and 
operated by NOAA’s National Environmental Satellite Data and Information Service (NESDIS). The design, 
development, test, launch, and postlaunch test of each satellite is managed by the NASA’s Goddard Space Flight 
Center (GSFC). The National Weather Service (NWS) will be “modernized” tqpugh major technological 
advancements in the next generation of Earth observing meteorological satellites . The GOES Imager of today 
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embodies a combination of advancements and upgrades from GOES predecessor missions. Specifically a 3-axis body 
stabilization satellite (provides a stable Earth pointing platform to more fully use the meteorological instruments on- 
board with independent imaging and sounding increasing the frequency of data collected and the opportunity for 
sounding); greater scan flexibility; one minute rapid scan imaging (provides severe storm forecasting); two additional 
IR channels; data resolution improvements; radiometric improvements (e.g., spectral resolution, SNR, smaller FOV , 
etc.); image navigation and registration (INR) (provides improved earth-referenced location determination and 
measurement accuracy); active in-flight full system IR calibration; and calibrated data (i.e., GVAR) in a simplified 
format to end users are included in today’s imager missions. Each have provided significant steps in furthering the 
mission of the NWS over previous imagers. The GOES I-M Imager is part of the full instrument system presented 
below. 

2.1 System description 

The GOES I-M system consists of a space and ground segment. The space segment contains three instruments 
providing environmental remote sensing, a data collection system, and data broadcast system. The ground segment 
receives and processes raw data and retransmits it to the satellite for relay to the end users. 

2.1.1 GOES instrument system 

The GOES instruments are the Imager, Sounder, and Space Environment Monitor (SEM). The Imager and Sounder are 
radiometers that scan the Earth to monitor and measure dynamic weather patterns and events and operate independently -- 
a first. The Imager has one visible and four IR channels, provides cloud and water vapor measurements, and generates 
both visual and infrared images. The Sounder has one visible and 18 IR channels, provides vertical temperature and 
moisture profiles, layer mean temperature and moisture, total precipitable water, and a stability index. The SEM is a 
combination ;f five sensors that survey the sun and measure its effect on the near-Earth solar-terrestrial electromagnetic 
environment . The SEM sensors include the X-Ray Sensor (XRS), Energetic Particles Sensor (EPS), High Energy 
Proton and Alpha Particle Detector (HEPAD), and magnetometers. The SEM’s Solar X-Ray Imager (SXI) is planned for 
the GOES-M mission. 

The data collection system receives and distributes meteorological data from ground-based Data Collection Platforms 
(DCP) to end users. The data broadcast system consists of a dedicated communications link for the search and rescue 
(SAR) transponder for detection and relay of distress signals from aircraft and ships to emergency on-call ground 
services. The continuous relay of Weather Facsimile (WEFAX) and processed weather data is also provided”. 

2.1.2 Imager system block diagram 

The Imager has three separate modules (Figure 2.1.2-1): power supply, electronics, and sensor. The power supply 
module contains three power converters, fuses, and a relay control. The electronics module contains all the coT2mand, 
control, and signal processing elements and the scan control electronics for the instrument. The sensor module 
(Figure 2.1.2-2) is approximately 1 15 x 80 x 75 centimeters (cm) and contains the optical subsystem and servo scan 
control and drive subsystem. 

The Imager sensor module is mounted on the northwest comer of the Earth facing side of the spacecraft with the optical 
port pointing to the Earth. The power supply and electronics modules are also mounted on the north panel within the 
spacecraft. Primary spacecraft to instrument interfaces include command and telemetry, primary bus voltage input, and 
attitude and orbit control electronics (AOCE) input. The INR function is an integral part of the AOCE and provides 
imagery and sounding data on fixed Earth coordinates that define latitude and longitude for each picture element (pixel) 
within an image and between images. Imager command control is provided via the spacecraft command unit interface to 
the electronics module’s proportional command subsystem. 

The power supply module is 29 x 20 x 16 cm and provides an average of 134 watts distributed within the instrument. 
Within the power supply, the spacecraft primary bus voltage is converted to required voltages. Telemetry and 
electronics converter voltages are input to the electronics module for internal distribution and secondary regulation. 
Scanner power is input to the electronics module as a regulated input. The power supply’s heater power bus is input to 
the sensor module’s heater relays for distribution. 

The electronics module is 67 x 43 x 19 cm and contains interface electronics, servo scan control drive subsystem, video 
processing subsystem, heater control circuit, and the data processing subsystem. The video and bi-level wideband 
telemetry data are integrated and the analog narrowband telemetry (e.g., temperature, voltage, current, servo error, etc.) 
are processed for downlink. Redundant circuitry is provided for the primary subsystem components (e.g., visible and 
IR processors, N-S and E-W address system, etc.). 

The sensor module’s optical subsystem contains the scan mirror, telescope, and optical traiddetectors. The associated 
optical electronics and servo scan control subsystem are distributed between the electronics and sensor modules. 
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Figure 2.1.2-2 Imager Sensor Module 
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Heaters are strategically placed to thermostatically control the baseplate, patch, radiant cooler, and cooler outgas and 
anti-ice functions to commandable set points. The sensor module's scanner assembly includes the servo motors, 
InductosynsO/preamplifiers, gimbals, rotating shaft, CEI/AEI circuitry, direct drive torque motors, and servo amplifiers. 
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2.2 Instrument characteristics and operational performance 

The basic characteristics of the GOES I-M Imager are summarized'l in Table 2.2- 1. Each channel is described and the 
improved operational performance from previous Imagers is addressed. 

Sea-Surface temperature/ 
5-Longwave HgCdTe 11.50 to 12.50 4 to 320 K 4 1 watervapor 

Table 2.2-1. Imager Characteristics 

2.2.1 Optical design 

The portions of the sensor and electronics modules that contain the optical subsystem and provide video data 
processing13 are shown in Figure 2.2.1-1. The Imager scans the Earth through the motion of an elliptical plane mirror 
which directs reflected sunlight and IR thermal emissions into a Cassegrain telescope. The scan mirror is a triangular- 
cell honeycomb structure of beryllium with a polished nickel plating and aluminum reflective surface. Mirror 
deformations are minimized by tailoring the plating thickness on the front and back surfaces of the mirror. The 
telescope is composed of a 3 1 cm primary mirror and a 5.3 cm secondary mirror, both of front-surface aluminized ULE 
glass. The focused visible and IR emissions are divided into five wavelength bands by dichroic beamsplitters, first 
separating the visible from the IR and further dividing the IR into four spectral bands, or channels. These four channels 
are centered at 3.9 pm, 6.75 prn, 10.7 pm and 12 pm. The visible signal focuses onto a silicon detector and the IR 
signals are directed to the coole$detectors through wavelength defining bandpass filters. Figure 2.2.1-2 conceptually 
illustrates the instrument optics . 
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Figure 2.2.1-1. Optical Subsystem and Video Data Processing 
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Figure 2.2.1-2 Representative Optical Design 

The visible portion of the incident energy (550 nm to 750 nm) is directed to a linear array of eight 12.5 pm square 
silicon detectors which provide a nominal Instantaneous Geometric Field of View (IGFOV) of 28 pmd. This 
corresponds to a one kilometer square on the Earth. The detectors for the shortest wavelength energy of the four IR 
channels, 3.9 pn, is a cooled four-element indium antinomide (InSb) detector array used pairwise, to provide two 
adjacent 112 pmd (4 km) scan lines across the scene. A second pair in the array provide redundancy. The longer wave 
band emissions at 10.7 pm and 12.0 pm are detected by photoconductive (PC) mercury cadmium telluride (HgCdTe) 
detectors, packaged as four element linear mays of 50 pm by 50 pm, which are scanned pairwise and the nominal 
IGFOV is 1 12 prad (4 km). The single 6.75 pm detector is a two element PC HgCdTe nominal 100 pm square, with 
an associated IGFOV of 224 wad (8 km). The separate paths in the instrument optics serve to separate the five 
wavelength channels. Required coregistration accuracy from any channel to any other is 28 prad or less. 

2.2.2 Scan control and operation 

The portions at the sensor and electronics modules that contain the servo scan control and drive subsystem” are shown 
in Figure 2.2.2- 1. The scan control forms images by actively controlling movement of the scan mirror in a raster-scan 
pattern across the Earth. The mirror is mounted on a two-axis gimbal system, allowing controlled scan motion in the 
east-west axis as well as north-south deflections. Each axis is driven by a direct drive motor and the gimbal position is 
sensed by an InductosynB position sensor. The scan control logic applies the desired mirror scan position value to 
each InductosynB. An error signal (difference between the target and the current mirror position) is fed to the torque 
motor which drives the mirror mount until null is achieved. Corrections to servo pointing errors (nonorthogonality and 
fixed-pattern errors) are determined during testing and compensating values are stored in the PROM. The E-W servo 
loop has a coherent error integrator (CEI) that automatically corrects for changes in bearing drag, cable torque or other 
systematic disturbances. The servo system achieves position errors of only a few microradians. 

In addition to the instrument error corrections, the spacecraft supplies an Image Motion Compensation (IMC) signal 
which compensates for various deterministic spacecraft motions, such as thermal distortion, orbital deviations, and 
spacecraft attitude disturbances. The image remains fixed with respect to the Earth. In a typical scan operation, the 
start and end locations of the desired image frame are loaded by input command. The mirror is moved in eight 
microradian steps at 10 degreeshecond. At the scan line end location, the mirror is decelerated and moved 224 p a d  to 
the south. The mirror is then accelerated in the west-to-east direction and the next scan line begins. This process 
continues to the southern limit of the commanded frame. 

SPIE Vol. 28 12 1 7 67 



:cannel 
Power 

Electronics :gurarorl- 

1 I E-W X 1 &  
X128 Drive 

I ELECTRONICS MODULE 
Scanner 
Power 

Digit11 Address I 
Driversm 1 Processor +7v. 29v I - 1  

Figure 2.2.2-1 Servo Scan Control and Drive Subsystem 

2.2.3 Thermal control design 

The IR detectors are cooled to cryogenic temperatures using a passive, three-stage, radiative cooler. The first and 
warmest stage of the cooler is the vacuum housing which is thermally decoupled from the sensor module, conductively 
through a high resistance mounting structure and radiatively by using low emittance, gold-plated facing surfaces. It is 
cooled by radiation to space using optical solar reflector (OSR) surfaces which minimize heat gains when sunlit. The 
second stage of the cooler, called the radiator, is conductively and radiatively decoupled from the vacuum housing and 
is cooled by radiation to space from a black-painted surface. The sunshield prevents solar illumination of this surface. 
The final and coldest stage, the patch, can attain temperatures below 90 degrees Kelvin (K) under low sun angle 
conditions. The patch temperature is maintained at one of three commandable setpoints with a proportionally- 
controlled heater. 

The thermal control of the sensor module is very challenging due to the large scan aperture, which allows large energy 
gain during part of the diurnal cycle when direct sun illuminates the aperture and large energy loss to space during the 
cold portion of the diurnal cycle. Solar energy into the scan cavity is reduced by a shield surrounding the aperture. 
Heat is dissipated from the sensor module with a radiator and louver system. A fixed sunshade prevents direct sunlight 
from reaching the louver assembly. Low temperature extremes are decreased by the use of thermal control heaters on the 
sensor baseplate. Since the instrument baseplate serves as an optical bench for the telescope, redundant sets of six 
individual proportionally controlled heaters are arranged to minimize gradients which would distort the telescope. 
Conductively and radiatively isolated sun shields are placed over the E-W motor and InductosynB housing and 
secondary mirror assembly and support. The back surface of the scan mirror is painted white which couples it to the 
warm scan assembly when viewing the Earth and reduces energy gain while the back is facing the sun when viewing the 
internal calibration target. 

2.2.4 In-flight calibration 

The in-flight calibration system calibrates the complete optical train from scan mirror to detectors. Effects of diurnal 
variations on the instrument’s radiometric data quality are reduced on board. The combination of on-board calibration 
references and ground processing algorithms produce the radiometric image quality expected by users. The IR channels 
employ “spacelook‘y and a full-aperture blackbody to provide full-field calibration. 

The IR Blackbody calibration consists of a sequence of spacelook, electronff calibration, and blackbody calibration 
every 10 minutes after completion of a frame without interruption of a scan . Spacelook occurs automatically every 9.2 
or 36.6 seconds. The detector electronics calibration (ECAL) signal ensures that the electronic gains are functioning 
properly. Update of the clamp circuitry occurs every 2.2 seconds for the visible and IR signal levels. Both thermal and 
electrical stability of the instrument are important to calibration. An absolute accuracy of 1 .O degree K results from the 
calibration process. On the ground, visible data is normalized and IR data is calibrated using look-up tables. The 
ground calibration system extracts the radiometric reference signal, compares it with the calibrated reference, and derives 
the differences to determine the correction factor to be applied to the Imager down-linked data. 

168 1 SPlE Vol. 28 12 



2.2.5 Operational data distribution 

The on-orbit instrument data processing sub~ystem’~ shown in figure 2.2.5-1 shows that portion of the electronics 
module that is associated with data processing and its interfaces. Energy from an Earth scene is input as analog signals 
to the sensor module’s preamplifiers. The electronics module processes and converts the analog signals to digital 
signals which are formatted into 10 bit words. This improves image quality, star sensing capability, and radiometric 
measurements over previous instruments. These instrument raw data (wideband) are input to the satellite’s sensor data 
(SD) transmitter for downlink to the ground. Wideband data includes all instrument outputs (e.g., video, servo, 
telemetry, etc.) used to generate weather products, monitor instrument status, and analyze on-orbit instrument 
anomalies. The sensors’ analog and bi-level telemetry (narrowband) are input directly to the satellite’s Telemetry and 
Command Subsystem’s (TCS) telemetry unit for transmission to the ground via the Command and Data Acquisition 
(CDA) telemetry transmitter. Narrowband data are individual hardwired data outputs which are used to monitor the 
health and safety of the instrument and are an additional source for monitoring instrument status in the event the 
electronics data processing subsystem or its interfaces malfunction. The Multi-purpose Data Link (MDL) data (Le., 
mirror slew events, N-S and E-W servo error), a diagnostics tool, is input to the satellite’s attitude data multiplexer 
(ADM) via the AOCE and output to the MDL transmitter for downlink. 

- Narrowband 
* Telemetry Telemetry . 

Processing 

Figure 2.2.5- 1. On-Orbit Instrument Data Processing Subsystem 

The GOES data links and product distribution network are shown in figure 2.2.5-2. Satellite telemetry, raw instrument 
data, GOES Variable (GVAR) data, Data Collection System (DCS), SAR, and WEFAX are the data links between the 
GOES-I and -9 satellites and the ground. The satellite is operated from the CDA Station in Wallops, Virginia and the 
SOCC in Suitland, Maryland. The CDA receives Imager raw data at 2.6 Mbps and Sounder data at 40 kbps which are 
processed into GVAR data (calibrated, normalized, gridded, Earth located), and retransmitted to the satellite for 
distribution to the users. The CDA also receives the DCS Platform data for transmission to DCS users and receives 
WEFAX data which are transmitted to the satellite for wide distribution to users. 

The NESDIS Satellite Operations Control Center (SOCC) receives the retransmitted GVAR data, MDL diagnostic 
data, and WEFAX data from the satellite and generates command schedules which are transmitted to the satellite via the 
CDA. The Central Environmental Satellite Computer System (CESCS) receives both polar data and geostationary 
GVAR data for analysis and distribution. For wide distribution of data products, the SOCC and CESCS send the data 
via microwave to the Central Data Distribution Facility in the World Weather Building. The GVAR data are used to 
derive weather data products (e.g., realtime remapped images, global winds, moisture analysis, etc.) which are 
distributed to National Centers for severe weather forecasting and analysis. Regional field data facilities receive GVAR 
data and distribute products (e.g., imaging, rainfall estimates, mercator maps, etc.) to regionally located weather forecast 
offices across the country. A telephone service (GOES Tap) is also available to users (e.g., television, radio, airports, 
etc.) for easy access to various derived products. 

The NOAA Environmental Research Laboratories (ERL) receive GVAR data from the satellite and extract and format 
the SEM data for users. The DCPs receive downlinked DCP Interrogation (DCPI) data and uplink the DCP Report 
(DCPR) for relay to the CDA and real-time users. The Emergency Locator Transmitter (ELT)/ Emergency Position 
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Indicating Radio Beacon (EPIRB) Search And Rescue (SAR) uplink to the satellite are relayed to the SAR ground 
station for emergency rescue services. 

4 A I I 
GVAR 

I 

& Derived Products 
SEM Users 

GVAR, 
WEFAX, 
DCS Users 

DCS Users 

I 
DCS 

Platforms 

I 

WEFAX ’ 

Cmdfllm 

Figure 2.2.5-2 GOES System Produces Data for Regional and National Forecasting 

2.3 Test program 

Technology advancements made since the GOES-7 launch (1 987) necessitated a comprehensive qualification test 
program for GOES-8 and GOES-9, as will the remaining instruments in the GOES series (GOES-K, L, M) to ensure 
successful operation on-orbit. This test program contains three levels of test that culminate in launch readiness: pre- 
integration, instrument system, and spacecraft. The test results are used to accurately characterize the instrument, verify 
system performance, and prepare the instrument for launch and on-orbit conditions. 

Pre-integration testing includes life, component, subassembly ((‘box” level), and module testing. Life tests are 
conducted on new designs that have not been operated or reliably test flown on-orbit and component level and box level 
tests provide the qualification of critical flight components prior to use in the instrument. Module level testing is 
conducted on the three separate units (sensor, electronics, power supply) prior to integration as an instrument. The 
power supply and electronics are bench tested for functionality at ambient and mass properties measurements are 
performed. The power supply as a unit undergoes environmental testing for qualification. During the build-up of the 
sensor module, optical alignments are performed and again immediately prior to system integration. Visible and IR 
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optical subsystem tests (e.g., MTF, IFOV, coregistration, throughput measurements, etc.) are taken and validated 
against the specification. A few sensor module components are not tested directly; however their expected performance 
is verified by analysis. System integration follows with assembly and interconnect of the three instrument modules, the 
first power-on functional tests, and initial tailoring of electronic gains. 

Instrument system level acceptance testing is comprised of five major phases: preliminary bench, preliminary thermal 
vacuum, EMI/EMC, vibration, and final thermal vacuum (t/v)I4. Throughout the system acceptance testing, particular 
functional and performance tests are repeated to ensure that performance will not degrade over time or under 
environmental stress, that inherent design issues affecting performance are resolved. and overall performance confirmed. 
These “standard” tests include electrical performance, critical alignments, visible and IR calibration and star sense tests, 
coregistration, system MTF, scan accuracy validation, electro-optical tests, and contamination control 
inspections/optics cleaning. Power configurations for both side 1 and side 2 are tested. 

Preliminary instrument level bench testing characterizes system Performance and baselines are set so that instrument 
performance can be referenced throughout the complete test program. The bench tests include electrical performance that 
measures command, telemetry, and servo performance, optical train characterization, wideband telemetry verification, 
and the standard tests described above. In preliminary thermal vacuum, the IR gains are set, instrument performance 
over mission operating temperatures is measured, and the IR channels are calibrated. The standard functional, cooler 
performance, and baseplate heater tests and a 24-hour continuous operational scenario are run with the sensor module in 
the t/v chamber and the electronics and power supply modules at ambient to more easily adjust IR gains and 
troubleshoot any electrical or power module anomalies. Expected on-orbit performance is determined by comparing the 
t/v test results to thermal model predictions. 

Electromagnetic compatibility is validated by performing electromagnetic interference testing with the results compared 
to the baseline electrical performance data to ensure that the instrument will operate nominally during RF exposure. 
Vibration testing follows with instrument random, sine, and shock specification levels applied to the sensor and 
electronics units. Post-vibration tests (Le., standard functional, dynamic interaction, cooler cover pyro deployment, and 
external cube alignment) determine the effects on instrument alignment, image quality, and scan performance and are 
compared to a pre-vibration baseline previously established to build confidence in the flight instrument’s proper 
operation under predicted launch loads. A final thermal vacuum test (Le., standard functionals, alignment 
measurements. cold start, and three-day continuous operational scenario) with all three instrument modules under 
thermal vacuum is conducted to ensure the instrument is ready to be integrated and tested at the spacecraft level. 

Spacecrafi level testing, complete with the instruments integrated, includes reference comprehensive performance, RF 
link, acoustics, thermal vacuum, magnetic field, final alignment, end-to-end, and final comprehensive performance tests. 
Launch preparations are conducted at the launch site as part of the integrated spacecraft test activities. Following 
successful completion of the instrument tests (Le., alignments, visible and star channel aliveness, scan operations, 
limited IMC electrical, electronic calibration, command functional, power consumption, cooler door deployment, torque 
margin measurement, and optics/cooler inspection and cleaning) the GOES instruments are ready for launch. 

2.4 Launch schedule 

The GOES I-M on-orbit operational system includes the GOES-8 positioned at 75 degrees West and the GOES-9 at 
135 degrees West both at a geostationary altitude of 35790 km providing comprehensive coverage for the Western 
hemisphere. GOES-I was launched on April 13, 1994 and was renamed GOES-8 upon reaching synchronous orbit. 
GOES-J was launched on May 23, 1995 and renamed GOES-9 upon reaching synchronous orbit. After successful post 
launch testing and initiation of on-orbit operation of both GOES-8 and -9, GOES-7, originally launched in 1987 and 
operational for 9 years, was placed in a stable orbit and partially deactivated. It will be available for emergency back-up 
to the GOES operational system. The remaining satellites in the GOES I-M series (GOES-K, GOES-L, and GOES-M) 
are scheduled for launch in 1997,200 1, and 1999 respectively. GOES-M will be launched out of sequence due to the 
planned availability of the SXI instrument. 

3.0 POSSIBLE TECHNOLOGY ADVANCEMENTS FOR FOLLOW-ON IMAGERS 

The evolutionary growth from the GOES I-M will be in the GOES-NOPQ series and GOES-R. The NWS 
preliminary plan is to implement “clone-like’’ requirements on GOES-NO/PQ and then possibly significant block 
changes on GOES-R. GOES-R will develop significant advancements in capabilities and is to be launched in 
15 to 20 years. The NWS is formalizing goals and the desired capabilities are summari~ed’~ in Table 3-1. Though the 
NWS and NOAA have defined preliminary plans and would like to continue to implement these goals and desires, the 
real world of budget constraints, technology availability, and the desire to more fully use existing technology will 
determine the future capabilities of the GOES. As a result, NWS and NOAA are undergoing a major reassessment of 
GOES program goals . The intention is to begin an assessment of the current application of the GOES I-M and define 
possible subsequent changes in design requirements. A range of outcomes are possible from more fully utilizing current 
products, downgrading the existing design requirements for GOES NOPQ to meet reassessed requirements, or upgrade 
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to operate in the state-of-the-art technology. Ultimately time will tell where we proceed from the current instrument 
technology operating on-orbit to the next generation of instruments. 

The GSFC GOES Program is following the NWS near-term requirements on GOES-N, 0 for instrument design 
changes intended to provide primarily a reliability upgrade via modification of existing designs for engineering 
improvements (e.g., vacuum housing seals, heaters, etc.) and to eliminate design problem areas (i.e., solar intrusion) 
inherent in the GOES I-M series. The NOAA has also defined requirements for a Double Rate Imager (DRI) currently 
in the definition phase planned for completion in early 1997. The plan is to use existing GOES I-M Imager 
technology with the addition of reasonable upgrades in performance. The earliest the DRI may be considered for 
launch is in the GOES-P, Q timeframe. The DRI design intends to provide double the scene coverage rate, three 
additional IR 4 km IFOV channels with goals for improved Noise Equivalent Temperature Difference (NEAT), eight 
additional visible 1 km IFOV detectors, channel 3 will have two 4 km IFOV detectors instead of one 8 km IFOV 
detector, electronics redundancy with dual visible and IR processor architecture design, and accommodation for the raw 
and GVAR data rate increasei6. However, upon completion of the definition phase there may be a reduction in 
requirements based upon predicted design and operational costs. 

b Improve observational capabilities Simultaneous local sev 

Improve data distnbution 
Improve regional forecastmg displays 
Develop new types of observations 
, Develop more sophisticated models 

Updated image data every 5 minutes over 3000x3000 km and visible 
data (rapid scan) over lOOOxl000 km 

of view by +/-25% of the IR spatial resolution 
On-board visible channel absolute and in-flight IR calibration within 
0 2 degrees K relative accuracy and 1 degree K absolute accuracy , satellite accuracy of 1.25 km 

, Improvement in pixel-to-pixel registration C O ~ ~ ~ U O U S  maglng and sounding though midnight 
24-hour operations during eclipse period 
Visible resolution to 0 5 km and IR to 2 km 
Lightning mapper 
Measurements to benefit oceanography, climate, and hydrology 

Microwave Imqmg 
Larger focal plane arrays with improved cooler technology 
Improved data handling 
Miniaturized technologies 

within a frame 

km or less over consecutive images dunng 
a 60-minute period 

* Data to users m real-time and from all bands 
simultaneously for a specific area within 
five seconds 

routme maneuver 

local midnight 

, Visible image-to-image registration of 0 5 

monitoring and research 

, One hour recovery time or less from a 

, Minimize performance degradation around 

Table 3-1. NWS & NOAA GOES Long-Term Goals and Desires 

The working relationship developed between GSFC and NOAA throughout the history of the GOES Program can 
continue to be used to further the advancement of state-of-the-art instrument technology and environmental monitoring 
goals. GSFC's plan to focus potential technology development applications in instrument, spacecraft and ground 
systems and potential technology transfer from other NASA programs for future missions is proposed in the GSFC 
Technology Infusion P1ax-1'~. An example would be the New Millennium Program (NMP) that may provide possible 
advances in sensor technology, new approaches to low cost programs, and micro-miniaturization for incorporation into 
the future GOES Program. 

With the NWS/NOAA reassessment of the GOES Program requirements and longterm goals, it is unclear how 
consistent future results will be with published plans. However, with the continued cooperation between NWS and 
NOAA defining observational requirements and GSFC's system development capabilities, the future GOES program 
can continually provide the critical component of the NWS's global weather forecasting system and satisfy the users 
needs with continuing performance and product development improvements. 

4.0 SUMMARY 

The GOES satellite system is an integral part of the NWS global weather data network and provides a critical resource 
for tracking severe weather activity that saves lives and property. In addition, daily local television forecasts using the 
GOES satellite data have significantly contributed to a better understanding of the complexity of weather and its 
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forecasting and ensuring that the American citizen has accurate and current information. This has been the result of 
major technological advances in the geostationary imager and data distribution since the first on-orbit geostationary 
demonstration in 1966 and the first operational instrument in 1974. GOES3 and GOES-9 are the result of imaging and 
sounding instrument evolution in detector technology, cooler performance, independent imaging and sounding 
operations, navigation and registration, scanning modes (in particular one minute rapid scan imaging for severe storm 
forecasting), and radiometrics (e.g., SNR, NEAT, resolution, etc.). The heritage of the current operational satellites is 
to keep pace with the needs of the users within the technology capabilities available. 

The next series of GOES to follow GOES I-M will most likely contain performance improvements determined by a 
combination of budget constraints, user requirements, and existing technology capabilities available from the 1990’s. 
Gradual design changes should be anticipated through the year 2003 and forthcoming revolutionary state-of-the-art 
technology should be available on-orbit in the next 20 years providing proposed long-term performance requirements 
and new technology from other programs can be applied to the GOES program. .To ensure that the envelope of 
technology advancements continues to be pushed to the limits of practicality, decisions need to be made now to lay the 
foundation for satisfying the increasing performance and data needs of the user as understanding of meteorological events 
and global and mesoscale weather patterns expands and computer forecasting models evolve. An evolutionary approach 
to introduce new technologies into the operational GOES satellites will need to be implemented for NOAA and NASA 
to provide the NWS users continual growth over the next 20 years. 
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GOES Sounder overview 
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ABSTRACT 

The GOES Sounder is similar in appearance, size, and design to the GOES Imager. It provides independent 
radiometric sounding of the atmosphere from GOES-East and GOES-West (GOES 8 and 9), which was accomplished 
on previous GOES by a single instrument with responsibility split between the functions of imaging and sounding. 
With 19 channels ranging from 0.70 ym to 14.71 pm, the Sounder probes the atmosphere to measure radiance at 
different depths (altitudes) while also monitoring surface and atmospheric temperatures, ozone, water vapor content, 
and cloud cover by means of the calibration of radiance data at selected wavelengths. 

Like the Imager, the Sounder scans the full earth, and can be commanded to scan local regions of interest. 
The scan mirror steps across the disk of the earth in synchronization with a dead zone on a filter wheel. The filters 
define 18 of the channels as they rotate on the wheel in the path of light split into three beams traveling to detectors 
divided into longwave, midwave, and shortwave arrays. For visible (0.70 ym) sounding of cloud cover, energy is split 
off ahead of the filter wheel and passed to the 19th channel and also to star sensing detectors used for instrument 
navigation. 

Keywords: GOES, sounder, weather, satellite 

2. m o  DUCTION 

The GOES Sounder is one of the two primary instruments on the Geostationary Operational Environmental 
Satellites (GOES). This instrument is a radiometer similar to the GOES Imager but with 19 distinct bandwidths or 
channels and with 13 bit resolution. Eighteen of these channels are selected by a rotating filter wheel ahead of three 
arrays of detectors which select the seven longwave (LW) (12.0 to 14.7 ym), five midwave (MW) (6.5 to 11.0 pm), 
and six shortwave (SW) bands (3.7 to 4.6 ym). One visible band (0.7 pm) is split off ahead of the filter wheel. These 
channels are chosen for the functional relationships between the energy radiated in each band and the atmospheric 
temperatures and moisture content at different altitudes, surface and cloud temperatures, and ozone distribution. 

This paper presents an overview of the instrument from an instrument manager’s perspective. The optical 
design of the instrument is described with an overview of the mechanical and electronic layout. Data products are 
described, with a discussion of some of the uses of the data. Calibration methods are summarized. The instrument has 
undergone continuous improvement and the effect of this is briefly discussed in terms of the data products of GOES 
Sounders now on orbit, presently undergoing assembly, and planned for the future. 

3. DESIGN 

The Sounder instrument consists of the sensor module (Fig. l), which occupies a 1.2 X 0.8 X 0.7 meter 
volume within the 6.4 meter cube envelope of the spacecraft body, the electronics box, and the power supply. This 
hardware contributes 129 kg of the total spacecraft mass of 977 kg excluding fuel and pressurizing gas. The sensor 
module is mounted on the north end of the spacecraft surface which faces Earth, with the radiant cooler pointed north 
and the Sounder optical port facing the earth. The electronics box and the power supply are mounted within the 
spacecraft (Fig. 2) on the north panel. 

Light enters the Sounder optical port (see Fig. 3) and falls on the lightweighted elliptical (0.51 m x 0.32 m) 
beryllium scan mirror, directing radiation into a 0.31 m aperture Cassegrain telescope which focuses it on the optical 
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Fig. 1.  The SN06 Soundcr and J.E. Murphy in  thc ITT-Fort Wayne vibration test facility (April, lW6). 
This Sounder is slated for launch on GOES-M in August, 1999. 
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Fig. 2. GOES I-M Spacecraft 
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train and five different paths to the various detectors (Fig. 4). The distinguishing feature of the Sounder is the rotating 
cooled (235K) filter wheel (FW) which separates the infrared (IR) signals into 18 discrete bands dong three of those 
paths. Three FW vacuum housing windows (Wl, W2, W3 in Fig. 4) admit light through the front of the FW housing. 
Three identical windows allow the light to exit the housing and enter the windows of the adiabatically designed 
detector cooler. The temperature of the detectors is maintained near loOK through control with passive radiation and 
heaters. The selection of the bands or channels can be understood by inspection of Fig. 5. A synchronous hysteresis 
motor spins the filter wheel at 600 rpm inside the thermally-controlled FW housing. Notice that 25% of the filter 
wheel has no filters. Stepped motion of the scan mirror is synchronized with this “dead zone” so that its motion is 
stopped during data sampling. Figures 3,4, and 5 are from the GOES I-M DataBook*, published before the launch of 
GOES-I. 

RADIANT LOUVER 
COOLER RADIANT SUN SHIELD 

I 

LOUVER 
COOLER ASSEMBLY \ PATCH 

OPTICAL / 
PORT 

Fig. 3 The GOES Sounder (without electronics box and power supply module, which are mounted separately) 

The radiative cooling of the filter wheel housing is achieved by exposing a portion of it into space, where it, 
like the detector cooler radiator, is protected from exposure to the sun by a bucket-shaped sunshield. The inner sides 
and the outer sides of the sunshield (the latter called Optical Solar Reflectors because they receive solar radiation 
directly) are made of silvered back surface 25 mm square mirror tiles. 

The scan mirror is driven by two motors. The east-west (EW) motor rotates the mirror about its shorter axis 
for stepping the mirror east-west and west-east across the earth scene. The north-south (NS) motor steps the mirror 
from north to south after east-west scans. (Although capable of scanning in a south-to-north direction, this is never 
done.) The EW motor is positioned at one end of the scan axis and at the other end is the inductosyn which is used to 
position the mirror at the proper addressed location. The inductosyns, which are sets of parallel plates encoded with 
unique combinations of sine and cosine patterns representing scan addresses, rotate with the mirror axis until the 
commanded address is read 

Scan coordinates are apportioned into EW and NS cycles and each cycle is divided further into 2805 
increments. The XI inductosyn positions the mirror at the proper EW cycle. The scan coordinates divide the range of 
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Fig. 5. Filter wheel and channel separation. 
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possible scan addresses into cycles and then further into increments. The X128 inductosyn positions the mirror at the 
proper increment. The same is true for the NS motor except that the motor and inductosyn are collocated. The mirror 
is stepped 280 microradians in 0.028 second in the EW direction while the dead zone in the filter wheel passes in front 
of the detectors. Each sounding requires 0.1 second to complete one step and one rotation of the filter wheel. The 
timing of the servo system is synchronized with timing signals from the wheel electronics. Fig. 6 represents the scan 
pattern produced by one scan across an area (whole Earth or smaller). The left side of the figure shows the relative 
spacing of a set four IR detectors in the focal plane. The circles represent any set of four LW, Mw, SW, or visible 
detectors as shown in Fig. 5. These four detector sets are coregistered N-S and E-W in order to view the same areas 
simultaneously. Fig. 6 illustrates how the detectors are stepped through a line in 280 ym E-W or W-E increments to 
produce the pattern shown. Each detector is 242 ym in diameter and placed 280 ym center-to-center from the detector 
above it, where 280 ym at the detector corresponds to 10 km on the ground. At the end of each scan, the scan mirror is 
stepped four scan l i e s  south, then it is stepped back across the area in the opposite direction from the previous scan. 

In order to coregister the separate JX and visible bands so that each covers the same column of atmosphere 
with each scan mirror step, several of the optical components are designed to be adjustable during instrument 
assembly to achieve coregistration. The final coregistration is determined by summing the optical coregistration with 
the “step and settle” error introduced when positioning the scan mirror. The scan mirror does not fully “settle” before 
the end of the filter wheel dead zone as the mirror steps from one EW location to another. 

Two additional inputs into scan mirror control are the Mirror Motion Compensation (MMC) and the Image 
Motion Compensation (IMC). The three-axis stabilized design of GOES I-M renders the system pointing accuracy 
more susceptible to spacecraft disturbances than the previous GOES spacecraft, which were spin-stabilized. One of the 
largest of these disturbances is the rotation of the Imager and Sounder scan mirrors to and from the black body source 
reference position during the calibration process. An MMC signal is sent to the servo loop to change the scan mirror 
position to compensate for this disturbance to the spacecraft attitude. The IMC is a signal supplied from the spacecraft 
Attitude Orbital Control System to compensate instrument pointing for spacecraft drift. 

Thermal noise is minimized by placing the detectors on a “patch” which is exposed to space. A lower patch 
temperature allows the detectors, especially the longwave, to provide better IR sensitivity. The patch is the third stage 
of a three-stage cooler. The first stage is a vacuum housing which allows the cooler to be evacuated for ground testing 
purposes. The second stage is a radiator which is thermally isolated from the rest of the instrument. Finally, the patch 
is the space-exposed surface upon which the IR detectors are located inside their position-adjustable housings. A 
highly reflective vacuum-deposited aluminum surface shades the exposed patch from the sun and reflects away energy 
from the spacecraft solar sail. The patch temperature is controlled with heaters to provide three separate, 
commandable temperatures which is necessary due to seasonal variations in spacecraft attitude relative to the sun. The 
low patch temperature for all Sounders has ranged from 94K for GOES-8 to 89K for GOES-M. The mid-temperature 
point is at lOlK for GOES-8 and 9 and lOOK for GOES-K and L. “Patch high” is a backup temperature set point at 
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104K in case cooler performance degrades substantially at end of life. The patch low set point has been successively 
lowered as thermal margins have been verified on orbit and as design changes are made to the cooler. 

A deployable cover is fitted over the radiant cooler to protect the patch and shroud surfaces from 
contaminates before and during launch, to regulate cooling during the cold transfer orbit after launch, and to maximize 
the temperature of the cooler for outgassing prior to deploying the door to its open position. The cooler door was 
enlarged for the GOES-K and later Sounders so that it would extend over the enlarged filter wheel cooler sunshade for 
contamination control purposes prior to deployment. 

The instrument is powered by a 42V bus from the spacecraft. The bus voltage enters a set of four power 
convertors and to relays in the instrument power supply. The four different power convertors feed the proper voltages 
to the scan motors, filter wheel, signal processing and command electronics, detectors, and other circuits. Baseplate 
and outgas heaters are fed directly from the power relays, A fuse assembly and EM1 filters are also contained in the 
power supply. The GOES-M Sounder power consumption is about 125 watts while scanning, including black body 
calibrations. To minimize power loading during routine scanning, power is shared between the scan motors and the six 
baseplate heaters. The baseplate is the instrument structure which supports the telescope. When the scan motors draw 
peak current, the baseplate heaters are briefly turned off. 

When the instrument is in standby mode, as it is during launch and for all eclipses of the sun by the earth, 
power is supplied to the telemetry convertor to provide temperature status, to the filter wheel heater, the baseplate 
heaters, the patch temperature control, and to the filter wheel motor, drawing a total of 20 watts. During outgassing in 
standby mode, power is also supplied to outgas heaters on the coolerand filter wheel. 

The wavelengths of the 19 channels are distributed as listed in Table 1. Table 1 gives the central wavelength, 
noise specification (the NEAN, or noise equivulenr delta radiance, is a specification for maximum noise permissible 
in each channel), and application of each channels4 

Channel 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 

Central 
Wavelength 

14.71 
14.37 
14.06 
13.64 
13.37 
12.66 
12.02 
1 1.03 
9.709 
7.435 
7.01 8 
6.515 
4.570 
4.525 
4.454 
4.132 
3.979 
3.744 
0.696 

wn 

Specified 
MEAN 

mW/(rn bcm.’)  
0.66 
0.58 
0.54 
0.45 
0.44 
0.25 
0.16 
0.16 
0.33 
0.16 
0.12 
0.15 
0.013 
0.013 
0.013 
0.008 
0.0082 
0.0036 
0.0010A 

Meteorological Parameter Determined 

Stratosphere temperature 
Tropopause temperature 
Upper-level temperature 
Mid-level temperature 
Low-level temperature 
Total precipitable water 
Surface temp, moisture 
Surface temperature 
Total ozone 
Low-level moisture 
Mid-level moisture 
Upper-level moisture 
Low-level temperature 
Mid-level temperature 
Upper-level temperature 
Boundary layer temperature 
Surface temperature 
Surface temperature, moisture 
Cloud cover 

TABLE 1 GOES I-M Sounder Spectral Bands 
(A = Albedo. 0.0010A Signal/Noise is quoted for the Visible band.) 
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Vertical temperature and moisture profiles are obtained from Sounder radiance measurements and derived 
data products from the Sounder include thermal gradient winds, land-sea temperature, lifted index, total precipitable 
water vapor, and cloud product’. Lifted index is an estimate of atmospheric stability, and can indicate potential for 
severe storms. Cloud product is a term applied to information on clouds which are above 12,000 feet and is provided 
hourly to support forecast and aviation activities. Use of temperature and moisture profiles from the GOES Sounder in 
forecast models will assist plans for improved weather forecasting, especially over ocean areas which otherwise have 
very little data available. 

The Sounder also has a star sensing capability to support instrument pointing requirements. For star sensing, 
the scan mirror slews to a star address and the star drifts across the field of view of the star array. Star sense detection 
is performed by a vertical array of eight detectors with IFOVs (Instantaneous Field of View) of 28 microradians. The 
Sounder does not provide landmark information as does the Imager due to the relatively large field of view (nominally 
210 microradians) of the Sounder IR and visible detectors. 

5.  CALIBRATION 

Calibration of the Sounder during ground testing is done by scanning an external calibration target 
set at seven different temperatures in evenly-spaced radiances between 200K and 320K. The slope is calculated and a 
non-linear (quadratic) fit is determined. Only the relative difference between the hot and cold targets is needed to 
determine a slope. Calibration at the seven different target temperatures is completed at hot and cold instrument 
temperatures and at patch low and patch mid temperatures to determine the nonlinear calibration coefficients for these 
conditions. 

While ground calibrations are done at stable temperature conditions, the on-orbit temperature conditions, and 
therefore the energy coming into the detector, are constantly changing. This makes it mandatory that only the 
difference between the hot black body and cold space are used to determine the calibration. 

On-orbit calibration is accomplished by scanning space, then scanning an internal black body target. A two- 
point slope is then determined by ground processing software. The nonlinear term is also added at this time. This is the 
nonlinear coefficient determined during thermal vacuum testing on the ground. The signal counts generated by each 
detector are inserted into this quadratic equation and radiances are calculated and sent to the data users. The 
calibration routine is executed every twenty minutes, interrupting the sounding in progress, and applied to the next 20 
minutes of sounding data. Sounding resumes at the location it was interrupted. Between these twenty-minute 
calibrations, a space look is performed every two minutes for reference. 

Calibration of the visible channel is performed on the ground by scanning a calibrated integrating sphere at 
ten different albedo levels between 0 and 100%. The integrating sphere is also used to check the star sense signal-to- 
noise ratio. 

The GOES Sounders on the new GOES-East and GOES-West spacecraft are a splendid success, giving data 
users continual operational access to data that had to be acquired on a shared basis from GOES spacecraft before 
GOES-8, which switched between imaging and sounding functions within the same instrument. We who manage the 
design and build of the instruments hear from the users that they are continuing to learn how to use the wealth of new 
data being provided. Despite the success and quality of the data, improving significantly on what was available 
previous to the new GOES series, reviews of performance and requirements have resulted in decisions to make small 
design upgrades to enhance instrument performance, reliability, or testability. These are the major enhancements over 
the series: a more powerful NS scan motor, a lower-temperature filter wheel cooler for improved radiometric noise 
performance, a redesigned radiator cooler for lower detector temperature (hence lower noise) and for contamination 
control improvement, and a more thermally stable scan mirror for improved MTF. With these and other 
enhancements, the Sounder longwave IR sensitivity has improved about threefold over the first flight model. 
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The next proposed generation of GOES Sounder, called the GOES High resolution Interferometer Sounder 
(GHIS), will replace the filter wheel with a Michelson interferometer to achieve higher spectral resolution, which will 
enhance vertical (altitude within the atmosphere) resolution of temperature and moisture. 

Technical data was provided by I l T  Aerospace/Communications Division in Fort Wayne, Indiana, which 
builds the Sounder under the direction of Space Systerns/Loral, which is the prime contractor to NASA-Goddard 
Space Flight Center to build GOES I-M. 

Further infoxmation can be found on the Internet. Start with the home page of the GOES Project Scientist, Dr. 
Dennis Chesters, http://climate.gsfc.nasa.gov/-chesters/goesproject.html 
and information from the University of Wisconsin at http://oldthunder.ssec.wisc.edu/goes/goes.html. 
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ABSTRACT 

Measured infrared reflectance and transmittance data, as a function of wavelength and incidence 
angle, are presented for polarization inducing components on a typical Geostationary Operational 
Environmental Satellite (GOES) atmospheric sounding instrument. The data are then used to construct 
Mueller matrices from which instrument polarization is computed. The computed results identify those 
components that are the source of a sounder’s polarization sensitivity, not only to incoming radiance from 
an observed scene, but also to the instrument’s own radiant signature. A comparison is made between 
the polarizing characteristics of a typical filter-type infrared sounding radiometer and a proposed 
Michelson-type Fourier transform alternative. 

Key Words: Polarization, beamsplitters, Mueller matrices, reflectance, transmittance, 
emittance. 

2. INTRODUCTIOly 

A thorough compendium of polarization definitions and terminology, the origins of polarization 
in the natural environment and in optical components, and the effects of polarization sensitivity on remote 
sensing radiometer performance can be found in a methodical series of SPIE publications.”’ 

In general, if an optical instrument is not designed with the specific intent of extracting 
information from the polarization state of incident scene radiance, then it should be designed with minimal 
polarization sensitivity. This is a prudent measure taken to reduce the likelihood of unpredictable 
radiometric errors caused by intrinsic instrument polarization sensitivity. Although the GOES atmospheric 
sounding instruments are not designed to extract information from the polarization content of an .observed 
scene, the accuracy with which they can measure radiant intensity can be corrupted by intrinsic instrument 
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sensitivity to the polarization state of incident scene radiance. The Sounder’s polarization sensitivity 
originates primarily in mirrors and beamsplitters that encounter incident electromagnetic radiation at 
angles other than normal incidence. Figure 1 presents an optical layout for the GOES Sounder instrument 
that identifies schematically the relative position and orientation of key polarizing components with respect 
to an incident beam. Note that the scan mirror is not shown in the layout. It is the first optical element 
to encounter incident radiation and the rays incident on the telescope primary arrive from the scan mirror. 
Ideally, instrumental polarization sensitivity should remain constant as a function of time. However, the 
polarization sensitivity of a scanning mirror positioned directly in front of the instrument’s telescope can 
be a complicated function of variable incidence angle and changing temperature. In principle, the scanning 
mirror polarization characteristics can be calibrated prior to launch, or even after launch from 
observations taken of a known target. However, this is made difficult by the fact that the instrument’s 
responsivity to incoming scene radiance varies with incidence angle and by the change in instrument 
radiant signature with changing scan mirror temperature. Calibration would have to be performed by 
exposing a complete instrument to linearly polarized radiation that was incident over a wide range of 
angles, wavelengths, and component temperatures. Since the scan mirror is the only component whose 
contribution to instrument polarization sensitivity is likely to vary with temperature, as well as incident 
angle, it may be sufficient to construct a single polarization matrix for all the other instrument optical 
components that can then be convolved with each of a series of matrices representing various operating 
modes of the scan mirror, 

Figure 1: An 

I I 3 . b p  f l l l t l  1 Z . w  ffllER 
1 1 . ~ 1  r i t i m  1Z.w FlllER 

AEROSPACE/OPTICAL DIVISION ITT 
optical layout sketch of the GOES Sounder instrument. 
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For the sake of brevity and ease of measurement, we will assume that radiation is incident on the 
scan mirror at an incidence angle of 45", although in practice a wider range of angles is encountered. The 
degree of induced polarization is generally not significant for incident angles less than about 20". On-axis 
telescope mirrors, lenses, windows, and filters that are used at near-normal incidence introduce little or 
no polarization into an infrared optical instrument. Also, uncoated metal surfaces do not significantly alter 
the polarization state of incident radiation until much higher angles are reached, especially at infrared 
wavelengths. However, thin film coatings applied to metal mirror surfaces in order to increase handling 
and cleaning durability and for slight reflectance enhancement can significantly alter a mirror's 
polarization sensitive reflectance.* As a consequence, mirror emittance is also rendered polarization 
sensitive. This latter point is relevant to the scan mirror. 

Efforts to control and characterize instrument polarization sensitivity should concentrate on the 
polarization characteristics of dielectric substrate materials and mirror coatings for those components that 
are used at off-normal incidence angles. The degree of polarization sensitivity of dielectric materials is 
wavelength dependent and not constant over the entire operating bandwidth of a typical remote sensing 
instrument. This paper will present reflectance and transmittance data for selected optical components, 
such as the scan mirror, beam turning flat mirrors, and some beamsplitting elements used on the GOES 
Sounder instruments. The manner in which the polarization sensitivity of these components influences 
instrument measurement accuracy will also be demonstrated. 

The current series of GOES atmospheric sounding-ixptruments uses a series of wheel-mounted 
infrared bandpass filters to provide spectral selectivity. The filters are positioned at normal incidence with 
respect to the incoming beam and do not alter its state of polarization. However, a proposed Michelson- 
type Fourier transform spectrometer, used in a straightforward substitution for the filter wheel, will alter 
the polarization state of incident radiance and thereby change the instrument's polarization sensitivity. 
This change is due to the introduction of a coated dielectric beamsplitter in the Michelson interferometer 
that is used at an off-normal angle, as well as the presence of some beam turning flat mirrors. 

3. REFLECTANCE AND TRANSMITTANCE MEASUREMENTS 

A Nicolet 8000HV Fourier transform infrared spectrometer (FTIR) was used to perform 
reflectance and transmittance measurements over the 2pm to 20pm wavelength range applicable to the 
GOES Sounder instruments. The FTIR was equipped with a standard globar radiation source and a liquid 
nitrogen cooled HgCdTe detector. A grid-type linear polarizer on a KRS-5 substrate was placed directly 
in the infrared beam that was incident on the sample, usually at an angle of 45". The principal 
transmittances, TI and T,, of this polarizer are presented in Figure 2. ("he principal reflectances shown 
in the figure are not relevant to this work.) Reflectance was measured relative to freshly evaporated A1 
or Au reference mirrors, whose reflectances were well characterized. 

The measured reflectances and transmittances of the GOES Sounder's polarizing optical elements 
are presented in the following series of figures in the order in which they are encountered by incident 
radiance, beginning with the scan mirror, as sketched in the optical layout diagram of Figure 1. Data for 
both s- and p- polarization states are presented in the figures. 
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FIgure2: The principal transmittances of the ICRSS grid-type! linear polarizer used for 
reflectance and transmittance measurements at off-normal incidence angles. 

Figure 3 - reflectance of the scan mirror; 
Figure 4 - reflectance of the beamsplitter that transmits into the Sounder’s visible and star sensing 

channels, and reflects into the infrared sounding portion of the instrument (3pm - 
Figure 5 - reflectance of the LW/(SW + MW) beamsplitter that reflects into the Sounder’s 

Figure 6 - transmittance of the LW/(SW + MW) beamsplitter that transmits into the Sounder’s 

Figure 7 - reflectance of the S W / W  beamsplitter that reflects into the Sounder’s shortwave 

Figure 8 - transmittance of the SW/MW beamsplitter that transmits into the Sounder’s midwave 

Figure 9 - reflectance of the Mw fold mirror used as a turning flat in the Sounder’s midwave 

15pm); 

shortwave and midwave channels (3pm - 1 1 . 5 ~ ) ;  

longwave channels (13pm - 15pm); 

channels (3pm - 5pm); 

channels (6pm - 11Spm). 

channel (6pm - 1 1 Spm). 

4. MUELLE R MATRICES FOR SOUNDE R POLARIZING COMPONENTS 

The R,,&,T,, and Tp measured data of figures 3 - 9 are sufficient to provide a Mueller matrix 
description for each of the Sounder’s key polarizing elements. A straightforward multiplication of the 
individual matrices for a given path through the instrument will yield a final polarization matrix for that 
path. A general description of this process can be found in a number of and only a cursory 
description is provided here. 
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Figure 3: The reflectance of a GOES Sounder scan mirror witness sample measured relative 
to an evaporated AI reference mirror, a t  an incidence angle of 4 9 ,  over the 2pn to 
2Ojm wavelength region. 

SOUNDER VISIIR IIISAMSPLI'lTER 

-T. 
InciJrnce Angle: 4P 

Mr;uureJ rrlnlivr IO an AI reference niirwr 

--._. 
2 . 5  5.0 7 . 5  10.0 i z . 5  j5.0 i7.5 20.0 

WAVELENGTH (pin) 

Rgure4: The re€ledance of the Sounder VIS/IR beamsplitter, that transmits into the 
instxument's visible and star sense channels and reflects into the infrared sounding 
portion of the instrument, measured relative to an evaporated Al reference mirror, 
a t  an incidence angle of 45', over the 2 . 5 ~  to 20pn wavelength region. 
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Flgure 5: The reflectance of the GOES Sounder LW/(SW + MW) beamsplitter that reflects 
into the instrument's shortwave and midwave bands and transmits into the longwave 
band, measured relative to an evaporated Au reference mirror, at  an incidence angle 
of 45', over the 2.5mm to 25pn wavelength band. 
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Flgure 6: The transmittance of the GOES Sounder LW/(SW + MW) beamsplitter that 
transmits into the instrument's longwave channels, measured at an incidence angle 
of 4 9 ,  over the 2 . 5 ~  to 2 5 p  wavelength region. 
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Egure 7: The reflectance of the GOES Sounder W / M W  beamsplitter that reflects into the 
instrument's shortwave channels, measured relative to an evaporated A1 reference 
mirror, at  an incidence angle of 45', over the 2.5pn to 20pn wavelength region. 
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figure 8: The transmittance of the GOES Sounder SWIMW beamsplitter that transmits into 
the instrument's midwave channels, measured at an incidence angle of 45", over the 
2.5q to 2Op.m wavelength region. 
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Figure 9: The reflectance of the GOES Sounder MW fold mirror that reflects into the 
instrument's midwave channels, measured relative to an evaporated Al reference 
mirror, at an incidence angle of 49, over the 2.5pm - 20pm wavelength region. 

The polarization state of scene radiance incident on the scan mirror can be described by the four 
element Stokes vector: 

UnDolarized incident beaq 
I - Intensity 1 
M* - Preference for horizontal polarization 0 
C - Preference for +45" polarization 0 
S - Preference for right circular polarization 0 

* - (+) is horizontal; (-) is vertical. 

A Mueller matrix for a typical component would look as follows: 

1 

where X represents R or T. Reflectance and transmittance are wavelength dependent. Therefore, a 
separate Mueller matrix must be formulated for each wavelength in a polarization sensitivity computation. 
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Table 1 presents a summary of the method used to construct Mueller matrices for each of eight 
optical elements in the Sounder’s shortwave beampath, stopping just prior to the filter housing window 
(see Fig. 1). The chosen wavelength was 4.1pm. Only those optical elements for which X, and X, differ 
contribute to an ultimate polarization sensitivity. The telescope primary and secondary mirrors, as well 
as the relay and focus lenses, do not alter the polarization state of an incident beam, but they do reduce 
its intensity, the first term in the Stokes vector that describes an incident ray. 

Table 1: Mueller matrix construction for the GOES Sounder’s shortwave beampath. 

- Matrix Element Values for short-wavelength uatb (SW 4.1 urn) 

M1 Scan mirror Rs - 0.92 Rp - 0.91 

M2 Telescope Primary mirror Rs - 0.98 Rp - 0.98 

M3 Telescope Secondary mirror. Rs - 0.98 Rp - 0.98 

M4 . VIS/IRbeamsplitter . k - 0 . 9 2  Rp-0.84 

M5 LW/(SW+MW) beamsplitter Rs - 0.97 Rp - 0.95 

M6 SWfMW beamsplitter Rs - 0.97 Rp -‘0.92 

M7 SW relay lens TS - 0.90 Tp - 0.90 

MS SW focus lens TS - 0.90 Tp - 0.90 

@in) Input beam is assumed unpolarized. 

(Mfinal) = (M8)@47)***(MzI)(M1) 

Stokes Vectors 

(Mfinal) (Id (Iout) 
(4.1 P 4  (4.1 P 4  

0.575 0.051 0.000 0.000 ] [ ] [ 0.5751 
0.051 0.575 0.000 0.000 0.051 
0.000 0.000 0.573 0.000 0.000 
0.000 0.000 0.000 0.573 0.000 
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An unpolarized input beam is assumed. The ordering of matrix elements in the computation 
leading to a final, or output, matrix is significant, because matrix multiplication is non-commutative. 
The computed output Stokes vector, compared to the input vector, indicates a 57.5% resultant intensity, 
with a 5.1 % preference for horizontal over vertical polarization. 

Similar Mueller matrix computations were carried out for four additional wavelengths - 6.8pmY 
8.4pm, 11.5pm, and’ 13.4pm - representing selected bands in the Sounder’s midwave and longwave 
paths. The values of R,, 5, T,, and Tp that were used to construct the Mueller matrix for each component 
are listed in Table 2, together with the computed final path matrix and the resultant output Stokes vector 
for each wavelength. One wavelength - 8.4pm - was chosen because it represents a case of extreme 
polarization sensitivity driven by the resonant infrared absorption characteristics of the scan mirror’s thin 
film dielectric overcoat. See Figure 3. It should be noted that the Sounder is not designed to sense scene 
radiance in this band and there is no consequent impact on radiometric accuracy. However, the mirror’s 
lower reflectance due to this thin film polarization phenomenon raises its emittance and contributes a 
larger background signal into the instrument than would be received from either a bare metal mirror 
surface, or from a dielectric thin film with a much weaker resonant absorption. This point will be 
discussed further below. 

Table 2: Computed final matrices and output Stokes vectors for the 6.8pmy 8.4pmy 
11.5pmy and 13.4pm wavelength regions. 

Matrices and Stokes Vetton 
nfW 8: L W  Wavelengths 

Listing of Elements Most Effecting Polarization 

Matrix Element Values for hfW’ 8: L w  Deths 

M1 Scan mirror (6.8 pm) Rs - 0.91 Rp - 0.90 

(11.5 pm) Rs - 0.92 Rp - 0.84 
(13.4 pm) Rs - 0.92 Rp - 0.85 

(8.4 m) Rs - 0.91 Rp - 0.57 

M4 MSDR beamsplitter (6.8 p) Rs - 0.93 Rp - 0.85 
(8.4 m) RS - 0.94 Rp - 0.86 

(13.4 p) Rs - 0.96 Rp - 0.86 
(11.5 pm) Rs - 0.94 Rp - 0.86 

M 5  LW/(SW+M\V) beamsplitter (6.8 pm) Rs - 0.92 Rp - 0.95 
(8.4 pm) Rs - 0.87 Rp - 0.93 

(11.5 pm) Rs - 0.87 Rp - 0.88 
(13.4 JUU) TS - 0.64 Tp - 0.70 

M6 SWDW beamsplitter (6.8 pm) Ts - 0.88 Tp - 0.91 
(8.4 pm) Ts - 0.91 Tp - 0.94 

(11.5 pm) Ts - 0.80 Tp - 0.85 

(6.8 pm) Rs - 0.97 Rp - 0.96 

(11.5 pm) Rs - 0.96 Rp - 0.94 

M9 hlW fold mirror (453 
(8.4 VU) Rs - 0.97 Rp - 0.96 

(Mfinal)  
(6.8 

0.511 0.012 0.000 0.000 
0.012 0.511 0.000 0.000 
0.000 0.000 0.511 0.000 
0.000 0.000 0.000 0.511 

(8.4 m) 
0.095 0.000 0.000 

0.095 0.419 0.000 0.000 
0.000 0.000 0.408 0.000 
0.000 0.000 0.000 0.408 

(Mf ina l )  
(11.5 pm) 1 0.435 0.018 0.000 0.000 

0.018 0.435 0.000 0.000 
0.000 0.000 0.435 0.000 
0.000 0.000 0.000 0.435 

r 
1 

(Mfinal)  
(13.4 pm) 
0.023 0.000 0.000 
0.470 0.000 0.000 
0.000 0.469 0.000 
0.000 0.000 0.469 

Stokes Vector 

(!out) 
(6.8 ~ m )  

0.000 

(!out) 
(11.5 pm) [ 

0.000 
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Table 2 exhibits the computed intensity reduction and polarization sensitivity for the four selected 
wavelengths corresponding to the Sounder midwave and longwave beam paths. Note the extreme 
polarization sensitivity (9.5 %) of the 8.4pm wavelength case. 

5. SCAN MIRR OR EMITTANCE 

As the scanning mirror moves, it projects a varying angle to the Sounder's telescope optics. Let's 
assume that this angle is, on average, 45". Although the scan mirror reflectance data of Figure 3 are for 
one incidence angle only, Le. 45", it can be readily demonstrated by measurements at other incidence 
angles that R. f % for angles other than 0" or 90". This polarization effect carries over into mirror 
emittance, e, since e = 1 - R. Consequently, e is a function of wavelength and viewing angle. The 
radiant power emitted into the instrument by the scan mirror is given by @ = e o ,  where T is the 
mirror's temperature. The power radiated by the scan mirror into any instrument path will be a 
complicated function of viewing angle, wavelength band, and mirror temperature. 

Figure 10 contains the results of radiant power calculations for three types of radiating surfaces. 
The top curve is for a blackbody (e = 1) at a temperature of 300K and is presented for reference 
purposes only. The bottom curve is the calculated spectral radiant power expected from a mirror, also 
at 300K, whose surface emittance = 0.03 and is approximately invariant with wavelength, as is the case 
for the current Sounder scan mirror at near normal incidence angles. The middle curve represents the 
spectral radiant power from the current scan mirror, at a temperature of 300K, viewed at an average 
angle of 45". 

'I' P 3 C J C ) K  e = 1 (Ideal Black Body) _- 
,yd ----- 

-------A / -- 
c-. 

-_ / 

0 OOES Scan Mirror fWitnsas place) 
f Enhanced aluminum) 

Wavelength bm) 

figure 10: The computed effect of the GOES scan mirror reflectance, at a 45" incidence angle, 
on mirror radiance for a mirror temperature of 300K. 
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The scan mirror’s total emittance, e o  for a mirror at temperature T is given by: 

e(T) = (l-RdEAg) dX / E,O dX where EA(”) is the Planckian spectral 

radiance function for a surface at temperature T. As scan mirror temperature varies from 300K, the 
Planckian weighting function in the above integral will modify the mirror’s emittance and e(T) will also 
vary. this would not happen if R were constant over the weighted wavelength band (essentially from 2pm 
to 50pm for temperatures in the vicinity of 300K). 

This .complicated dependence of scan mirror radiant background signal is a direct consequence of the 
mirror’s polarization sensitivity that arises in its dielectric film overcoat. 

6. COMPARISON 0 FTKEPOLARIZ ATION S ISNATURES OF A SOUND ER-TYPE 
FILmR RADIOMETER AND A MICHELSON-TYPE FOURIER TRANSFORM 
SPECTROME TER ALTERN ATIVE 

If the current Sounder’s filter radiometer were to be replaced with a Michelson-type Fourier 
transform spectrometer, the instrument’s polarization sensitivity would also change. The predominant 
cause of this change would be the dielectric beamsplitter of the Michelson interferometer that would be 
deployed at some angle other than normal to the incident beam. Any additional mirrors used at off-normal 
angles would also contribute to an altered polarization sensitivity. 

This point can be demonstrated by considering one example of a Michelson-type interferometer/ 
spectrometer that has been proposed as a substitute for the Sounder’s wheel mounted filters, that is the 
GOES High-Resolution Interferometer Sounder (GHIS). Figure 11 is a preliminary optical layout sketch 
of one proposed concept. Proceeding in the same manner as outlined above, a series of Mueller matrices 
were computed for the GHIS case. Matrix elements M1 through M4 are the same as above, since the 
optical components are common to both instruments. The values of R,, %, T,, and Tp for each optical 
element used to formulate the matrices are listed in Table 3a for the same five selected wavelengths. 
Table 3b contains the final matrix computed separately for rays following predominantly ’reflected’ and 
’transmitted’ paths through the interferometer’s beamsplitter. The resultant Stokes vectors for each case 
are then summed to yield the resultant vector that describes the output beam, up to the same instrument 
location as was calculated above for the filter case, i.e., just prior to the filter housing window. Detailed 
computations are shown for only one wavelength - 4.1pm - in Table 3b. However, computations were 
carried out for all five wavelengths. 

The results are expressed in Figure 12 in terms of the ’Fraction of Polarization’ (M*/I), a ratio 
of the first two terms of the output Stokes vector that expresses the degree of polarization of the beam 
transmitted into the detector end of the Sounder instrument. The figure contains a comparison of the 
filter wheel Sounder with the proposed GHIS interferometer/spectrometer in terms of M*/I. The 
wavelength dependence of the degree of polarization sensitivity for both designs is evident in Figure 12. 
The difference between the two instrumental approaches is most pronounced in the longwave channels. 
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Table 3a: R,, Rp, T,, and Tp used to formulate the Mueller matrices for the GHIS interferometer/ 
spectrometer at  wavelengths 4.1pm, 6.8pm, 8.4pm, 11.5jun, and 1 3 . 4 ~ .  

Mstrix Valucrlora I! ~Weknnth l -  DOth 6w 4.1 Urn) 

Elements M1 thru M 4  are the same Y the SOUNDER. 

M5 

M6 

M 7  

M 8  

M 9  

M10 

M11 

M12 

GHIS turming flat 

GHIS collimator 

GHIS second turning flat 

G€IIS W beamsplitter 

CHIS W beomsplitter 

GHIS W compensator 

GHIS W moving mirror 

Three mirror focus group. 
M13,14, & I5 

GHIS focw group 

M16 

M17 

M18 

M19 

(4.1 w) RJ - 0.99 R p  - 0.98 
(6.8 pn) RJ - 0.99 Rp - 0.99 
(8.4 p) RJ - 0.98 Rp - 098 
(11.5 JIIII) RJ - 0.97 Rp - 0.97 
(13.4 p) RJ - 0.99 Rp - 0.98 
(4.1 pn) RJ - 0.98 Rp - 098 
(6.8 p) RJ - 0.98 Rp - 0.98 
(8.4 w) RJ - 0.98 Rp - 0.98 
(115 W) RJ - 098 Rp - 0.98 
(13.4 W) RJ - 0.98 Rp - 0.98 
(41 p) RJ - 0.99 Rp - 0.98 
(63 W) RJ - 0.99 Rp - 0.99 
(115~)RJ-O.98Rp-O.98 
(13.4 W) RJ - 0.99 R p  - 0.98 
(4.1 p) RJ - 0.49 Rp - 0 3 3  

(8.4 w) It - 0.59 Rp - 032 
(115 m) RJ - 0.49 Rp - 023 
(13.4 w) T(r - 0.46 Rp - 032 
(4.1 F) TI - 0.49 Tp - 0.77 
(6.8 W) TS - 035 Tp - 0.62 
(8.4 JIIII) TS - 0.40 Tp - 0.68 

(8.4 p) RJ - 0.98 Rp - 0.98 

(6.8 p) Rs - 0.63 Rp - 038 

(115 p) Ts - 0.47 Tp - 0.74 
(13.4 p) Ts - 0.46 Tp - 0.73 
(4.1 run) TI - 0.95 Tp - 0.95 
(6.8 run) TI - 0.95 Tp - 0.95 
(115 W) T8 - 0.96 Tp - 0.96 
(13.4 P) TS - 0.96 Tp - 0.96 
(8A p) Ts - 0.95 Tp - 0.95 

(4.1 p) RJ - 0.98 Rp - 0.98 
(6.8 p) RJ - 0.98 Rp - 0.98 
(11.5 ~ ) R D  - 0.98 Rp - 0.98 
(13.4 m) RJ - 0.98 Rp - 0.98 
(4.1 )~m) RS - 0.98 Rp - 0.98 
(6.8 p) RS - 0.98 Rp - 0.98 
(8.4 p) IZI - 0.98 Rp - 0.98 
(11.5 w) Ib - 0.98 Rp - 0.98 
(13.4 p) RJ - 0.98 Rp - 0.98 

(8.4 p) RJ - 0.98 Rp - 0.98 

(4.1 p) RJ - 0.98 Rp - 0.98 
(a8 p) RJ - 0.98 Rp - 0.98 
(8.4 RS - 0.98 Rp - 0.98 
(11.5 w) RJ - 0.98 Rp - 0.98 
(13.4 p) RJ - 0.98 Rp - 0.98 

GHIS LW/(SW+MW) bumplitter (reflectance mode) 
aame as M5 of SOUNDER 

GHIS SWlMw beamsplitter (reflectance mode) 
same as M 6  of SOUNDER 

GHIS SW turning flat (4.1 p) RJ - 0.98 Rp - 0.98 
GHIS SW field letu saw u M 8  of SOUNDER 
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Table 3b: Rnal computed matrices for beams following predominantly reflected and transmitted 
paths through the GHlS interferometer/spectrometer and the Stokes vector for the emergent ray. 

g i n )  Input beam is  assumed unpolarized, 

Beam from telescope is reflected at VF beamsplitter. 

mrenec t )@in)  * @reflect) 

Stokes Vectors 

@reflect) 
(4.1 P 4  

(Mrefiect) @in) 

0.152 0.023 (4.1 w) 0.000 O.OO] i [ 1 [ 0 . 1 5 2 1  
0.023 0.152 0.000 0.000 0.023 
0.000 0.000 0.150 0.000 0.000 
0.000 0.000 0.000 0.150 0.000 

Beam from telescope is transmitted through the VF beamsplitter. 

(Mt rans )P in )  = Vtrans) 

Stokes Vectors 

@trans) 
(4.1 pm 

0.131 0.028 0.000 0.000 0.131 

0.028 0.000 0.131 0.000 0.000 0.128 0.00Ol 0.000 1 ] [ 0 - 0 2 j  0.000 
0.000 0.000 0.000 0.128 0.000 

(IIIF ,ut) is beam leaving interferometer. 

(Mtrans)  (Id 
(4.1 P d  

(Irenect) + (Itrans) = ( I ~ o u t )  

@reflect) @trans IIF out) 

0.000 0.000 0.000 
0.000 0.000 0.000 
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GHlS INTERFEROMETER 

figure 31: Optical layout sketch of a proposed Sounder Michelson-type 
i n t e r f e r o m e t e d s p r n e  ( G W .  

- 
Fraction of Polarization M-n 

C.25 

0.20 

4.1 6.8 8.4 11.5 13.4 

Wavelength (urn) 

-0.75 -Oq0 i 
Figure 12: A comparison of the fractional polarizations of the emergent beams from a filter- 

type and a Michelson-type interferometer/spometer (GHIS). 
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7, Conclusions 

Although the GOES Sounder filter wheel infrared radiometer is not designed to extract 
polarization information from incident scene radiance, it contains components that alter the polarization 
state of incident radiance. If incident radiance is polarized in a constant and random way, then the 
Sounder's radiometric accuracy is not affected by its polarization sensitivity. However, variations in the 
polarization state of incident scene radiance will produce instrument throughput variations that will 
influence radiomatric accuracy if not corrected by some independent calibration. 

The principal contributor to instrument polarization sensitivity is the dielectric protective coating 
deposited over the scan mirror's reflective metal layer. The average reflectance of this mirror can vary 
from near 98% at normal incidence to below 75% for angles of 45" or higher. The emittance varies 
inversely with reflectance and the polarization related properties of the mirror's coating will cause the 
power radiated by the scan mirror into the instrument to vary with temperature and viewing angle. 

Finally, a replacement of the Sounder's filter wheel with a Michelson-type Fourier transform 
spectrometer will produce a polarization sensitivity that is a function of wavelength and is most 
pronounced in the longwave channel. Changes in the Stokes vector that describe the radiant beam incident 
on the detector optics will require a modified instrument calibration procedure to insure continued 
radiometric accuracy. 
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Improved pointing accuracy using high precision theodolite measurements 
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P.O. Box 3700, Fort Wayne, In 46801 

ABSTRACT 

Geostationary earth observation satellite applications almost always require high pointing accuracy. The ability to meet verj  
high pointing accuracy , at or below microradian levels, is limited by our ability to measure and correct pointing errors in the 
laboratory environment. Certain types of pointing errors are invariant over time and appear as fixed pattern over the field of 
view. These errors may not even be sensed by the servo. Such errors can be measured by other means and corrected through 
the servo in an open loop manner. This paper describes the method developed to measure the Fixed Pattern Errors (WE) 
associated with a servo controlled, two degrees of freedom mirror arrangement by autocollimation of a theodolite. This system 
has been developed for GOES-8 and above SIC instruments. Several interesting optical phenomena were observed during 
measurement of the FPE. Mathematical models have been developed to help understand and explain these phenomena. The 
paper also describes how several numerical techniques were used to simplify the laborious testing by minimizing the number of 
measurements without compromising pointing accuracy. Fourier Analysis of the test data show that the FPE’s are reduced to 
within +/- 4.5 microradians. The measurement accuracy obtained in these tests are believed to be at least two times better than 
the measurement accuracy reported so far using theodolites or other similar instruments. 

1. INTRODUCTION 

1.1 Background 

The GOES-8 and above series of spacecraft are three axis stabilized geo-synchronous platforms for Imager and Sounder 
radiometric instruments devoted for round the clock weather observation. Both Imager and Sounder instruments have identical 
scan mechanisms with identical servo designs for scan mirror pointing control. However, there are some differences in the 
operation of the two instruments. The Imager scans the field of View (FOV) at 20 deg/sec in the EW direction and, at the end 
of the scan line, steps 224 microradians in the north or south direction . The Sounder steps in the EW direction 280 
microradians every 0.1 seconds and, at the end of the scan line, steps 11 20 microradians in the north or south direction. The 
Sounder collects radiometric data for 0.075 seconds after a delay of 0.025 seconds following each step. The FOV of the 
instruments is 23 deg EW and 21 deg NS. The Imager is capable of scanning the full earth disk in about 25 minutes and 
provides imagery with 16 microradian x 28 microradian pixel size. The Sounder requires about 3 hours to scan the earth full 
disk and provides images with 280 microradian x 280 microradian pixel size. 

1.2 Scanner Mechanism 

Fig. 1 shows the scanner part of the instrument (Imager/Sounder) which is set up on the optical bench along with a theodolite 
to measure scanner pointing accuracy. The scan system consists of a scan mirror attached to a yoke through a shaft and ball 
bearings at both ends of the shaft(Fig. 1). One end of the yoke carries a DC motor for servo control and the other end carries an 
Inductosyn for measuring the shaft angle (or the pointing direction of the mirror) which is the EW rotation of the mirror 
(rotation about ‘Y’ axis). The yoke with the mirror assembly is rigidly fixed to another shaft (NS shaft) which enables the mirror 
rotation in the NS direction (rotation about ‘X’ axis) orthogonal to EW rotation. The NS housing assembly supports NS shaft, 
NS motor and the NS inductosyn. The yoke is attached to the NS shaft at a 45 deg angle so that the rays of light from the scene 
will be reflected by the mirror into the telescope and converges on the detectors through an assembly of lenses and mirrors. It 
should be noted that a rotation of the mirror about the axis causes the scene at the detector to move by twice the rotation of the 
mirror in the EW direction whereas the rotation about the NS axis generates the same rotation along the NS axis. Thus in 
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order to scan 23 deg (FOV) in the EW direction, the EW shaft moves through only +/-5.75 deg from nadir location. The NS 
motion is restricted to about - I3 deg to +I  80 deg from nadir. 

t "  

NS Housing 
OpticalBench I 

Fig. 1. ImagedSounder test set up to measure pointing Errors. 

The Inductosyn is an analog position encoder manufactured by Farrand Industries. The Inductosyn is graduated into 128 
parts over 360 deg of shaft rotation. Thus, each part or a cycle represents 2.8125 deg. Each cycle is further divided into 6136 
increments (8 microradianshncrement) in the Imager and 2805 increments (17.5 microradians/increment in the Sounder). 
Approximately half a cycle past the FOV in the EW direction , there are two mechanical stops (one at each side of the FOV) 
restricting the mirror motion. There is also a mechanical stop half a cycle past the north edge of the FOV of Imager (for the 
Sounder this is the south edge) and another mechanical stop, approximately 175 deg, past the other edge of the FOV. 

1.3 Servo System 

NS and EW servo system design are almost identical. A functional block diagram of the servo system is shown in Fig. 2. 
The scan mirror position as a function of time is computed by scan control from the commanded s tds top  addresses. These 
addresses are updated by a comparator to account for corrections due to four different types of error sources, namely, Image 
Motion Compensation (IMC), Mirror Motion Compensation (MMC), Orthogonality errors, and Fixed Pattern errors. The 
IMChlMC signal is generated by the S/C to correct for orbit drift, effect of mirror motion of one inswment on the other, and 
instrument thermal deformation. The orthogonality errors result from the non-orthogonality between the NS and EW axes of the 
scanner. The instrument has an orthogonality correction CCA that provides a signal to correct EW position of the mirror as a 
function of NS position. The FPE correction CCA (Circuit Card Assembly) contains PROMS with FPE values (Obtained by the 
test) which are functions of NS and EW addresses and do not change over time. 

The fixed pattern errors originate mainly from the Inductosyn. Inductosyns have several mechanical and electrical error 
sources that are characteristics of each Inductosyn. These errors generally appear as fundamental, in phase and out of phase 
second harmonics, and fourth harmonics of the 2.8125 deg cycles. These errors do not change over the useful life time of the 
instrument after the Inductosyns are fixed on the shaft and the Inductosyn drive circuits are tailored. The magnitude of these 
errors are in the range of 40 microradians mechanical angle, peak to peak. A typical pattern is shown in Fig. 3. Since these 
errors are not seen by the servo, the FPE correction CCA is designed to correct for the FPE baqed on measurements made on 
ground in an openloop manner. The servo system has a bandwidth of approximately 35 Hz. The objective of the servo system 
is to meet a pointing accuracy of 21 microradians 3 sigma from all error sources (not discussed in this paper). The objective of 
this paper is to discuss how effectively the FPE and the orthogonality errors can be measured and corrected. 
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Fig. 2. Functional Block Diagram of the Servo System. 
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-0.2 0.0 0.2 
NS POSITION (RADS) 

Fig. 3. A Typical Pattern for the NSEW FPE. 

2. DESCRIPTION OF TEST 

2.1 Test Method 

The test set up (Fig. 1) is used to measure the orthogonality angle between the NS and EW axes of the scanner, the FPE, and 
to verify pointing errors of the mirror over the full FOV of the instrument. The orthogonality error is measured by aligning the 
theodolite to the EW axis of the scanner and then measuring the EW errors while traversing in the NS direction. A resistor in 
the orthogonality compensation CCA is directly tailored to reduce the non-orthogonality angle to within +/- 3 microradians. 
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The WE correction CCA consists of approximately 750 addresses for each PROM (NSEW) . Corresponding to these 
addresses an equal number of FTE correction values can be blown into the PROMs. Since these measurements are very 
laborious, it is important to minimize the number of measurements. There are approximately 3.5 cycles in the EW direction 
and the FTE has the highest frequency at the fourth harmonic of the Inductosyn cycle. Therefore there are about 14 fourth 
harmonic cycles in the EW direction. By selecting about 10 points per cycle, equally spaced, about 140 measurements need to 
be taken to measure the FPE accurately. Using these 140 values a smooth fixed pattern error function can be obtained by 
interpolation (Lagrange’s interpolation formula is being used with excellent results’ ). Using this FPE function, the FPE 
correction values are computed for each location. The FPE compensation method is to first measure FPEs , for both NS and 
EW axes separately, with PROMs having zero correction values. The interpolated values are then blown into the PROMs . The 
test is then repeated for about half of the locations in order to minimize the test time. This repeat test verifies that the FPE is 
properly corrected. The objective is to correct the FTE ‘s to within +/-4.5 microradians. In order to reduce measurement errors, 
the measurements are made three times along each axis and an average is taken. 

’ 

2.2 Theodolite T3000 

The instrument used to measure angular positions of the mirror is Leica Heerbrugg T3000 theodolite. This is a high precision 
theodolite capable of measuring angular positions to an accuracy of +/- 3 microradians. The theodolite consists of a telescope 
which can rotate about a horizontal axis (to measure elevation angle) and also about a vertical axis (to measure azimuth angle). 
The elevation angle and the azimuth angle are measured by two separate encoders. The telescope has a built in 
autocollimation eyepiece with a cross hair. The measurements are taken by manually centering the cross hair on the return 
image . The encoder readings may be directly read by a computer through the theodolite RS232 port. Each autocollimation 
takes about 30 seconds on the average for an experienced operator. The theodolite has three foot screws for leveling . These 
screws are also used for alignment of the theodolite axes to the instrument axes. The theodolite has several built in error 
compensation very similar to the GOES Imager/Sounder servos. The theodolite has an orthogonality compensation to make 
the theodolite horizontal and vertical axes orthogonal to each other that may change during shipping and handling. The 
theodolite also compensates for any errors due to misalignment from the local vertical and any fixed pattern errors due to 
mechanical inaccuracy during manufacturing. Since it is very difficult to align both instrument and the theodolite to local 
vertical at the same time , it was decided to turn off the compensation due to nonalignment to local vertical. This also turned off 
the theodolite fixed pattern errors. However, it was found later that these errors in the selected theodolites were small enough to 
be ignored. It should be noted that the theodolite measures the angular motion of the shaftlmirror (mechanical angle) and not 
the optical angle of the mirror. The optical angle for the EW direction is obtained by multiplying the mechanical angle by a 
factor of 2. 

2.3 Test Procedure 

The tests are done in a temperature controlled laboratory (23 +/- 5 deg F). Prior to starting the test , the theodolite is 
calibrated by a procedure recommended by the theodolite manufacturer to minimize the non-orthogonality of the theodolite. 
The theodolite is then fixed to an optical bench facing the instrument and about a foot away from the scan mirror. The RS232 
port is connected to a computer so that the computer reads and stores both elevation and azimuth angles upon a trigger issued 
by the operator. The scan mirror is positioned at its nadir location and at approximately +/-IO deg (NS) from nadir location 
successively and at each location the elevation errors are minimized by adjusting the theodolite feet. This aligns the theodolite 
vertical axis to the instrument vertical axis. Next, the orthogonality correction test is performed. The FTE test is then 
performed with a zero correction W E  PROM. 

The first attempt to measure FPE resulted in a pattern similar to shown in Fig. 3, but with a slope of almost 30 microradians 
peak to peak. The repeat test with the measured and interpolated values in the PROMS showed that the FPE’s were reduced to 
within +/-5 microradians, but also showed a slope different from the previous test. Several repetitions of the test showed that 
the slope was probably due to alignment. The alignment process did not make the vertical axis of the theodolite parallel to the 
vertical axis of the scanner. Also, several small but different patterns were noticed that could not be visualized or explained. 
Hence, a mathematical model has been developed to understand the optical phenomena. 
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3. MATHEMATICAL MODEL 

se 
-cos, 

s, s, c, + c,s, -S,S,S, + c,cv -s,c, I 
, 

3.1 Mathematical Model Development 

Fig . 4  shows the body fixed coordinate system (x,, y,, 2,) for the scan mirror along with the inertial coordinate system 
X,Y,Z. ' ii ' is a unit vector normal to the plane of the mirror. Another unit vector, i , is defined along the line of sight (LOS) 
of the theodolite. The rotation of the mirror in the inertial co-ordinate system may be represented by the following 
transformation. Rotate the inertial axes X ,  Y, Z through an angle, I$ , to get X ,  Y', 2' axes. Rotate the X ,  Y', Z' axes about 
Y' axis through an angle, 0, to get X", Y', z, axes. Finally rotate X", Y', z, axes about 2, axis through an angle, yr, to get the 
mirror fixed coordinate system x,, , y, , 2, . 

.cx 

Fig. 4. Euier angle transformation between the mirror fixed 
coordinates and the inertial Reference System . 

These transformations may be represented by? 

x' 1" 
4 

Fig. 5 .  Misalignment between the theodolite fixed 
coordinates and the inertial reference system. 

f -;v 
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= [AI ;;I 
In the test set up , ‘6’ corresponds to EW motion and ‘+’ corresponds to NS motion of the mirror. Let us assume that the 
misalignment angle between the inertial reference system X, Y, Z and the theodolite fixed co-ordinate system xl, yl, zl be 
represented by 6 and h as shown in the Fig. 5 . ‘6’ represents the elevation angle and ‘A’ represents the azimuth angle 
misalignments. The inertial co-ordinate system may be related to the theodolite coordinate system by the following . 

The relation between the inertial and the misaligned theodolite coordinate system may now be related as, 

where 

The theodolite reference system x,, yl, z, may also be related to the theodolite fixed system by the same order of rotation used in 
deriving equation (1) above. Specifically, rotating axes xl, yt, z, about x, through an angle a, rotating the resultant coordinate 
system about the new yl axis through an angle p, and finally rotating the coordinate system about z, through an angle y to get the 
theodolite fixed coordinate system xl, yl, zl. 

where [C] is obtained by replacing the angles 8, +, y.f in [A] by a, p, and yrespectively. The relationship between the 
theodolite fixed coordinate system and the inertial reference system is expressed as, 
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Multiplication of [B][C] gives: 

Since the theodolite is autocollimated at all positions of the mirror, the line of sight vector, 
the unit vector, t? normal to the plane of the mirror and opposite in direction. The unit vectors , r? and i are represented in 
the respective body fixed coordinate systems as 

, of the theodolite is always along 

r? = [ 0 0 1IT and i = [ 0 0 -1IT 

With this selection of unit vectors ct = $ + 7~ . Using these vectors in Eqs. (1) and (4) and equating the resulting matrices we 
get, 

s, = -(C,C,S,+ C6S,SaCB+ S,C,C,) 

s,c, = S&- c,s,c, (5 )  

c,c, = -( c, c,c,c, - S&S, - S,S,S,C,) 

‘6’ and ‘h’ are the misalignment angles between the theodolite vertical axis and the instrument vertical axis. By commanding 
the mirror to extreme NS locations and minimizing the EW error by adjusting the theodolite feet it is possible to reduce ‘h’ to 
within +/- 3 microradians. Angle ‘6’ can not be minimized by this method. Thus , if the alignment is made carefully, ‘A’ may 
be assumed to be zero. The set of equations (5) may then be written as, 

s, = - c,s,- s,c,c, (6)  

s,c, = -sac, (7) 

c,c, = s,s,-c,c,c, ( 8 )  

From Equations (6) and (8) we get, 

s, = s,c,c, - c,s, 

When the mirror is at its nominal reference position, t$ = 0. 

This shows that p has the opposite sign of 8 and differs by 6 which is consistent with the geometry of the test set up. 

(9) 

Eliminating p from Eqs. (6) and (8) and using Eq. (7) we get the expression for a in terms of @ and 8. 
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S,C, 

(SSS, -+ C,C,C,> 
Tana  = (10) 

Eqs. (9) and (10) give solutions for a and $. In order to find errors associated with the misalignment angle 6, the measurement 
errors are defined as, 

NS error = (a -@) - (a -@),cf 

The reference locations for theodolite measurements are taken when the mirror is in the nadir position. At nadir position Cp = 0 
and 8 = 45 degrees. 

From Eq. (10) 01 = 0 when @ = 0 . 

Substituting p = 6 - 8 for (p 

and EW error = (p -8) - (p -e),, 

Therefore, NS error = a - @. 

EW error= (p + 8 - 6)  

3.2 Analysis: 
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Fig. 6. NS and EW measurement errors as a function of NS position.. 

Figs. 6(a) and 6(b) show NS and EW errors as a function of NS angle, respectively, at the EW nominal angle of 45 degrees as 
6 is changed from -600 microradians to + 600 microradians in steps of 200 microradians. It is clear that there is a systematic NS 
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error, linearly proportional to the misalignment angle 6. This error is as much as 40 microradians at t$ = 0.2 rads, for 6 = 200 
microradians. This misalignment also causes a non-linear error in the EW positions as a function of NS angle(Fig. 6b). Figs. 
6(c) and 6(d) show corresponding results for 0 = 22.5 degrees. The NS error has reduced to 50 microradians from 120 
microradians for the case of 6 = 600 microradains. Thus, the NS error as a function of NS angle is also a function of 0, but is 
nonlinear. The EW error as a function of EW angle (Fig. 6b) is independent of 0. Figs. 7(a) and 7(b) are obtained for the case 
of 0 = (n /4) - 0.1 rad corresponding to an extreme EW location. It may be noted that NS error as a function of NS position or 
the EW error as a function of EW position denote the FPE . The EW error as a function of NS position or NS error as a 
function of EW position may be referred to as orthogonality error due to misalignment. 
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Fig. 7. NS and EW measurement errors as a function of NS position for 0 = (d4 - 0.1) rads. 

Figs. 8a and 8b show NS and EW errors as a function of EW position for the extreme NS position 41 = 0.2 rads. Fig. 8b 
shows the effect of 6 on EW FPE. Fig. 8a shows another interesting phenomena. The NS error changes at a given NS position , 
if the EW position changes. This is also due to the effect of 6 and not the orthogonality between the NS and EW axes. 

100' 
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Fig. 8. NS and EW measurement errors as a function of EW position. 

The mathematical analysis thus establishes that the measurement errors could be tens of microradians due to the misalignment 
angle, 6. This analysis has been very helpful in explaining test data (Section 4). 
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4. TEST RESULTS 

Fig. 9(a) shows the first attempt to correct for FPE in the NS direction. The slope in the residual errors is clearly due to the 
misalignment , 6 .  This was confirmed by moving the theodolite elevation angle approximately equal to 180 microradians 
(refer to Fig. 7(a) for explanation) after NS alignment and repeating the test. The test data (Fig. 9b) showed no slope. There 
was no appreciable change in EW FPE before or after correcting for the misalignment . Also, the EW FPE has not shown any 

slope in any of the test data. A procedure has been developed to minimize 6 in a similar way as part of the initial test set up for 
the theodolite. With this modified test set up, the following results were obtained. 

(0) -20 
-0.2 0.0 0.2 

NS POSITION (RADS) 

9 -10 a 

(b) 
-20 

-0.2 0.0 0.2 
NS POSITION (RADS) 

Fig. 9. NS Fixed pattern errors. 

Another phenomena that has been understood recently, after the model was well developed, is shown Fig. 10(a) and 10(b). 
The data is collected over 20 locations which are off NS and EW axes. Originally it was thought the spike seen at the extreme 
left and right were due to residual non-orthogonality effect. If we look at the plot carefully, we can see a slope of about -12 
microradians in the NS plot. This is because the 6 minimization process was not carefully done for this test. The total shift 
may also be a combined effect of misalignment and the non-orthogonality. This is yet to be verified. 
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Fig. 10. Measurement errors over selected points over the full FOV. 
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Fig. 1 1. FFT of a residual W E  for a special case. 

Interesting results are found from the test even after having run this test a number of times. In one such case , the residual 
FPE’s was obtained to be within +/- 4.5 microradians. The test was repeated after the instrument went through a vibration test. 
The residual FTE’s were found to be about 25 microradians. An FFT was run on this data and the FFT was plotted (Fig. 1 la, 
the FPE function contained data over 4 inductosyn cycles). The magnitu.de plots show that the errors were mainly of the second 
harmonic of the Inductosyn. A corresponding phase plot (Fig. 1 lb) showed that the phase at this frequency was -90 deg. This 
pointed towards a component change in the SidCos drive of the Inductosyn. It was later found that a component had been 
replaced in the Sin/Cos drive CCA with a component of a slightly different value. 

5.0 CONCLUSIONS 

The mathematical analysis appears to explain all the phenomena associated with the test data. It has been shown analytically 
that the misalignment angle, 6 ,  is the primary cause of most of the optical phenomena in the test data. The misalignment is 
caused by the fact that the scan mirror has a 45 deg tilt with respect to NS axis of rotation. The test results show that the static 
measurement accuracy that can be achieved is better than 4.5 microradians mechanical angle. This is 2 to 4 times better than 
reported previously’. Use of interpolation technique has made this possible. Use of a wide field collimator along with a well 
defined target has been proposed to measure the pointing accuracy even better (3 to 4 microradians optical angle) in a dynamic 
mode with less cost and time. 
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On-orbit determination of 
focal plane detector positians 

James J. Shea 

swales &Associates. Inc. 
5050 Powder Mill Road, Beltsville. MD 20705 

Post Launch Tests on the GOES satellite cameras called for determination of the positions of 
various imaging detectors. The GOFS spacecraft's two cameras, the imager and sounder. are both 
scauaers that use focal plane arrays. Tbe below method determines their detectars' relative positions by 
recording detector outputs as the edge of the moon drifts past their instantaneaus fields of view (IFOVs). 
While this method works well with simulated data, it is still experimental and is still being tested with 
flight data. 

Keywords: coregistration, colocation. focal plane arrays ("A), positioning. image registration 

For the GOES 8 check-out. this test was used to locate the position of each of the imager's side 
one infrared channel detectors with respect to the center of the visible array. The approach is to stare at 
the moon. allow the moon's edge to drift past the positions of the detectors' IFOVs. and use the different 
edge transitions to determine the detectors' positions1. 

f 

Figure 1. General approach to detector coregistration figure 2. Imager focal plane 
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To determine a deteitor's position. one passage across an edge is not sufficient. To Uniquely 
colocate a pair of detectors. two independent passes must be made. The general approach is p k t d d Y  
described in Figw 1. 

The eighth Geostationary Operational Environmental Satellite (GOES) was hunched in April. 
1994. It has two imaging cameras, au imager (four infrared and one visible channel) and a sounder 
(eighteen IR and one visible channel). They both use a scan m h r  that sweeps vertically (north/south) 
and horizontally (easthest). They both have focal plane arrays, with anywhe~  from ane to eight 
detectors per channel. See Fijgm 2 for the imager's focal plane array. 

Moon s ighhgs  must be planned when the moon enters the instrument's field of view. The moon 
must offer a sharp, Lit edge. so phases such as the new moon axe not useful. Further. the test openra 
must see to it that the phase is such that the moon's drift brings the detectors fram space onto the edge. If 
the other side of the moon is the lit edge, the detectors should stare onto the moon first and look for the 
edge as it trails off. S h e  tbe moon travels west to east in the instrument's field of view, this means that if 
the east side is Lit, then a stare in &ont of the moon will allow the detectm to see space a sharp 
transition to the lit edge. If however. the moon is lit on the west side, the detectors will see a sharp 
transition only &om starhg at the moon itself and waiting for the limb/space edge to drift into view. 

' At 

FFERMlNlNG POSITIONS RELATIV 
TO CENTER OF VISIBLE ARRAY 

TOP PASSAGE STARSENSETRACES 

lime 
BOlTOM PASSAGE - 1  

' I  

I h sins suh 

U is lhe detector rotation angle (positive lor 
counter clock wise diredion) 

for imager: a = ONS 
for sounder: a = - @NS 

west 
-t 
east 

Figure 3. Data collection to determine limb crossing Figure 4. Origin moon circle and detector 
location and detector positions rotation 
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After an appropriate moon sighting has been chosen. the operator must decide at which point on 
the moon's limb he wishes to observe. It is best to look for crossings above and below the lunar equator. 
In this way, the delta times are as different as possible and allow for better accuracy. It is best to avoid 
both the equator (since the surface is too flat) and the poles (which produce great time differences and risk 
having a detector miss the limb entirely - a scenario that has occurred). The scanning coordinates and the 
limb crossing position can be scheduled by an OATS calibration routine. The accuracy with which the 
limb position can be placed is sufficient for this data collection procedure. but a m m  accurate 
determination of the limb crossing position must be made analytically once the data are available. 

Finally, the analyst must have: 
0 the sateEte/moon distance (which varies by as much as ten percent over two weeks' time). 
the relative velocity of the moon with respect to the geostationary satellite, 
some nominal information regarding the reference detector - for the GOES application. the reference 

detector was the center of the visible array. thus ce& parameters of the array (dimensions and 
orientation) have to be assumed, and 

e the position of the moon in the instnunent's field of view. 

UE FOR D-G l X E  DFTECTOR POSlTION 

The actual determination of the detector position occurs in two steps. The first step determines 
where on the moon's limb the center of the visible array the crossing occurred. The second step is to use 
the knowledge of the crossing position and the above parame,ters to solve for the detector position with 
respect to the center of the visible detector array. 

The first step, determinin g the position on the moon's limb where the visible array actually 
crossed, can be performed by looking at the time difference between edge crossings for the top detector of 
the visible array (vis #1) and the bottom detector (vis #8). See Figure 3. Given traces from visible 
detector one and detector eight, an appropriate edge crossing is determined for each, and the time 
difference between them, At, is determined by subtraction. This piece of information, together with the 
parameters listed above. is sufficient to fix where on the moon the center of the visible array crossed. 

a) let the time that the reference detector crosses the on in be to = 0. Consider a circle representing the 
moon at to = 0. The equation of this circle is 5 + 9 = 3, where r is the radius of the moon in 
angular coordinates, x and y being respectively east/west and north/south positions. all in 
microradians with respect to the spacecraft. See Figure 4. 

b) it follows that the reference detector is somewhere on this circle. If the particular stare is a "top 
passage" (i.e. in the northern hemisphere of the moon). then the reference detector can be said to 
be on the semicircle y = Jm for x > 0. For a bottom passage (southem hemisphere). the 

reference detector is situated on the semicircle y = -dr2  - x2 where x > 0. The middle 
diagram of Figure 3 shows an array making a bottom passage. 

c) it also follows that for every possible point (xl,yy~) which may be the location of the top detector (visible 
detector #I). there is another point (Xg.yg) which is the position of the bottom detector (visible 
detector #8). The distance between the detectors is h. where h is the height of the dewtor array. 
However. their EOVs are not necessarily separated in the north/south direction by a distance h. 
This is because the projection of the focal plane may into space is rotated by an amount that 
depends on the north/south scan angle. See the bottom of Figure 4. 
For the imager. a detector array that is looking at a point having a vertical angle ONS is rotated 
counterclockwise by an angle equal to this north/south scan angle a=ONS . (The sounder rotates 
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in the opposite sense.) Thus the bottom detector is h sina to the east. h cosa to the south of the 
top detector. If the position of the top detector is somewhere on the arigin-centered "moon 
circle" of part @I. the bottom detector is somewhere on the &de shifted by (h s i n a . 4  cosa). 
along the top circle in F i p  5: 

(1) ( x - h s i n a ) 2 + ( y + h s i n a ) 2  = r  2 . 

d) after time At. the bottom detector is, by definition, somewhere on the moods edge. Also. the mom 
circle has moved a distance v+t in the easuwest direction, v p  in the north/south direction. 
'Ihe equation of this displaced circle containing the bottom detector is that of a circle of radius r 
shifted by (v+t,v+t): 

(2) ( X  - vxAt)2 + (y - vyAt)2 zz  r 2 . 

See the bottom of Fw 5.  For a top moon passage, the positive semicircle for x 7 0 describes 
the solution set for the bottom detector's crossing, for the bottom passage, the negative semicircle 
is taken 

e) the bottom detector's position at I = At is somewhm on both the semicircle from Eq. (1) and the t=O 
semicircle from Eq. (2). Since they both &scribe the same position in the same dkrence frame. 
their solution yields the unique coordinate position: See the bottom of F i i  5. Solving 
s i m u l ~ l v :  

1 

fyl (x - hsina)2 + (y.+ hcosa)2 = P 

intersection of 

&b ZZsEircies 

I 

I 

limb angle: angular position 0 of (x,-,y,.) 

Yc - 
x,- -:vxAl 

tan 0 = 

figure 5. (left) Solving "moon circles" 
for visible array crossing point. 

X,  = XB- h sin a/2 Solving for the 

array center ( ~ , Y c ) :  
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yields X8. and know& x8. One frnds yg. This is the intersection of the solid Ci.rCkS in Figure 5. 

f)  it remains to find the position of the center of the array. (+,yJ. (the eventual reference point for the 
channel detectors) through simple geometry: 

xc = X8 - -% h sina 
yc = y8 + -% h sina 

(5 )  
(6) 

g) the fd step is to use (+.yJ to find the limb angle. 8. the "lunar latitude" angle describing where the 
center of the visible array crosses. One can not simply say tun 0 = y, 1 xc because thes values 
are referenced to the t=O origin but are not on the t=O moon circle. See F w  6. (Another way 
of looking at it is that x? + yc2 # d so they can not be used directly to find the lunar angle.) 
Assume that the time from the top detector crossing to the center of the array crossing is one half 
of At. The moon has then moved a distance %v@t to the east, %v,,At to the north. Subtracting 
these distances from (+.yd allows us to determine the limb angle: 

1 

yc - .r-V,At 
2 
1 
2 

me = 
x ,  --v,At 

(7) 

1 d e w  

The above steps for determining the aagle at which the center of the visible array crosses the 
lunar limb have to be implemented for each edge crossing. Despite the fact that the OATS operator 
(person responsible for orbit and attitude tracking) may schedule a passage at, for instance, -25" @e. 25" 
latitude in the moon's southern hemisphere), the actual angle at which the array crosses may be quite 
different, 

With the position of the array at the crossing known. one may now look at the traces from the 
channel detectors. To colocate a given detector, one considers two passages, a top and a bottom, the limb 
angle for each, and the trace for the particular detector from each passage. The steps to implement the 
procedure are as follows: 

a) calculate the At values. This time, the At for a particular detector for a particular passage is the time 
difference between the crossing of the center visible may and the crossing of the IR detector. 
See Figure 7. Let At be positive if the detector crosses after the visible array; thus a At of, for 
instance. -0.8 seconds means that the IR channel detector crossed 0.8 seconds before the visible 
array. There will be a AtTfor the top passage and a AtB for the bottom passage. 

b) for the top passage. imagine another "moon circle". J? + = d.  representing the position of the moon 
when the center of the visible array crosses. Jn effect, this establishes a coordinate system which 
will be used to write and then solve the algebraic expressions necessary to fuc Uniquely the 
channel detector's position. The center of the visible detector array is on the semicircle: 

y = 4 m  (8) 
(for a top passage). its specific position being at limb angle 0. i.e. at 
Xm = r cos0 , YcT = r sin0 . (9) 

c) after time At. the channel detector is on the moon circle. Also, the moon circle has moved a distance 
v$t in the easdwest direction. v+t in the north/south direction. See Figure 8. The equation of 
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this displaced circle containing the channel detector is that of the above moon circle SM by 
(v#TsvyAtT): 
( X  - VxAfr)2 + (y - v , , & ~ ) ~  = r2 .  (10) 
The channel detector is somewhere on the positive semicircle of this equation. 

d) the same procedure is used to place the moon circles generated by the bottom passage. The only 
complication here is that the moon circles from the bottom passage have to be algebraically 
expmsed in the same reference frame as the top passage. (Otherwise them would be no way to 
solve simultaneously. Note that R g u ~  8 expresses the passages' equations in different reference 
frames.) The way to =late the top passage moon circles to the bottom passage moon circles is to 
"overlap" the circles such that the position of the center of the visible army in the top passage 
(Xa. Ycr> is the same as that of the bottom passage (Xa. Ya). Thus. the above steps are 
repeated and the final equations shifted by X w X a  in the east/west directim. Y m Y a  in 
the northlsouth direction. (Rememlxr that Ym and Y a  will have oppasite signs since Y a  is 
negative. so the magnitudes will add.) See Figwe 9. Thus the moon circle equations become: 

i) top passage at visible array crossing: .? + 9 = ? 
3 top passage at channel detector crossing: (x - v&# + (y - v,,At# = 2 

[x - (xm - XCB) - V&Bl2 + { y  - fy(y - YCB) - V,&BI2 = 

(9) 
(10) 

(11) 

(12) 

iii) bottam passage at visible array crossing: 

iv) bottom passage at channel crossing: 
l x  - fXQ - X&2 + ly - f Y ( y  - Y& = ? 

Solving as. (10) and (12) simultaneously would ykld the detector position, 

the limb angle took into Bccount the d o n .  whereas the carrection has not yet been qplied 
here. In effect. one assumes above that the four moon circles can be laid over each other by 

e) the corzectioll factor to this approach concerns the rotation af the focal plane. The routine determining 
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dgnbg the (xm. Y a )  and (XQB. Y a )  positions. This is not true - the circles have to be 
"&rotated" back to the reference plane of the spacecraft. 
The rotauon is effectively corrected for the algebraic solution described above if the (xa. ya )  
and (Xa. Y a )  positions and the direction of the I w  velocity are modified. Before using a. (9) to determine tbe visible defector positions, subbract the rotation adgle. a. from the limb 
angle 0. Then shift the direction of the moon's motion back to the spacecraft frame by 
subtracting the rotation angle. See Figure 10. Thus: 

08' = 8 - a 3 Xm = r coSe', Ym= r sine' 
vx = v cos(y - a) (13) 
vr = v sin(? - a). where (14) 

v is the magnitude of the moon's velocity with iespect to the spacecraft 
y is the direction of the moon's velocity with respect to tbe spaceaaft 

One malls that each of these quantities is different from top passage to bottom passage. with the 
exception of the moon's \.-(:locity which can be assumed constant Over the course of the data 
d k d ~ .  which is roughly 5 - 10 seconds for each trial for the imager and up to 40 - 50 seconds 
for the sounder. 

Using these ~mted values. then, one may calculate the requisite parameters axld solve Eqs. 
(IO) and (12) to get the channel detector's position with respect to the xeference position. tbe 
center of the visible array, The entire set of calculations must be repeated for each detector. 

TOP PASSAGE: 

y =/--+ V,,AtT 

moon circles with 
rotated detector array 

vX = v COS(Y - a) 
vy = v sin@ - a) 

Figure 9. (left) Solving top and bottom 

Figure 10. (above) Correction detector rotation 
ch-1 crossings 
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The principle mechanism in implementing the above approaches is to solve equations 
simultaneously. The solutions were obtained through iteration. Such an approach lacks efficiency and 
requires an appropriate expression to determine the starting point of the iteration. The accuracy of the 
solution depends upon the interval by which the variable x is incremented. However, the lack of efficiency 
in this respect is not a problem and an expression for a starting value is not difficult. although care must 
be taken shce the equations are quadratic and only one of the two roots is physically mean@. The 
errors due to this iteration are actually rather minor as a part of the entire process. 

While this method depends solely on manipulating plane geometry. there ue many details to 
consider and several signs and referem planes that need to be strictly correct. To test these routines 
before implementation. a Simulator was independently developed. This separate software routine was 
written to do the opposite of the colocation routine, that is, to start with a focal plane (shapes, dimensions 
and positions). a simulated circle representing the moon. lunar velocities. observations times. rotation 
angles. and lunar subtense and then to produce traces of what the detectors "see" as they cross from space 
to the moon. To avoid repeating any conceptual errors, the author of the detector determination method 
had no hand in the development of the simulator. 

With these simulated traces, top and bottom passages were performed and At values were 
measured and applied to the colocation routine. The resuits were then compared to the original focal 
plane. The errors for a simulated imager focal plane array were on the order of 5 pad in each direction. 

The actual data collection was performed for the imager on August 12.1994. Three trials were 
performed with the intention of averaging the results. (In reality. four trials were performed but, since the 
moon was very low in the field of view - around -10.4O - the bottom passage of the fourth trial missed the 
limb.) 

The locations 011 the moon that were commanded were 20" latitude and -20" latitude. The actual 
measured surface moon crossings diverged from these values by as much as 20 degrees lunar latitude. 
Such discrepancies are not surprising. The precision with which OATS can target the moon is rather 
limited. (The subtended moon diameter is less that one half of a degree.) Also. there was an OATS 
failure the day before this test, affecting the image navigation and registration (INR) system. 

Three complete trials were processed to produce three sets of detector positions. THey were then 
averaged. The results indicated a shift northward for all the detectors of roughly 20 - 30 p a d  and a shift 
of roughly 8 pad  to the west. (The trial was performed at conditions approximating mission high.) 

The sources of error in this trial include: 
numerical imprecision in the routines 
errors in assuming that the visible array is perfectly straight in the n d s o u t h  direction 
imprecision in picking out transition points off of the traces 
irregularity of the moon 
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The errors in the numerical manipulations of the routines are rather slight. The limb angle may 
be off by as much as two degrees although it is usually off by roughly one degree for "reasonable" limb 
angles (between 10 and 50 degrees). There seems to be rnm error in determining the top passage angles 
then the bottom ones for reasons that are unclear. 

Even with one degree errors in limb angle, the channel detector routine determined the detector 
placement usually to within a 3 - 4 pad. often less. with the simulated data. 

This method only locates the IR channel detectors with respect to the center of the visible may. 
To do so, it assumes that the visible array is to specifiiations. W e  th is  is not quite true. the total north/ 
south misalignment in the SN03 
imager was reported to be roughiy 6 - 8 

conditions.) Taking as much as 10 p 
rad of misalignment. the resulting error 
in detector position is within a few 
microradians. 

pad. (This fisure varies with mission -----_..----- __.-_ 

A major error Contributor is the 
iolprecisionwitllwhichoneisforcedto 
read the traces. The traces from the visible 
detectors aIe fairly clear in that they locate 
the starting point and endingpo intufthe 
space/moon transition to witbin a few 
samples. "hemisamuchmoregradual 1ly1 m~ ZIO 2 ~ )  110 rn ma 270 mo zsa xm a10 m 
transition, however, for the IR detectors (at 

- - a 1  - - - -  -= 

.anlla 

least for the imager, the only instrument for m-100 .ompbnlmI* - 54.6 HI 

which the method was performed thus far). 

To estimate how much error may - - cMlLm-1 - - - _  --Top1 -.-.-.. - -mpJ 
be involved. a spread of values of transition 
points was used to get a spread of At values. 
These spreads were then used as input to 
the simulator and the differences in 
resulting positions compared. This measure 
is at least partly subjective since different 
analysts may declare s-g and ending 

differently. Some sample traces are 
included as Figures 11 (visible detector) and 

points (or space and surface points) 

(in1 I"," lop mwn cro..mc/. 

12 (IR channel two detector). The analyst 
who produced the above results (and who 
actually wrote the rOUtkS) found an error 
of about 5 samples taken at 54.6 Hz. or 0.09 
seconds. conservatively yielding position 
errors of 15 - 20 pad.  

170 lso 3y) 3s 170 Jyl Jw a70 JW a10 4~ 4% 4 7 0  490 910 
.c.mple. 

Figure 11. (top) Plot of visible detectors #1 and #8 
Figure 12. (boaom) Plot of IR detector CH2A 
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Both the analysis and the simulator assume that the moon is a perfect circle with a smooth 
surface. Clearly, it is not a perfect sphere and irregular surface topology lends itself to details on the traces 
which will not be repeatable. These surface details in tum may produce ambiguities in determining the 
transition points needed for calculating the delta time values. Since the traces are somewhat &gular. it 
is not possible to automate the delta calculation process (such automation was performed with the 
simulated data). Still. given the distance involved, the footprint of the IR IFOVs on the moon is on the 
order of 112 pad  400.000 Irm 
mountains, shadows, etc. 

45 km. possibly enough to average out many of the effects of 

The test results indicate that at the time of the observation. under the given conditions. the 
detectors appeared to be shifted to the north of their nominal position by roughly one visible pixel. No 
conclusion can be made about the easdwest shift since the average shift detected (-- 8 wad) is much less 
than the margin for mor of this test. 

These results were compared to on-orbit images used to determine the visible/IR offset. Users 
compared visible images to those from channel four. The offset was determined by shifting one image to 
overlap the other and Counting the pixel displacement needed to align landmarks. The offset was 
determined to be between one and two visible pixels south - the opposite direction of the re~ults as 
determined by the moon edge test. These images were taken in the scanning mode, or dynamic mode. 
whereas the moon test was perfoxmed in the staring or static mode. However, there should not be a p t  
deal of difference between these two parameters, especially in the n d s o u t h  direction. 

Further. the imager's manufacturer. ITT. projected the offset, based on pomd tes@ performed 
pre-launch, to be south also. 

The reasons for this discrepancy are unclear. The simulator results validate the general approach 
as well as the implementation of the code. Other possibilities include a mix-up in detector data. 
inaccuracies in assuming that the moon is Circular. and irregularities in the moon's topology. 

[There is also the theoretical possibility that the visible/IR offset changed between the time that 
the moon edge test was rn and the time that the image shift determination was perfarmed. It is unlikely 
however, that this passage of time - roughly a year - would account for such a change.] 

The possibility that the detector traces were confused and/or mislabeled is unlikely. The traces 
are qualitatively consistent with their trials. In general, any such mix-up would produce large errors. 
yielding values that are unreasonable. While the visible/IR offset results may be off compared to the pre- 
launch test and the image shift test. they are within the range of values for this parameter. 

The major difference between the simulator and the real on-orbit test is the assumption that 
moon's profiie is perfectly circular. In reality. it is not far from being a good sphere. According to a 
report studying altimetry data from the recent Clementine lunar probe2. the difference between the polar 
diameter and the equatorial diameter is roughly two km. compared to a mean diameter of 1.736 km. 
Altering the code to use an eclipse with these axes produces marginal differences in the detector positions. 

Finally. the topology of the moon introduces a random irregularity to this test that may amount 
for discrepancies. The stares were roughly in the same general areas of the moon and it is therefore at 
least possible that any largc deviation in any of these anxs such as a mountain or valley could have 
corrupted the results. The above report studied the surface variation and found that the standard deviation 
in lunar radius on the near side is about 1.4 km. Thus the moon has remarkably little ellipticity at the 
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equator. The effect of particular artifacts at the exact location of the limb crossing however are difficult to 
estimate. 

Random effects are reduced when many trials are averaged. As of this writing. this test has been 
performed only on these three trials and only for the imager. As noted, the observation was performed 
while the moon was at the limit of the imager's field of regard - actually crossing the edge of the FOR. It 
would thus be interesting to see test results where the moon is well within the instrument's window. 

It would be helpful to repeat the test or to perform more trials on successive instruments. This 
would also allow operators to gauge the test's repeatability. Only then will test operators be able to assess 
thoroughly the method's viability. 

Using geometry and parametric equations, it is theoretically possible to determine the relative 
positions of two detectors by comparing the traces they make as the moon's edge drifts past their field of 
view. A solution that works well with simulated data is presented here. This solution depends upon 
having two observations of the moon's edge, one in each hemisphere. by the detector pair. Further trials 
are necessary to validate this procedure for field testing. 

This work was performed at Swales & Associates. Inc. as part of the GOES project. Swales 8r 
Associates contracts through the Goddard Space Flight Center in Greenbelt. Maryland. The author 
expresses his appreciation to Swales for their support of this effort. 

A special note of acknowledgment is reserved for Smiley Hsu. formerly of Swales. Although the 
author developed this approach and implementation. it was Mr. Hsu that came up with the notion of using 
the moon's edge to colocate detectors. recognizing that two independent crossings would be required to 
solve the problem uniquely. Mr. Hsu also developed the simulator to test this routine, which proved 
invaluable in validating the code. 

1. Initial suggestion from Smiley Hsu, formerly of Swales & Associates. Jnc. 

2. M. T. Zuber, D. E. Smith. G. A. Neumann, & F. G. Lemoine. 'What factors conbol the long 
wavelength shape of the moon." Lunar & Planetary h t i t u t e  proceedings. page 15 11 - 1512. 
February. 1996 
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On-orbit MTF measurements 

James J. Shea 

Swales & Associates. Iac. 
5050 Powder Mill Road, Beltsville. MD 20705 

The GOES program seeks a reliable method to measure the imager's modulation transfer function 
(MTF) once the instrument is in orbit. This has proven difficult since there is no convenient target. It has 
been proposed to use the edge of the moon as a high contrast target. offering the possibility of performing 
a ''knife-edge" MTF test. The following treatment produces a visible, east-west edge spread function 
@SF) from imager scans over the lunar limb. The ESF is used both to produce a visible knife-edge MTF 
estimate as well as to produce. through differentiation, a visible line spread function &SF), which also is 
used to produce an MTF. While the results do not rigorously conform to ground tests. they track low and 
medium spatial frequency test values reasonably well and d e r  a means to test the instrument's imaging 
fidelity on-orbit. 

Keywords: MTF. knife-edge, line spread function, post launch test (PLT) 

The GOES program conducts a check-out phase to evaluate the inshuments' radiometric and 
optical operations immediately after proper orbit is attained. For most parameters. it is possible to 
compare pre-launch and on-orbit performances at corresponding environmental conditions. Evaluating 
the imager's imaging fidelity, however, requires an appropriate target. While it would theoretically be 
possible to measure an MTF from a point source. such as a star, there is no star that is bright enough to 
produce a usable point spread function in the imager's scanning (imaging) mode. Stars are routinely 
detected for navigation purposes, but such detection occurs in a special mode, where the detectors "stare" 
into space and the gain is increased. The effective signal to noise ratio is thereby increased, but this 
approach is not possible in the scanning mode. 

It has been informally proposedl to measure the MTF by using the edge of the moon as a high 
contrast target. With the appropriate viewing angle, this would allow a sharp edge to be seen by the 
imager. The exact profile will be different for the visible and infrared channels. In the visible 
wavelengths, the moon is essentially reflective, and since the lunar surface is. to fmt order. a lambertian 
scatterer. a full moon would appear roughly uniform. (The topology will obviously be irregular. but a 
d o r m  surface would produce a d o r m  irradiance profile. Since it is only the dark to bright transition 
that is of interest, large scale irregularities can be avoided.) In the infrared. however, the moon is 
essentially radiative, that is, is detectable from the radiation that it emits due to its temperature and 
emissivity. Thus, the lunar profile will depend upon the thermal profile. Since the edge of a full moon as 
seen by the imager will normally be the coolest portion of the lit moon. the edge would generally not offer 
a high IR contrast. (The bright edge of a crescent moon would offer a high IR contrast.) The present 
treatment will concentrate on the visible MTF taken from a full moon seen by the visible channel. 

The SN04 imager, housed on the GOES-9 satellite, took a scan of the moon on November 11.1995. 
at approximately 17:OO GMT, viewing a roughly full moon. The image is reproduced here as Figure 1; the 
oval shape is due to east-west overscanning. The small sector scan was 160 scan lines, each line taking 460 
data blocks, thmby producing a visible channel image of 1840 columns by 1280 rows. A line profile, 
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roughly through the equator, is given as 
Figure 2. The imager was in 36.6 second 
scan mode. which means that it performs a 
space clamp every 36.6 seconds. The moon 
was at an eight degree elevation in the 
imager's field of regard. 

2 0 0 - .  

me imager corrects for image 
rotation by adjusting the timing of the 
samples from the detectors. This does not 
correct for the orientation of the individual 
detectors, thus the effect of the rotation of 
the IFOV's projection into space is not 
corrected, only the rotation of the detector 
array. Since the traces are individually 
selected and combined to produce the most 
sequentially consistent edge - see below - 
the image rotation correction has no impact 
here. The rotation itself. however. is a factor 
in choosing which trace to use. See 
section4.1.1 

' ' ' . ' . ' ' ' . ' ' ' 

-SN04 imager visible channel  

One immediate consideration is 
any blurring of the image due to motion of 
the moon. One notices the staircase effect 
on the edge of the moon in Figure 1 due to 
the Iunar drift. The image took 51 seconds 
to scan. During the scan. the moon was 
moving in the easr/west direction at about 
61 pradians/second. Thus the moon moved 
at total of 3.100 pradians. the equivalent of 
110 IFOVs (instantaneous fields of view of 
a visible detector). However, this figure is 
not relevant to determining any blurring in 
an individual scan line. Blurring on the 
scan l i e  would be due to signifcant lunar 
movement as the detector IFOV scans 
across the lunar edge. The detector samples 
at a rate of 21.840 samples/second. 
overscanning such that the samples are 
separated by a nominal center-tocenter 
distance of 16 pradians. At this rate, it 
takes 80.1 psec to completely cross an edge. 
During this time. the lunar edge moves a- 

Moon from SN04 imaqer, 11/05/95 

Figure 1. Image of moon from GOES-9 imager. Oval 
shape due to 1.75: 1 instrument overscan. 

600 800 1000 1200 1400 1600 
samples 

Figure 2. East-west detector trace through the moon 
image (shown above in Figure 1.). 

bout 0.005 padians, or about 1 . 7 ~  lo4 visible 
pixels. Thus the effect of the lunar drift rate on an edge transition profile is negligible. 
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From the array of samples comprising the visible image of the moon. an edge spread function. the 
system's image of a sharp contrast along a straight line (e.g. a step function), must be extracted. There are 
two separate concerns that will direct this effort. First, the particular east-west traces from the image were 
chosen. Second. traces are combined in the proper manner to generate a curve with sufficiently low noise 
levels. 

east-west tr=s for 

In making this estimate of the east-west MTF. one needs to consider not only east-west pixel profiles 
but also the orientation of the detectors. The imager is a serial scanner and thus the scan mirror travels both 
east-west and north-south, progressing line by line. In doing so, a rotation of the IFOV is created. i.e. the 
detectors' projection into space rotates as a function of elevation. (There is no rotation induced as a function 
of east-west position.) This rotation is equal to the north-south elevation. and is in the couuterclockwise 
direction (looking out to space in the instrument's reference frame) in the north, clockwise in the south. 

Given that the moon was at eight degrees. each individual detector was rotated eight degrees 
counterclockwise as it crossed the lunar limb. Thus, the most parallel trace to the detector is the one that is at 
eight degrees north lunar latitude. See Figure 3. 

9 .  4.2. C-ces to D r D  

In an analog system, it would theoretically possible to use the single trace taken above for an east- 
west hflF estimate. However, in practical, electronic sampling systems. such an approach has two serious 
drawbacks. First. it would be too noisy. Noise corrupts the scans. Differentiation of the noisy scans to 
estimate the LSF amplifies the high fquency components of the scans, where the signal to noise ration is the 
lowest. 

west east 

Figure 3. (above) Geometry of moon with 
detector rotation. Detector rotation is 
proportional to north-south scan elevation, 
counterclockwise in north as shown. 

Figure 4. (right) Combining traces to 
produce the edge spread function. (a) knife- 
edge along sampling grid, (b) knife-edge 
traces, (c) combined scan for ESF2 
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Second. digital imaging systems typically undersample. causing aliasing of frequencies into the 
region below the Nyquist rate, While the GOES imagers employ 1.75: 1 oversampling. this oversampling can 
be improved in a simulated trace to reduce aliasing further and increase the accuracy of the MIT estimate. 

To produce an ESF havino low noise and low aliasing potential. a simple technique of scan line 
averaging is used. This t e ~ h n i q u e ~ . ~  has been used to improve the reliability of knife-edge MTF measures 
and LSF estimates for digital imaging systems, especially remote sensing systems for which edge contrasts 
are often the only available performance targets. Scan line averaging is implemented by collecting many 
scans across an edge. Then these scans are combined sequentially using estimates of the edge location. so 
that they corresponding samples from each scan follow each other. That is. the scans are shifted so that the 
edge points of all the scans are aligned. Figure 4 depicts a scan combination in this manner. 

The noise in the combined scans can then be suppressed by smoothing and resampling, thereby 
sacrificing some spatial resolution in order to reduce noise, The resampling resolution should be at least as 
great as the MTF cutoff, and the smoothing filter should be matched to the resampling resolution. For typical 
digital image acquisition devices, twofold (or slightly higher) superresolution is usually sufficient2 

Once an acceptable visible east-west ESF has been created, it is compared to an ideal step function 
for a direct visible. east-west MTF calculation. It is also differentiated to produce an E/W LSF. whose Fourier 
transform is a one-dimensional MTF. 

The 1;mitation here is that the moon's edge is circular, not straight. While it may be approximated 
as a straightedge near the equator. there is only a limited number of scan lines that can be selected for 
combination as described in the above scheme. Thus one is limited in the degree to which the noise 
suppression technique can be achieved. 

Given the increasing curvature of the lunar limb and the increase in incident angle, scans were taken 
roughly ten degrees above and below the matching angle of eight degrees, i .e .  from the equator to roughly 
twenty degrees north. This produced twenty-four traces. The traces were truncated to twenty one samples, an 
example of which is Figure 5. (The transition, read from west to east. is actually from the lunar surface off to 
space.) They were then combined in a sequence that produced the smoothest overall transition, following the 
example described in Fieme 4 but keeping in mind that the real traces were much more irregular. The 
finished, twenty-four trace combined edge is shown in Figure 6. The west side of the combined trace, 

Detector Trace Across Lunar Edqe 
2 0 0 F .  ' ' " ' .  ' " ' .  ' .  ' .  ' ' ' 4 

SN04 imoger visible channel 

200 

SN04 imager visible channel 

o t  . . . . , . . . . , . . . . , . . . .  1 0' 
1380 1385 1390 1395 1400 0 100 200 300 400 500 600 

samples combined samples 

Figure 5. Samples across limb from a single trace Figure 6. Combined scan. using 24 traces 
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representing the lunar surface. appears here as a random spread of samples. This is due to the imgularity of 
the surface; scans n. n+5. and n+1U, for instance, will view different areas of the moon. perhaps covering 
craters, mountains. and shadows, thus there is no reason to expect them to have similar profiles. This is of 
little concern since it is the edge itself that is of primary interest. 

"smoothed," by an averaging window. The intention 
was to have roughly twice as many samples as the 
original traces. Since the original trace had 21 

' *O 

100; 

samples, a averaging window of 11 was chosen. ao 
Thus. the combined trace, having 21 x 24 = 504 
samples was resampled such that each 11 samples d 60 
were averaged to produce a single sample, yielding a 2 
new trace of 45 samples. This new trace not only " 40 

has reduced noise. it also places more samples across 2o 
the edge. increasing the effective sampling rate. For 

removed (so that the space edge would have a zero 
the finished edge spread function, the DC bias was 0 -  

-20 
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This new trace constitutes the east-west visible edge spread function, which will be used to estimate 
the visible h!lTF in two different manners. 

The "knife-edge" MTF is calculated by taking the ratio of the Fourier Transform of the ESF and that 
of an ideal step function. One recalls that. for a linear shift invariant system, the input. output. and system 
response are related by the convolution: 

r(X,Y)*h(x.Y) = s(x,y)  (1) 
where r(x.y) = input function 

h(x.y) = system function (i.e. impulse response) 
s(x.y) = output function 

And the relation between the corresponding frequency terms by the product: 

Rcr;cfyl ~crxfy,  = Scfxfyl (2) 
where fXfy = horizontal. vertical spatial frequency 

R(fx.fy) = input spectrum (Fourier transform of 
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where the Fourier transform is defined as: 

The spectrum of the system function H(fx.fy) would in this case be the optical transfer function 
(0°F). The O W  can be expressed in magnitude and phase terms as: 

The system in question is the GOES imager. This analysis is restricted to the x-axis, that is. the 
east-west direction, along the direction of the scanning motion. The edge spread function represents the 
output function. The input function is assumed to be an ideal. one dimensional step function. often 
symbolized as u(t) or the Heavyside operator. Thus: 

STEP(f , )  OTF(f,) = ESF(f,) or 

Adapting this expression for the sampled data. one accounts for the pixelization and the overscanning: 

STEP(u)OTF(u)Sinc (8)  

where u represents normalized spatial frequency (Le. u = 1.0 corresponds to the imager's nominal 
sampling rate). and a is the overscan ratio (the ratio of samples before and after the resampling). The 
sinc is the spatial frequency representation of a unit pulse. 

5.2 A- 

Since the data are digitized, a discrete Fourier transform 0 is used. In practice. the "fast 
Fourier transform" was implemented to calculate the DFI'. The DFT of the ESF is given as Figure 8. 
STEP(u) here is the spectrum of an ideal step function, given as: 

( %. for u = 0 
S T E P ( U )  = { 

( -jDm Otherwise 
(9) 

The sinc(u) is takes its standard defmition. increasing its size in the spatial frequency domain by a since it 
is reduced in size in the spatial domain by that amount: 

I 1. for u = 0 

\ sin(m)/lru otherwise 
Sinc(u) = { 
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Using an oversampling ratio of a = 2.14 and a nominal sampling rate off, = 1/16 pad = 62.500 
cycleslsadian (Le. u = 1.0 corresponds to f, = 62,500 cycleshadian). the absolute value of the 0°F from Eq. 
(8) is shown in Figure 9. 

The curve is plotted with the pre-launch test values (or specification values), which are at 4490. 
9000, 13500, and 18000 cycles/radian. (These values correspond to u = 0.07,0.14.0.21. and 0.29 
respectively.) The MTF estimate tracks the ground values to within about five percent for the low and mid 
spatial frequencies. starting to diverge dramatically approaching 0.25 (about 16.000 cycles/radian). 

Transform of Edqe Spread Function 
0.50 ' ' ' ' " ' ' ' I  ' '  ' ' ' .  . . . ' .  ' .  ' 
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u, normalized spatial frequency 
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: 

P, 

u) 
> 

- 
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0.0 t 1 
0.0 0.2 0.4 

u, normalized spatial frequency 

Figure 8. Fourier transform of the ESF 
These two transfoms are normalized from the nominal sampling rate of 1/16 pad = 62.500 cycleshadian. 

Figure 9. Visible east-west MTF from ESF 

Rather than ratio the ESF to an ideal step function, the ESF can be used to derive a line spread 
function. The Fourier transform of the LSF provides a one-dimensional MTF estimate. This has the 
advantage of ease of calculation. yet could potentially introduce high frequency noise. since the LSF is 
produced by differentiating the ESF. thus amplifying any noise. 

The ESF was differentiated. yielding a line spread function given in Figure 10. Note that it goes 
negative then returns to zero, reflecting the fact that the edge transition is from high to low. 

Taking the Fourier transform of the LSF produces another him; estimate. given here as Figure 1 1. 
Like the MTF derived directly from the ESF. it is within about five percent of the fmt three test frequencies. 
and diverges significantly around the high frequency test value (18.000 cycledradian). 

Both methods produce MTF estimates that 8te reasonably close for the first three spatial frequencies 
and yet have enough error at the fourth to be essentially unusable beyond 16.000 cycles/radian. Curiously. the 
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Derivative of Visible Edqe Spread Function 
5 1 " "  

500 510 520 530 540 
samples 

Figure 10. First derivative of ESF effective 
line spread function (LSF) for imager 

0.0 t 
0.0 0.2 0 . 4  

u, normalized spatial frequency 

Fiewe 11. Visible E/W MTF from 
derived LSF 

ESF MTF diverges from the ground values, and in fact, never drops off as would be expected but fluctuates 
between 0.6 and 1 .O. In contrast. the LSF-derived MTF drops too quickly from the expected response. 

The fact that the LSF-MTF drops too quickly suggests that the noise has been sufficiently reduced, 
although this is difficult to prove without more trials with this method. It is not immediately clear why the 
ESF-MTF blows up at higher frequencies. especially since both methods use the same edge trace. 

As mentioned earlier, the major limitation in this method is the number of lines that can be 
combined for the edge spread function. Reinenbach* et al used 64 scans in a test case example. whereas it 
was only possible to use a third that number for this treatment, due to the dimensions of the moon with 
respect to the detector Lines. One recalls that combining and resampling the traces not only reduces the noise 
but also extends the fidelity of the MTF curve in spatial frequency; the effective Nyquist rate, for instance, is 
not half the nominal sampling frequency. fs/2 (62.500/2 cycles/radian), but rather is a fs/2 (2.14*62,500/2 
cycles/radian). One could then speculate as to whether increasing the number of combined scans would 
improve the high frequency response. The question is somewhat moot however. since the existing 
dimensions fm the approach to more or less the parameters used here. 

Another factor limiting the accuracy of this method is need to pad the response on the lunar surface. 
Since the scans m e r  different areas on the moon having differing topolgies. the combined scan produces a 
random scatter of samples on the moon side of the trace. See the beginning of the trace in Figure 6. This is 
obviously unusable and needs to be eliminated when constructing the ESF. Thus, this portion of the ESF is 
effectively lost, introducing a certain degree of error and possible accounting for the failed high frequency 
response. Further, there is a degree of subjectivity in choosing the exact sample at which to start the trace, 
leading to a small variation in ESF estimates. 

Finally. this approach ignores the fact that the visible channel is made up of eight distinct detectors, 
each of which has a measured h.ITF response. This treatment combines them together, producing a composite 
MTF. Given the limited number of scans that are available when using the moon's edge, it is not possible to 
combine any useful number of scans for separate MTF measures. In any case, the pre-launch measurements 
vary little from detector to detector. One drawback in this respect is that if there is a single detector that 
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suffers an MTF degradation, such performance loss would translate into a less appreciable drop in the 
composite MTF as calculated here, possibly going unnoticed. 

As it stands, this method offers post launch test engineers a means to measure the on-orbit MTF 
low and mid response to within roughly five percent. 

8. FUTURE WORK 

Two objectives immediately suggest themselves for follow-up work in this area. 

One is to perform the same analysis using infrared data. It is not possible to use this same image 
to produce an IR MTF with the same fidelity as this visible example here, since the IR profile of a full 
moon is more of a curved slope rather than a sharp edge. Also, since a N 1  moon would saturate most of 
the IR channels, a profile of a cresccnt moon would be needed. (See section 2.0.) 

A second application is to estimate the MTF with staring data, as opposed to the scanning data 
used here. The imager's detectors can stare at a fixed point in space and allow the moon's edge to drift by. 
This operation collects data at a much higher spatial sampling rate. There would be only one data trace, 
but given the high sampling rate, it could still be resampled to reduce noise. This would produce a 
"staring MTF," a measure of the fidelity of the system that would be apart from the imaging mode. 

Beyond these two tasks, this method can also be used trend the MTF performance as a function of 
mission level parameters, particularly as a function of scan mirror temperature. The difficulty in this 
respect is the availability of the lunar target. The moon is only visible to the GOES spacecraft once or 
twice a month. There is no guarantee that the profile will be usable each time, although most moon 
phases will offer sufficient contrast at the brighter limb for the visible channel. Still, the image used here 
was taken during the post launch check-out phase, using a small frame which is not part of the normal 
operations schedule. Therefore, it is not certain that analysts would have the flexibility to request such 
frames once spacecraft operations have been handed over to NOM.  

Finally, any MTF measure could be used as a starting point for image enhancement. Knowing 
the manner in which an imaging system attenuates its images allows users to compensate for the loss in 
spatial frequency, thereby "recovering" some of the image. Several digital imagc processing algorithms 
designed to remove the effects of an imagc acquisition device esist, such as the inverse filter, the Wiener 
filter, and the constrained-least-squares filtcr. All these approaches, however, are only as good as the 
knowledge of the imaging system fidelity. (Algorithms such as these often require phase information; 
estimating the phase transfer function was not addressed here, but the PTF can theoretically be extracted 
through similar means.) 

9. SUMMARY & CONCLUSIONS 

An image of the moon has been used to produce two visible, east-west MTF estimates. Twenty- 
one visible scan lines taken from the northern lunar hemisphere were sequentially combined and 
resampled to produce a visible cast-west edge spread function having a higher effective sampling rate and 
reduccd noise than the original traces. This ESF was used to produce a visible knife-edge MTF estimate. 
The same ESF was then differentiated to produce a visible line spread function, from which a second MTF 
was estimated. Both MTF estimates were within five percent of corresponding ground test values for 
three of four test and/or specification spatial frequencies. Both diverged significantly - and in opposite 
senses - at the highest test frequency. This method offers post launch test engineers a fairly practical 
means of cstimating the on-orbit visible east-west MTF up to roughly 16,000 cycledradian. 
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GOES-8 Imager and Sounder Radiometric Performance Models: 
Methodology and Application 

Peter McDonald 

Lockheed Martin IR Imaging Systems 
2 Forbes Road, M / S  345, Lexington, MA 02173 

ABSTRACT 

The GOES-8 Imager and Sounder Radiometric Performance Models are flexible tools intended 
to provide a intuitive user interface to instrument sensitivity analysis. The models were developed at 
Lockheed Martin IR Imaging Systems and transferred to the GOES modeling community as the 
standard for projecting the instruments' IR sensitivity in units of Noise-Equivalent Delta Radiance 
(NEDN), under arbitrary user-imposed conditions. In addition, the models provide an efficient means 
for selecting flight IR detectors with the highest possible instrument performance. The Radiometric 
Models have shown the way to several instrument-level performance improvements, and have also been 
a valuable tool in troubleshooting anomalous measurements at various stages of the GOES instrument 
build. The operation of the GOES-8 Sounder Radiometric Performance Model is described herein in 
terms of input parameters, calculational flow, and output results. 

Keywords: GOES, model, radiometric, infrared, sensitivity, NEDN. 

1. GOES RADIOMETRIC MODEL BACKGROUND 

This text is intended to accompany the Lockheed Martin Radiometric Performance Model for 
the long-and-midwave infrared channels of the GOES-8 Sounder to provide documentation, and assist 
new model users in data entry. Although the GOES-8 Imager Model is not addressed directly in this 
document, the calculational methods and flow of the models are intended to be similar so that much of 
the system analysis is applicable to both models. In addition to explaining the operation of the Sounder 
model, the following text describes the theory, assumptions, and methodology behind the mathematics, 
and the database upon which they operate. It is therefore intended that the Lockheed Martin model is 
open and freely documented so that modifications and updates may be easily addressed. The revision 
number for the GOES radiometric model described herein is 4.1. 

Since its inception in 1990, the Lockheed Martin model has evolved and its prediction accuracy 
has increased as GOES instrument and detector parameters became more clearly defined. For example, 
simplified 4-pole electrical filter approximations were updated in Rev. 3.01 to reflect more accurate 
knowledge of the instrument frequency response. The same is true of Rev. 4.1, in which the modified 
clamp circuit has been incorporated to accurately model the instrument's improved sensitivity. The 
Lockheed Martin GOES Radiometric Model is in a mature state, and has evolved into the standardized 
system model and NEDN predictor for the GOES instruments. The official model software repository is 
the ITT SDRL 27K document. 
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The NEDN model is intended to be a flexible tool, not only for predicting system performance, 
but for troubleshooting instrument-level issues. Depending on the user's intent, any and all input values 
of the database may be overridden if more recent or accurate measurements are available, or a particular 
input is suspected to be affecting the NEDN measurement. The model is a convenient tool for quickly 
assessing the impact of any number of instrument parameters on the overall performance. 

In projecting performance of future instruments, a nominal, or current instrument, database must 
be used. However, (as an example), to project performance of the instrument currently being built, the 
user might enter the bench-measured IGFOV values as they become available to override the ray-traced 
nominal values. Obviously, the intent of the model is to produce the most accurate prediction of system 
performance given the available data. This allows the model the flexibility to calculate "what-if' cases, 
as any parameters can be varied to determine the impact on final performance, whether hypothetical or 
real. 

2. MODEL MECHANICS 

The Lockheed Martin NEDN model may be run on any Macintosh or IBM personal computer 
with Mathcad 3.l.or higher. The paradigm for NEDN model 4.1 has changed from Excel to Mathcad 
for several reasons: 

1. More powerful calculations: Noise bandwidth calculations performed rigorously. 
2. Transparency of algorithms: No "hidden-in-cell" spreadsheet format. Hard copy is 

self-documenting. 
3. Graphics capability: In-line plots of spectral NEDN, frequency response and clamp 

timeline provide visual verification of input/output. 

Version 4.1 of the Lockheed Martin NEDN model is contained within 9 vertical pages of a 
Mathcad document. It was intended that this vertical flow illustrate a logical sequence of NEDN 
modeling and calculations. The following description is similarly written by page number sequence. 

3. DESCRIPTION BY PAGE NUMBER 

3.1. Overview 

Pages 1 and 2 contain the substantial inputs to the model for the photoconductive Sounder 
detector channels (LW 1-7 or MW 8-12). This portion is intended to provide convenient front-end 
interfacing with the model for users who are interested in varying detector and instrument parameters to 
determine the impact on NEDN system performance. Such inputs as detector size, spectral 
responsivity, Simulator performance, and noise characteristics are entered here in the appropriate input 
"cell". These inputs are operated on by the calculations of the intervening Model Pages (3-6). The end 
result system NEDN performance is calculated on Model Page 7, and graphical analysis of frequency 
response is provided on Model Pages 8 and 9. 

The following page-by-page breakdown examines each of these inputs and outputs in detail, 
providing units where appropriate in brackets [units] and comments in parentheses. Note that many 
inputs and calculations in the model are at least partially documented by text comments and prompts 
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alongside the “cell”. This overview is intended to provide more complete documentation of the model 
calculations and guide new users through the inputs and calculations. 

3.2. Model Paae 1 

3.2.1. Detector/Aplanat Parameters 

Ld: Detector Length [mil] (current flow direction) 

wd : Detector Width [mil] (perpendicular to current flow) 

These two inputs must be consistent with the detector dimensions which were 
used in the determination of detector responsivity. 

Rk: 

ra: 

N,: 

fk: 

P: 

Taptanat: 

Detector Peak Responsivity [VW] 

The data as it appears on the vendor detector data sheet. Note that it is measured 
pre-aplanat (bare detector) in BB flood illumination. The detector bias and 
temperature (usually 102K), must be consistent with the noise parameters. 
System-type illumination correction is provided by the measured simulator factor. 
Operating patch temperature interpolation is provided by the tables on Page 2. 

Relative detector spectral responsivity [unitless] as it appears on the vendor 
detector data sheet. Defined as the ratio of detector responsivity at each GOES 
Sounder channel wavelength to the peak responsivity at the detector spectral peak 
wavelength. 

Detector white noise spectral density [ nV/rtHz] 

Detector knee frequency [Hz] 

Detector l/f noise region power slope (nominal=l) 

The accepted convention concerning the preceding three noise parameters is as 
follows: The three parameters are determined from an unweighted nonlinear least- 
squares curve fit to the measured vendor postaplanat spectral noise data. The 
discrete noise data frequencies used in the curve fit are a minimum of (10, 20, 40, 
100, 250, 500, 4000) [Hz]. A curve fit to these frequencies is empirically known 
to provide a good representation of detector noise characteristics. Note that this 
curve fit to the measured noise data points is assumed to have been completed 
“off-line”, so that the resulting three parameters become the model input. 

In-band aplanat transmission 

Used only for Simulator factor prediction if measured Simulator data is not yet 
available. 
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'himulator-factor : Simulator "throughput" factor 

The LW and MW Sounder Simulators were designed and built at Lockheed 
Martin and maintained there from 1990 to early 1994. In mid-1994 the 
Simulators were transferred to ITT N C D  in Fort Wayne, Indiana. The Simulators 
provide (among other useful data) the effective system performance 
linking the vendor-measured flood responsivity (entered above) and detector 
performance to be expected under system illumination conditions. The Sounder 
Simulators contain all instrument optics except the telescope, with the goal that 
the flight optics, instrument temperatures, and surrounding baffles be entirely 
reproduced from the Lyot stop to the detector. The detector/aplanat unit is tested 
under the same conditions (e.g., F number, image size, focal plane temperature) 
that are present on the instrument. Thus Simulator testing is the highest-level 
subsystem measurement performed on a particular detector/aplanat unit. The 
Simulator factor (so-called "throughput") is defined as the ratio of the measured 
Simulator signal to the predicted ideal Simulator signal. The predicted ideal 
signal is calculated using standard radiometric equations to determine IR power 
incident on the detector under system conditions, which is multiplied by the 
vendor reported pre-aplanat responsivity. A Simulator throughput calculation is 
provided as an example in Appendix I. 

factor 

. 

Thus defined, the Simulator throughput contains all possible losses that the 
detector/aplanat will experience on the instrument (diffraction, collection 
efficiency, aplanat transmission and gain). Thus it can be thought of as the 
effective multiplier that bridges the gap between the flooded, pre-aplanat vendor 
performance and the expected performance in the Sounder instrument. Measured 
Simulator throughputs are documented and available for all detectors available for 
instrument selection at the time of the Simulator transfer. 

Note that if the Simulator input is left zero, a "projected" Simulator throughput is 
calculated on Page 3 of the model, based on the existing database of measured 
throughputs correlated with detector area and aplanat gain. This feature was 
implemented in response to a customer request to provide a uniform rule in 
projecting and ranking detector performance at various stages of the 
detector/aplanat unit build. 

3.2.2 Instrument Parameters 

efl: effective focal length of Sounder optics [in] 

Field-S top- units of [in] 
Diameter: 

PrimaryArea,&: Area of primary mirror minus area of obscurations from struts and secondary 
mirror [cm2] 
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ifov,,: 

Q: 

zoptics: 

The preceding three parameters are nominal values for the calculation of the 
"optical invariant" AQ, known from raytracing of the Sounder optics. 

Instrument-measured instantaneous field of view for a particular detector 
(ovemdes nominal raytrace value) [pad] 

ifov converted to solid angle [sr] 

Optical transmission by channel [unitless] 

Product of all optical piece parts between the detector and the incoming radiation. 
By convention, the ITT "analytic gen" (AG) database is the accepted input for a 
given instrument. This AG data consists of peak in-band transmittance and 
spectral bandwidth for each channel. 

TpoIarization: Optical transmission including polarization losses. 

Based upon experience with previous filter radiometers, the GOES modeling team 
has agreed upon a constant 5% polarization loss assumed for dl GOES Sounder 
Channels. 

Ninstrurnent: 

V: 

L v :  

Av: 

Instrument noise [nV/rtHz] 

This noise includes all instrument noise contributors: preamp, pickup, and any 
others. 4 nV/rtHz has been used as a typical representation for S/N03 and S N 0 4  
instruments. It is important that the LW and M W  detectors are biased at a current 
high enough such that their noise dominates the instrument noise (detector-noise- 
limited performance). 

Spec center wave number by channel [cm-'1 

Band average wavelength [pn) 

The preceding two cells are used only in the calculation of background radiation 
contributions from the filter wheel assembly. 

Spectral bandwidth of each channel [cm''] 

By convention, the source of this input is the ITT analytic gen transmission 
database. 

Temperature of filter wheel assembly [K] 

Operating temperature of detector [K] 
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The next three input sections (scene, auto-zero, and channel clamp parameters) define the 
operation of the GOES clamp circuit. For further information, refer to the 1993 MlTkL white paper on 
the subject'. The model contains nominal values for the existing SRv03 or S/N04 clamp parameters, but 
these may be overridden for "what-if' optimization. By convention, capital letters (T) refer to the 
duration of an event, while lower-case letters refer to the starting time of an event (e.g., t=O msec 
corresponds to the start of a filter wheel revolution with period T=100 msec). 

3.2.3. Scene Parameters 

Tsc: Scene look duration [msec] 
tsc: starting time of each channel scene look [msec] 

3.3. Model Page 2 

3.3.1. Auto-Zero Clamp Parameters 

Tz: Auto-zero clamp duration [msec] 

tz: starting time of auto-zero clamping [msec] 

gz: closed-loop gain of auto-zero circuit 

RQ: Time constant of auto-zero circuit [sec] 

3.3.2.Channel Clamp Parameters 

Tz: Channel clamp duration [msec] 

tz: starting time of channel clamp (by channel) [msec] 

gz: closed-loop gain of channel clamp circuit [sec] 

3.3.3. Detector Tern-Derature Scaling 

rT: Matrix of detector responsivity by channel relative to Tdet 

rNw: Matrix of detector white noise by channel relative to Tdet 

If projected performance is required for patch temperatures other than the 
detector input data temperature Tdet, scaling factors are required for the signal and 
noise at the temperatures of interest. ITT has created a database for these relative 
signal and noise matrices for each detector in their inventory at various 
temperatures (usually 94, 101. 102, and 104K). Cubic spline interpolation is 
applied to predict performance at in-between temperatures. Note that if 
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temperature projection is not required, values of unity should be in the column 
representing the temperature of interest. 

At this point, all substantial input parameters to the model have been completed. The remaining 
pages of the model (3-9) comprise the calculational operations performed on the preceding input 
database. 

3.4. Model Page 3 

3.4.1. Throughput Proiection 

This section (only applied if "0" is entered for t s ~ u ~ t o r - ~ c t o r  on page 1) is used to project an 
"expected" simulator throughput factor for detectors that have not yet undergone Simulator testing, such 
as detectors at the preaplanat build stage. The projection is comprised of two multiplicative factors: 
geometric collection efficiency (11) and effective aplanat gain. The collection efficiency is a function of 
the detector's dimensions and assumed image diameter (from optical raytracing). It is calculated as the 
ratio of the area of the intersection of the image circle and the detector rectangle to the area of the image 
circle. The effective aplanat gain is a constant multiplier (63%) of the "raytrace" gain (6.33) that was 
empirically observed to provide a good prediction of postaplanat simulator performance, based on the 
existing detector/aplanat database. Again, the intent of this portion is to provide a uniform rule for 
projecting Simulator performance based on what is known about the particular detector early in its 
build, and what has been measured for previous detectors. Obviously, if the detector/aplanat unit is 
available to the Simulator, the factor should be measured and this data should be input on Page 1. 

3.4.2. Instrument Throughput 

This section, included at the request of I" test engineers, calculates a quantity that is 
proportional to ideal detector signal on the instrument. It is not used for any further calculation. 

The calculations in the following three sections are derived from linear systems analysis of the 
reference and signal timing clamp circuit. Further detail on the derivation of these equations can be 
obtained in the aforementioned MITLL white paper reference. 

3.4.3. White Noise Bandwidth 

The channel clamp RC constant chosen for the SN04 instrument was 1.55 sec for all four LW 
detectors. However, the optimum RC for a particular detector may be higher or lower depending on the 
l/f characteristics of the noise. If the RC input on page 2 is set to 0, a "rough optimum" RC will be 
chosen based on a curve fit to the MITLL optimization data. White noise bandwidth of the instrument 
is determined (via Parseval's Theorem) by the RC, Tsc, and a small auto-zero contribution. 

3.5. Model Page 4 

3.5.1. Noise Bandwidth Calculations 
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The noise modeling of NEDN Model Rev. 3.01, and subsequently Rev. 4.1, grew out of signal 
processing analysis performed at Lockheed Martin that avoided the simplified modeling of the circuitry 
as a high-pass RC filter in favor of an exact frequency response determination. This electrical analysis 
was independently corroborated by the GOES detector evaluation team. After defining the parameters 
of the sampling algorithm f(t) of the sounder clamping circuitry, the exact bandwidth B (by definition) 
can be calculated using Fourier transform techniques: 

0 9  

F(o)= If(t).e'" .dt (1) 

B = IF*(o).F(o).do (2) 

-m 

m 

0 

Note that f(t) is a different function for S/N03 and the modified S/N04+ clamp circuit. In effect, 
the channel capacitors are tied together for the S/N04-t clamp to give a common reference, taken seven 
times per filter wheel revolution (LW), or five times (MW). In comparison to the once-per-revolution 
SN03 clamp reference, the effects of l/f noise drift are mitigated. Separate model documents have 
been compiled for the different clamp circuitry. 

The total detector noise can then be calculated as a sum of the white noise and the l/f 
contribution over &e bandwidth: 

Noise Power = N: [Bwh + B,,r] (3) 

Noise Power = N i  (0). F(o) d o  + jmF* (o) F(o). (%r 
-00 do] 

(4) 

where the detector noise characteristics are defined as: 

NW2 = high frequency white noise power [V2/Hz) 
%m = knee frequency (defined as frequency where noise power = 2* Nw2) 
p = noise power slope in detector's l/f region 

Once the functional form of the Fourier Transform pair f (t) <=> F (a) was determined, the two 
integrals in the brackets above could be performed. These functional forms are given by the equations 
in the "System Transfer Functions" subsection of Page 4. The first integral determines the white noise 
bandwidth and may be solved in closed form by Parseval's Theorem as mentioned above. The second 
integral however, represents the l/f noise contribution and must be calculated numerically to give a 
quantitative result. 

3.6. Model Page 5 

3.6.1. l/f Noise Bandwidth Integrations 

The integrations are broken down and calculated by frequency decade. The results may be 
interpreted as an effective l/f noise bandwidth that must be added to the real instrument white noise 
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bandwidth to determine the total electrical bandwidth. Alternatively, the result can be thought of as an 
effective (higher) white detector noise over the instrument white noise bandwidth (with no l/f 
contribution). Both interpretations are calculated by channel on Page 5. 

3.7. Model Page 6 

3.7.1. Backmound Noise Calculations 

This section calculates the filter wheel assembly contribution to background photon flux at the 
detector. It should be noted that previous revisions of the model (e.g. Rev. 3.01) calculated background 
flux from every element in the optical train of the Sounder, in every channel. These equations were 
calculationally intensive and comprised the bulk of the running time of the previous model. The results 
of these calculations showed that under standard conditions, the filter wheel assembly was by far the 
dominant contributor to background. This result was carried over to Rev. 4.1, in which only the filter 
wheel contribution to background is calculated as an excellent approximation to the rigorous result. 
This approximation is validated by measured results on the GOES instruments, where measured bench 
vs. thermal vac noise agrees with modeled improvement when the filter wheel is cooled to operating 
temperature. 

The filter wheel flux contribution is compared with the flux present during the vendor detector 
testing. Any excess photon flux is converted to an rss-additive noise due to excess instrument 
background. Instrument noise is also rss’ed to give a total rms noise voltage used in the NEDN 
calculations on the following page. 

3.8. Model Page 7 

3.8.1. NEDN Calculation 

At this point, all the pieces of the NEDN equation have been calculated for each Sounder 
channel. NEDN is calculated by channel using the fundamental IR sensitivity equation: 

The NEDN result is then compared to the system-level NEDN spec by ratio in each channel, and 
also by the weighted average of the ratio to spec that has come to be known as the Menzel Figure of 
Merit (FOM). Although this single number obscures much information specific to the individual 
detector, it has become a popular goho-go criterion for detector selection. Since the LW detector with 
the least sensitivity on the S/N03 instrument achieved a 0.33 Menzel FOM, this level of performance 
has become an unofficial, but defacto, requirement for detector selection on future instruments. 

3.9. Model Page 8 

3.9.1. Transfer Function Plots 

This section provides a visual illustration of the instrument frequency response. Both the white 
noise and the l/f noise transfer functions are displayed as a function of frequency. 
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3.10. Model Page 9 

3.10.1 Fourier Transform Of Transfer Function 

The instrument frequency response is Fourier-transformed to give a visual illustration of the 
clamp circuit timeline. This section is particularly useful in displaying the scene vs. reference portions 
of the measurement. The significant differences between the SN03 clamp (1 reference per revolution) 
and SM04 clamp (7 references per revolution) can be easily visualized. 

4. CONCLUSION 

This text documents the Lockheed Martin GOES-8 Sounder Radiometric Model. The purpose 
of the model is to provide an intuitive user interface to GOES-8 instrument IR sensitivity analysis. The 
model software is freely available for distribution to interested parties by contacting the author. 
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APPENDIX I: LW Sounder Simulator Throughput calculation example: 
LW-LO20 (Large Areadetector - 3.27 x 3.37 mil) 

vsignal= 
R =  

F =  

G =  

L(T) = 

measured LW-LO20 detector signal in Sounder Simulator at 101 K, 3.5 mA bias=9.89 mV 

Preaplanat peak responsivity measured on Lockheed Martin ADTS station = 14,317 V N  

rms chopper factor = 0.45 
Sounder Simulator preamplifier measured gain = 994 

Signal spectral radiance, calculated from the blackbody function: 

b(T)  = 

R, = 
2, = 

h ( B B  Temp) - b(Room Temp) = h(352 K) - b(296 K) 
Relative spectral responsivity of detectodaplanat for Sounder Channel 5 = 91% 

z,(Dewar window)T,(Ch. 5 filter).T,(Radiator window) 

.z,(Field Lens 1 )  -z,(Field Lens Z)z,(Aplanat) 
T(Ch. 5) = (0.73)(0.78)(0.88)(0.96)(0.96)(0.96)(0.96) = 44.1% 
12.5 13.59 

(cmy sr ) JL,R,z, = (0.91)(0.441) L,dh = 6 .345~  low5 
11.6 13.33 

A, = 
R =  
n= 

Source Area = Lyot Stop Area = ~(0.1465 cm)2 = 0.0674 cm2 
Solid angle of field stop subtended at Lyot stop 

Area&distance)2 = ~ ( 0 .  124'/2)/(4.65")2 = 5 . 5 9 6 ~ 1 0 ~  sr 

9.89 mV 

[ 14317 $](0.45)(994)[ (6.345 x ~ (0.0674 cm2)(559 x sr) 
cm2sr " 1  Throughput (%) = 

Throughput (%) = 64.6 % 
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GOES LW SOUNDER NEAN MODEL 
INPUT SECTION: Input system parameters below to predict NEAN performance. DATE: 08/06/96 

Detector S/N:  LO17, S/NO4 Longwave detedor 1, 1.0 mA, lOlK operation 

Comments: SM 04 Clamp Circuit: RG1.55.0.7 msec channel clamp (tied), 16 msec autozero clamp. 
SM 04 Analytic Gen. transmissions,Av; SM 04 measured ifov. 
Noise curve fit to LIRIS ADTS post burn-in repeatability data at 102 K. 
Temperature spectral responsivity scaling from ITT measurements. 

DETECTOWAPLANAT PARAMETERS: Det-SN := .017 

R peak :=31200 [VMr at 102 K] A d  =3.112*10-5 [Cm2] 

r 1 := ( .64 .77 .85 .94 .84 .90 .88 ) (Fraction of peak R in Channels 1...7 at 102 K ) 

N,h :=6.99 [nV/&] fk:=20 [ E l  det := 0.98 

7 aplanat := 0.96 2 faaor :=0.529 (Leave zero if simulator measurement not available) - 

INSTRUMENT PARAMETERS; 

Nominal Raytrace Values: 

efl:= 522.0648 [in] Field-Stop-Diam :=0.124 [in] Primary-Areaobsc := 718.0 [cmz] 

ifov,,, := 225.0 [pr] (ovemde value, leave zero for nominal A!2) 

ifov = 2.25W IOW4 [radians] ifovmeas+0,ifov,,- 10-6 , Field-Stop-Dim 
efl 

(Selects nominal ifov unless ovemde (measured) value has been entered) 

R :=-.ifov2 52 = 3.9761*103 [sr] Instrument solid angle 

A := ~ r i m q - A r e a  obsc. 1 o - ~  A, =7.180.107 [mz] optical receiving area 

x 
4 

7 optics := (.269 .281 .372 .374 .408 .423 .390 )T (product of piecepans, Channels 1 ... 7) 

7 polarization := .95 N instrument := 4.0 [nVlrtHz] 

v:=(680 696 711 733 748 790 832)T [cm-11 Spec Center Wavenumber 

6 [ml ha,.10 = 13.49 [Microns] Band Average Wavelength 
._ 7. hav .-- 

t V  

Av :=( 11.62 12.97 13.18 13.24 14.30 28.98 49.91 )T [cm-1] Analytic Spectral Response FWHM 

T filter :=238 [K] Filter Wheel Temperature T det := 101 [K] Patch Temperature 

SCENE PARAMETERS: 

T 
t sc :=[(2.493 13.270 24.048 34.826 45.604 56.381 67.159 3 T,, :=7.575.10- 
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AUTO ZERO CLAMP PARAMETERS; Det-SN = 0.017 

T,:=16.10- 3 [Sec] t,:=76.8.10- 3 [Secl g,:=212.67 [Gain] RC,:=7 

CHANNEL CLAMP PARAMETERS; 
T 

Tc l  :=.7.10-3 [sec] t c l  :=[( 1.093 11.870 22.648 33.426 44.204 54.981 65.759 

DETECTOR TEMPERATURE SCALING 

Pesponsivitv S a h g  

Required input: r F  matrix of responsivity factors dative to 102 K for each spectral channel 

Patch Temp: 

r T  :: 

94 101 102 104 

2.001 1.122 1.0 0.775 

1.793 1.102 1.0 0.808 
1.693 1.091 1.0 0.830 

1.624 1.082 1.0 0.846 
1.609 1.080 1.0 0.849 
1.573 1.076 1.0 0.857 
1.550 1.073 1.0 0.863 

* Ch l(14.7 pm) 

Ch 2 (14.4 pm) 

Ch 3 (14.1 pm) 

Ch 4 (13.6 pm) 

Ch 5 (1 3.4 pm) 

Ch 6 (12.7 pm) 

Ch 7 (1 2.0 pm) 

m:=1. .7  

Cubic spline fit for each Channel 

r(T de$ := interp(r- ,T <m> ,T det) Cubic spline interpolation for any patch temperature 

[V/mW] 
m -31 

(l/f parameters assumed invariant with temperature) 

Required input: rNw= matrix of white noise factors relative to 102 K 

PatchTemp: 94 101 102 104 

White noise factor relative to 102 K 

Cubic spline fit for white noise vs temp. 

Cubic spline interpolation for any temp. 

T rNw :=(I.() 1.0 1.0 1.0) 

vs : = cspline T patch. r Nw) 

rN(Tdet) :=interp(vs,T pa tch , rNw.~  der) 

( 

det) := wh" N(T det) 

N ,(Tdet) = 6.99 [nV/ltHz] Detector white noise scaled to operating temperahue 

--I-_ ND OF INPUT SECTION: CALCUI .ATION SECT10 N BEGINS---- 
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THROUGHPUT PROJECTION utilizes detector collection efficiency and aplanat gain. Det-SN = 0.017 
Applied only if simulator measurements are unavailable. 

ri:=1.4 (mils, nominal image radius) WdO:=Wd 

r 1 

q = 0.77 Geometric Collection Efficiency 

Post-ap-performam = 0.63 ._ Measured-Gain 
Nominal-Gain 

Post-ap-performance .- 

Proj-Throughput : = q.Post-ap-performance Proj-Throughput = 0.484 

System := A o .Q.~  mdAv.R  [mA2*Sr*PerCm*V/mW] ( Represents Signal ) ( 

SystemT=( 1*107 1.38*107 2.W1o7 2.2S*107 2.37-107 5.31*107 8 .23010~  ) 

WHITE NOISE BANDWIDTH: 
2 d :=84.777- 68.333.pdet+ 70.671.pdet ) 

) Curve Fit to MITLL optimum RC data. (AZ negligible). 
q :=1.10275+ 1.4964.pdet 1 

White noise BW calculated by Parseval's theorem. 
If RC entered as zero, choose optimum RC. (d + q.f k) 1 

7 cl := 1 R C + O , R C . ~ ~ ~ ( ~ + ~ ) ]  

l + g ,  
B wh := B wh + - (Add Auto-Zero BW contribution) 

4.RCZ 
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NOISE BANDWIDTH CALCULATIONS: Det-SN = 0.017 

Transfer Function Parameters: 
-T 7 

‘T cl 7 
rn :=l . .7  k : = l  ..7 Pc l :=e  P:=P, ;  y : = L  

I + g  

System Transfer Functions: 

- i  .Z.n.IT SE 
I - e  Hsc(f) := 

i .2.rf.Ts, 

- i  2 . n . f T Z  
1 - k e  
( I  + i .2.rr.fr 

H,(f) := 

rn I 

.H sc( 0 -  H (.lamp( f )  - Z(f) (Impulse response of entire measurement) 1 
u(f)  : = ( I H k ( f ) l ) *  (white noise transfer function) 

(Vf noise transfer function) V( f) := [ ( 1  H k( f) I )2 .  (:) ’ “1 
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llf NOISE BANDWIDTH INTEGRATIONS; Det-SN = 0.017 

1 

12, :=11 V(f) df 

I 3k :=1110 V(f)df 

I = o m  [HZ1 
14 

[Hzl 
I 24 = Oii5 

I34 = 24.64 [Hzl 

I =35.01 [Hz] 
44 

[HZ1 
T B loved =( 75.76 71.54 67.17 63.54 64.64 62.81 59.19 ) 

Btota l :=BwhfB loverf 

B =(  190.29 186.07 181.69 178.06 179.17 177.33 173.71 ) [&I 

total 

Equivalent white detector 
noise density [nV/rtHz] NdetT=( 9.01 8.91 8.80 8.72 8.74 8.70 8.61 ) 

(-)jT=( 96.4 95.3 94.2 93.3 93.6 93.1 92.1 ) 
noise Equivalent [nVoltsml white detector 

Reorder results into spectnl channels 1..7: ( Time Order 1,2,4,5,6,7,3 ) ( Chan Order 1,2,3,4,5,6.7 ) 

)T 

)T 

reorder :=B loverf B 

reorder := B total 

:= (reorder, reorder:, reorder, reorder3 reorder, reorder, reorder6 

:= (reorderl reorder2 reorder, reorder, reorder, reorders reorder6 B 
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,BACKGROUND NOISE CALCULATIONS: Det-SN = 0.017 

K b  := 14387.9 h :=6.626.10-" C :=3*lOS 9 izO.7 K := 188.365.1OZ1 

Qb:=2.l.(l-COS($)) [Sr] Q b : =  
15.0 

1 1 Instrument f.1 -. K '' background 
photon flux h4 b 

e A'Tliltcr- 

111.3 1 

_ . ~  dh 

e - 1  

K 

Q b = 1.09*10'7 photons/( sec*cm* 

.at Detectortest station 
background photon flux 

Detector Test Backeround 

Tb:=300 [Kl 

r ri5.0 1 

Noise Vol- 

(total nns noise voltage) [Volts rmsl 

[nVolts rms] 

______f 

(Ndct'&h)T =(  96.4 95.3 94.2 93.3 93.6 93.1 92.1 ) [nVolts nns] 

VmST4O9=( 105.5 104.5 103.5 102.6 102.9 102.5 101.6 ) Involts rms] 

JVFloise Voltaze Density; 

N bkg = 0.00 [nV/nHz] 

NdetT=( 9.01 8.91 8.80 8.72 8.74 8.70 8.61 ) [nV/rtHz] 

InVlrtHz] N instrument = 4.00 

NmST=(9.86 9.77 9.67 9.59 9.61 9.57 9.49) [ nV/rtHz] 



WAN CALCULATION 

NEANh= 

Det-SN = 0.017 

- 1.05 Ch 

0.76 Ch2 
0.51 Ch 3 

0.46 C h 4  [mW/(m2*sr*cml)] 

0.43 Ch 5 

Ch6 

- O"* - Ch7 

S F C  

NEmspec  : =  

0.99 
0.77 

0.77 - 

0.66 

0.58 

0.54 

0.45 
0.43 
0.25 I 

0.16) 
I 

NFOV:=(25 25 9 9 9 1 l ) T  

FoM Menzel :E  

I ,  I 1 

- 0.94 
Nmh =I 1.01 I 

FOM ~~~~~l = 0.17 

1 2 3 4 5 6 7  

k 
Spectral Channel 
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TRANSFER FUNCTION PLOTS; W :=4  Channel (time order) for plots Det-SN = 0.017 

fl det 

N(f) :=]I + ($) Normalized noise voltage vs frequency 

points := 500 

f min := .01 f max := lo00 r :=log on a frequency log axis 

n := 1 .. points 
r.n - Plots equally spaced points 

RC = 1.55 Bwh=114.5 

0.01 

4 

3 

"(fmld 2 - 

I 

0 
0.01 

SPlE 1/01. 28 12 I 2 4 9  



FOURlER TRANSFORM OF TRANSFER FUNCTION Det-SN = 0.017 

- 

-0.2 

-0.6 

p := 12 points :=2' points =4096 m := 1 ..points fH:=looOO fL:=.Ol 

I' 

J 
1 r 

b I 

Phase delay sets start of scene at origin 

Timeline :=icfft H (2 inverse of frequency response 

Time (msec) 
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ABSTRACT 

During the Fall of 1994 eclipse season, GOES-8 Sounder telescope secondary mirror temperature exceeded qualification 
limits, while operating normally in the vicinity of the Sun. Based on a simple conservative thermal analysis, which was 
performed in January of 1995, it was determined that there was a health and safety issue with operating Imager or Sounder in 
the vicinity of the Sun. As a result, a set of operating constraints were levied on both instrument normal operations, limiting 
them from scanning in the vicinity of the Sun. Since the simple thermal analysis was believed to be conservative, 1TT was 
tasked to develop a detailed model of the secondary assembly and to determine the effect of focused energy on the secondary 
assembly critical components. The detailed model of the secondary assembly was developed and several full disk frame 
cases were analyzed to determine if the keep out zone may be eliminated or reduced. In addition to the full disk frame cases 
several CEI initialization cases were also analyzed for the Imager post eclipse instrument turn on scenario. The results of the 
detailed analysis indicates that the simple thermal analysis done in January of 1995 was in fact not conservative. It was 
determined that the Imager secondary temperature will far exceed the mission allowable temperature of 47C (52C Instrument 
qualification temperature -5C), while performing ful l  disk frames in the vicinity of the Sun. The Maximum inner baffle 
temperature was predicted to get as high as 130C for the worst ful l  disk frame case analyzed. The Thermal modeling effort 
as well as the results of the analysis and recommendations for future instrument qualification test and design changes will be 
documented in this paper. 

Keywords 

Solar Intrusion, Focused Energy, Secondary Assembly Thermal Model, Keep-Out-Zone, Health and Safety 

INTRODUCTION 

During the frst eclipse season after launch of the GOES-8 satellite (Fall of 1994), temperature telemehy for Sounder 
telescope secondary mirror exceeded the maximum mission allowable limit. This was observed during normal operations 
with the optical axis pointing in the vicinity of the sun. Optical ray trace analysis confirmed that impingement of solar 
energy, focused by the telescope primary mirror, onto components of the secondary mirror assembly caused the high 
temperature. 

The mission allowable temperature limit is based on the temperature range over which the telescope components were tested 
during pre-launch qualification tests. Allowing the telescope to operate above the established maximum limit poses a health 
and safety concern for the instrument. The primary concern relates to risk of a permanent change in the position of the 
secondary mirror, thereby incurring degradation of visible MTF and/or star sense signal/noise. Small secondary mirror 
displacements, i.e. 0.0001 inch in axial position and 0.002 inches in radial position, can produce a measurable change in 
instrument performance. 

Initially this concern was thought to apply only to the Sounder. The Sounder stepping mode allows imp’ingement of focused 
solar energy onto the secondary mirror assembly for up to 87 seconds per easdwest ( E N )  scan line, whereas the Imager 
scanning mode limits the impingement to I 0.45 seconds. Simple thermal analysis performed in January of 1995 confirmed 
the health and safety concern when operating the Sounder in the vicinity of the sun. However contrary to the initial 
reasoning, it also indicated that there is a health and safety concern when operating the Imager in the vicinity of the sun. 
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Under these conditions, it predicted very large temperature gradients within the secondary mirror assembly such that the 
locations of the two secondary mirror temperature sensors do not provide the necessary information for all potential health 
and safety concerns. Operational constraints, i.e. solar intrusion keep-out zones, to protect the health and safety of the 
instruments were levied on the operations of both instruments. The Imager is prohibited from scanning within 6.25" of the 
sun. The Sounder is prohibited from stepping within 8.25" of the sun. For days when the sun declination angle is +7.25" to - 
7.25", the Imager scan motors are prohibited from being turned on within 1.25 hours of local satellite midnight to prevent the 
automatic E/W Coherent Error Integrator (CEI) initialization scans from overlapping the 6.25" keep-out zone. As a result, 
many of the frames normally scheduled from 1030 to 0130 local satellite time cannot be executed. The data from these 
deleted frames is lost. 

Since these constraints have significant, adverse impacts on users and since the thermal analysis was believed to have been 
conservative and overstated the temperature rise, ITT was tasked to perform the required detailed thermal modelinglanalysis 
to characterize and better understand instrument solar intrusion. 

The objectives of the solar intrusion thermal analysis were: 

1. Predict on-orbit telescope secondary temperatures for the Imager instrument when performing ful l  disk frames and 
CEI initialization frames in the vicinity of the sun to determine if the "keep-out'' zone for Imager full disk frames 
and/or the constraint for Imager turn-on after eclipse can be reduced or eliminated. 

2. Determine if the present design of the telescope secondary can possibly be qualified to operate over increased 
temperature limits necessary to allow further reduction or elimination of the Imager full disk frame "keep-out'' zone 
and/or the Imager turn-on after eclipse constraint. 

THERMAL ANALYSIS 

Solar intrusion thermal analysis of the secondary mirror assembly was a unique and very sensitive study. An enormous 
amount of solar energy can be focused on the secondary mirror assembly during the EIW scanning motion of the scan mirror, 
when the north/south (N/S) position of the Sun is within 6 degrees of the N/S scan mirror position. The magnitude of the 
focused solar energy on the secondary mirror assembly components is approximately equivalent to fifty times the collimated 
solar heat load. The secondary mirror housing and its inner baffle are made of Invar which has a low Coefficient of Thermal 
Expansion (CTE) to maximize the optical performance over the on-orbit temperature range. However Invar has also a 
relatively low thermal conductivity (0.34 W/in-C) and when exposed to such large, focused solar loads will have very large 
temperature gradients, i.e. large localized temperature extremes. The secondary mirror and its Invar housing assembly have 
a very small conduction path through flexures to the aluminum spider assembly. The combination of the above mentioned 
solar loads and design characteristics contribute to high rates of temperature change and localized high temperatures of the 
secondary mirror inner baffle and housing. To accurately predict the effects of focused energy on the secondary mirror 
assembly, a detailed thermal model of the secondary mirror was developed. Every critical aspect of the model was 
independently verified, and finally the predictions from this model were compared to orbital data for two different days 
during the eclipse seasons. This model was then utilized to predict the Imager secondary mirror temperatures for several full 
frame and CEI initialization cases. Results of this analysis were then used to determine if the GOES-8 keep out zone can be 
reduced. This model will also be utilized in future analysis to evaluate possible design changes. 

Methodologv 

Imager and Sounder instruments typically perform different frames at prescribed times according to a user defined schedule. 
The solar heat load profile for the thermal analyses of each frame is unique and different from every other frame, based on 
the frame type, size and relative location of the sun with respect to earth. The goal was to set up the thermal analysis 
programs such that any given frame size and type, for any given sun relative location could be analyzed. Hence, detailed 
radiation and conduction thermal models of the GOES secondary mirror assembly were developed utilizing the I- 
DEAS/TMG program. The NEVADA program was utilized to predict the solar heat loads on the secondary mirror assembly 
for 2 13 different sun vectors. The 2 13 sun vectors were defined such that the solar image could be mapped on the secondary 
assembly from its east to west and north to south edges at one degree increments. A mapping program was then developed 
to map the appropriate solar heat load results of the NEVADA program onto the secondary mirror assembly for different 
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frames. This process enabled us to analyze many different types of frames both for the Imager and the Sounder instruments. 
The Imager ful l  disk frame was picked as the first set of frames to be evaluated. During a full disk frame, the scan mirror 
rotates in the E/W direction between the Beginning and the End Of the scan Line (BOL/EOL) at a constant rate of 20 degrees 
per second. The scan mirror then slows down to a stop at the Turn Around (T/A) point at the end of each scan line and 
speeds back up to the constant scanning rate between the T/A point and the BOL. The slowing down, stopping and speeding 
back up to constant scan rate takes 0.2 second. The scan mirror steps south 224 prad during the turn around sequence afier 
each scan line. A typical Imager full frame takes 26 minutes to complete. The analysis process was set up such that the 
absorbed solar heat loads were mapped on the secondary mirror based on instantaneous scan mirror position and the Sun 
location. However, even with a large matrix of 213 solar loads, some approximation had to be made on the N/S position of 
scan mirror location/motion. Since the solar loads were calculated at one degree N/S increment, north to south stepwise 
motion in one degree increments was assumed for the transient runs. For example, during the time at which the relative 
angle between the scan mirror position and sun location was between 4.5 to 5.5 degrees, the E/W absorbed solar heat loads of 
cases associated with the 5.0 degree N/S relative angle were utilized in the transient analysis. Multiple transient runs were 
performed varying the N/S and E/W relative angle between scan mirror and the sun and interpolating between the 
corresponding E/W solar loads to simulate the scan mirror position and motion. The predicted temperature results at the end 
of each N/S position were used as the initial temperatures for the next N/S transient run until the solar image was moved off 
the secondary assembly. Results of the multiple runs were then concatenated into one file to produce temperature predictions 
for a full disk frame case. 

Combined Radiation/Conduction Model 

Detailed radiation and conduction thermal models of the secondary mirror assembly were developed using I-DEASTTMG. 
The radiation model contained all the exterior surfaces of the secondary mirror assembly and the interior walls of the 
instrument scan cavity, scan mirror, primary mirror and limit Frames. Figure I presents the geometric element layout of the 
radiation model. SS/L utilized the NEVADA program to generate the solar loads on the secondary mirror assembly for 213 
different sun vectors. Table 1 presents the optical properties used in the NEVADA program. 

Emittance Solar Absorptance 
Black Paint 
Scan Mirror 0.053 

0.053 
0.053 

Table 1: Optical Properties Used in the Radiation Model 

Figure 1 : Geometric Nodal Layout of the Radiation Model. Figure 2: Geometric nodal layout of the secondary mirror 
assembly in the conduction model 
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The conduction model which contains 523 nodes includes all the secondary assembly components ( the lnvar inner baffle, 
secondary mirror housing, end plate, the ULE secondary mirror, the aluminum flexure, outer baffle and spider assembly). 
Figure 2 presents a plot of the secondary assembly. Table 2 presents the material properties used in the conduction analysis. 
The appropriate nodes of the conduction and radiation models were merged to generate a combined model. NEVADA solar 
loads were mapped on the secondary assembly for different full disk frame cases, and transient runs were performed at 
multiple N/S scan mirror positions (one degree increments) to complete a full disk frame case. 

Material P CP 
(IbAn3) (W-hr/lb-C) 

ULE 0.079 0.095 
Invar 0.29 0.065 

AI (6061) 0.098 0.10 
Mylar 0.047 0.2374 

RTV 566 0.054 0.169 

Epoxy, Structural 3M-22 16 0.048 unknown 
Epoxy Epon 0.044 0.232 I 

Eccobond 0.083 0.121 
Alumina 96% 0.144 0.13 1 

K. Comments 
(W/in-C) 

0.022 Secondary mirror. . 
0.34 Inner baffle, mirror housing, end plate 
4.35 Spider, Flexure 

0.00404 Spacer (between secondary mirror & 
housing) 

0.0082 Between mirror & housing, 
on Thermistor 

0.005 Mechanical joints 
0.0055 Between Flexure & Spider 
0.038 On thermistor 
0.628 Thermistor chip 

Model Verification 

The I-DEAS/TMG program was utilized to develop the model geometry. The geometric tolerances were picked such that the 
resulting calculated mass of each component was either equal to or slightly less than its actual measured weight. The 
material list was made available to Swales and GSFC Engineers for their recommendation of the material properties to be 
used. Table 2 represents the material properties used in the model. 

The geometric tolerances were picked such that the resulting element thicknesses were smallest, hence the calculated 
conduction values were conservatively low. In addition all critical conduction values calculated by TMG program were 
verified against two sets of independent values hand calculated by ITT and Swales engineers. 

Prior to performing 213 NEVADA solar runs, an extensive effort was put forward by the S S k ,  I n ,  Swales and GSFC 
engineers to verify the proper definition of the Scan mirror, Primary mirror, and Secondary mirror geometries, locations, and 
focusing. A boresight case verification analysis was conducted with the Sun at the optical axis. The scan mirror and primary 
mirror absorptance values were set to 0.01 and the secondary mirror absorptance was set to 1.0. The resulting total absorbed 
solar load compared closely with hand calculated values. Other geometry verification cases conducted included replacing 
the secondary mirror with a small surface at the primary mirror focal point and verifying that all of the solar energy is being 
focused properly on this surface. A small surface was also placed behind the primary mirror at the secondary mirror focal 
point to veri@ the geometric location and shape of the secondary mirror. For each of these cases, the verifications were 
made by ray tracing plots, and by comparing the total absorbed solar heat load with hand calculated values. 

Once the radiation model was verified geometrically, the actual optical surface properties, of Table 1, were inputted in the 
model and the 213 sun vector NEVADA runs were initiated. GSFC in parallel, conducted similar analyses for several sun 
vectors using a different analyzer, Thermal Synthesizer System (TSS) , to verify the absorbed solar heat load values on the 
secondary assembly. a 
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TEMPERATURE SENSITIVITY ANALYSIS 

The thermal model was built to be conservative. The geometric tolerances were picked such that the resulting thermal 
masses and thermal conductor values were lowest. The boundary temperatures surrounding the secondary assembly were 
obtained from the system level model for the end of life (EOL) conditions. The EOL secondary mirror assembly initial 
temperature from the system level model is 30C, which is 1OC higher than beginning of life (BOL) on-orbit temperatures. 
The solar heat loads were calculated with scan mirror and primary mirror BOL absorptance values. As a result, the 
secondary assembly calculated absorbed heat loads were 5% higher than corresponding EOL higher absorptance values. 

The only remaining uncertainty was the material properties used in the model. The only significant discrepancy was the 
published values for Invar thermal conductivity. The variation found in the published values were from -20% to +5% of the 
value used in the model. As a result, parametric analyses were performed on two full disk frame cases, for which, the 
thermal conductivity and thermal capacitance of Invar were reduced by as much as 30% and 10% respectively. Table 3 
shows the predicted maximum secondary temperature for each case. As shown in this table, the variation in predicted 
maximum temperature for the higher heat load level case (case 8) was 9.7C, and for the lower heat load level case (case 12) 
the variation was 6.2C. The two cases which were picked for sensitivity analysis were case 8 (see table 4) which predicted 
the highest inner baffle temperature of 130.7C, and case 12 (see table 4) which predicted a maximum inner baffle 
temperature of 72.3C. 

Hence based on the results of this sensitivity study, the recommended level of uncertainty was set at +lo and -0C on 
predicted temperatures above 70C, and +5 and -0C on predicted temperatures of 70C or below. 

90% 90% 134.3 3.6 74.6 2.3 
90% 70% 140.4 9.7 78.5 6.2 

~~ 

Table 3: Inner Baffle Predicted Maximum Temperatures 

ON-ORBIT THERMISTOR COMPARISON 

To veri9 the solar mapping procedure, predicted thermistor temperatures were compared with two different GOES-8 on- 
orbit secondary mirror thermistor temperature profiles. The first comparison case picked was GOES-8 Imager data from a 
full disk frame performed on day 290 of 1994. For this case the sun declination was -9.18 and the E/W starting sun location 
was -0.3 1 degrees. Figure 3 shows the frame size and the relative position and size of the sun. Figure 4 shows the relative 
size of the solar image on the secondary mirror assembly. This figure also depicts a box which represents the path of the 
center of the sun on the secondary during the full disk frame imaging. As shown in this figure, the solar image passes 
directly over portions of the secondary mirror assembly including the thermistor number 2 location. 

w't- 

w,.* 

um 

0 -  

Figure 3: GOES4 Imager full disk frame description Figure 4: Solar image path on secondary mirror assembly 
for day 290, 1994 viewed from primary mirror, Day 290, 1994 
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Figure 5 presents the actual relative N/S angle of the sun and the corresponding relative N/S and E/W position of the sun 
used in the model. Figure 6 shows the comparison of the predicted thermistor number 2 temperature with on-orbit data. As 
shown in this figure, the predicted time and the slope for the temperature rise compares very well with the data. The 
predicted slope of the thermistor temperature rise changes several times. This is due to the one degree incremental stepping 
of the scan mirror during the analysis. The secondary mirror assembly and a primary mirror baffle create a shadowed spot in 
the center of the solar image. One noticeable difference between the predicted and on-orbit temperature is during the time 
when the shadowed spot on the center of the solar image is traveling over the thermistor. Figure 7 shows the mapped solar 
load profiles on the thermistor for two scan lines for -3 degree south sun position. As shown in this figure the solar load 
during the scan line does go to zero, representing the shadowed spot on the thermistor. However with the discrete number of 
solar loads available, the continuous change of the magnitude of the solar energy on the thermistor could not be captured. 
Over all, the comparison for this case was considered to be very good, because the predicted time for temperature rise and 
initial slope matched well. The thermistor maximum temperature and the time of occurrence for the maximum temperature 
were predicted accurately (45.2C predicted maximum temperature compared to on-orbit peak temperature of 44.5C). The 
predicted slope of the cool down also compared well with flight data. This comparison verified the solar heat load mapping 
scheme. Figure 8 shows the predicted maximum temperature profile of the secondary assembly (Inner Baffle), secondary 
mirror housing and the thermistor during this frame. As shown in this figure the maximum predicted temperature of the 
secondary assembly was 87C while the maximum predicted temperature of the thermistor is only 45C. 

1000 - 
[ --A& NIS Sua An& j 1 

I ,.... ,_._,...#I_ j 
, .... 

I I 

I I 

j 

I i 
_. , -15.00 

17 18 19 20 21 22 23 24 25 x1 27 

Ti M i n v ~ l  

Figure 5: Relative sun angles utilized in analysis of case 1. Figure 6: GOES-8 thermistor 2 comparison for day 290, 1994 

Figure 7: Absorbed Solar Load Profile on Thermistor 2 
NIS Relative Sun Angle to Scan Mirror = -3" 

Figure 8: Predicted Secondary Assembly Maximum 
Temperatures, GOES-8, Day 290, I994 
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The next case used for comparison with on-orbit data was GOES-8 Imager data from a full disk frame performed on day 237 
of 1994. For this case the sun declination was 10.83 and the E/W starting location was -0.49 degrees. Figure 9 shows the 
frame size and the relative position and size of the sun. Figure 10 shows the relative size of the solar image on the secondary 
mirror assembly. This figure also depicts a box representing the path of the center of the sun on the secondary during the full 
disk frame imaging. As shown in this figure the edge of the sun illuminates the thermistor number 2 for a short time. 
Thermistor number one, however, is exposed to the sun for much longer duration. Thermistor number one is known not to be 
reliable therefore it was not used for comparison purposes. Comparison with the data for thermistor 2 on this day was 
considered to verify the conduction paths within the spider assembly. Figure 12 compares the predicted temperature profile 
of thermistor 2 with on-orbit data. While during the first 0.23 minutes, the actual N/S position of the sun varies from 0.34 to 
0.5 degree, the mapping program used the higher solar heat load values associated to 0 degree N/S position. This resulted a 
higher slope for initial predicted temperature rise compared to the flight data. After 0.23 minutes, when the solar image has 
moved off the thermistor 2, the remaining temperature rise is strictly due to the conduction through the secondary spider 
assembly. As shown in Figure 12, the remaining temperature rise slope and the predicted peak temperature matches the on- 
orbit data well. The predicted maximum thermistor temperature was 31.7, compared to the maximum on orbit thermistor 
temperature of 30.5C. 

Figure 9: GOES-8 Imager full disk frame description 
day 237, 1994 

Figure 10: Solar image path on secondary mirror assembly 
viewed from primary mirror ,Day 237, 1994 

0 2 4 6 8 10 12 14 16 16 20 

rt ~inw 

Figure 1 1: GOES-8 Imager Thermistor 2 Comparison for Day 237, 1994 
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ON ORBIT PREDICTION CASES 

Transient analyses were performed for nineteen ful l  disk frame cases and twenty two CEI initialization cases. The sun 
declination and E/W position of sun were the variable elements for each case. The combination of the results from these 
analyses were used to determine by how much the Imager operational constraints may be reduced. Table 4 lists the details of 
the frame boundaries and the sun initial position for each case. Also included in this table are the maximum predicted 
temperature for any component on the secondary (titled as Tmax All), as well as the maximum predicted temperature for 
secondary mirror housing (titled as Tmax Housing). The Tmax All most often reflects the inner baffle temperature. Since 
the inner baffle does not have any structural importance, this temperature was used to identify concerns for outgassing of 
materials only. The predicted housing temperature was used to identify structural and optical performance concerns for the 
secondary mirror assembly. The maximum predicted inner baffle and mirror housing temperatures were 130.7C and 118.4C 
for cases 8 and 17, respectively. Similar information for the twenty two CEI initialization cases are tabulated in Table 5. 
The maximum predicted inner baffle and housing temperatures for the CEI initialization cases were 82C and 56.6C for case 
numbers 103 and 105, respectively. Detailed temperature plots for all the analyzed cases are documented in reference 1. 

CONCLUSION 

An extensive effort was put forth by ITT, SS/L, Swales and GSFC engineers to develop a detailed thermal model of the 
secondary mirror assembly. This model has been thoroughly verified by the involved engineers of these organizations. The 
temperatures predicted by this model are conservative, and as reliable as analytically achievable. Analyses were performed 
for nineteen Imager fu l l  disk frames as well as twenty-two CEI initialization Frames. 

The results indicate that the simple thermal analysis done in January 'of 1995 was in fact not conservative. The Imager 
secondary mirror assembly temperature will far exceed the mission allowable temperature (MAT) when performing worst 
case full disk frames and CEI initialization frames in the vicinity of the sun. A MAT of 47°C has been established for the 
GOES-8 and GOES-9 secondary mirror assemblies. I t  is based on the fact that they were temperature cycled up to 52°C 
during instrument qualification testing. Detailed evaluation of the present design has revealed that the GOES-8 and GOES-9 
secondary mirror assemblies may not be qualified by similarity to operate over increased temperature limits. Therefore, on- 
orbit temperatures, including 5" analysis uncertainty, must be limited to the MAT to avoid incurring a high risk of 
permanent degradation in visible MTF and/or star sense signal/noise. 

Operational constraints, Le. solar intrusion keep-out zones, must be maintained to protect the health and safety of the GOES- 
8 and GOES-9 Imager and Sounder instruments. A systems engineering evaluation of the temperature predictions revealed 
that to maintain the GOES-8 and GOES-9 Imager secondary mirror temperatures below the MAT, the keep-out zone can 
only be marginally reduced by 0.25 degree. A 0.25 degree reduction in the keep-out zone only eliminates =3 days/year when 
frames intrude into the keep-out zone. 

The temperature predictions also confirm that present locations of the two secondary mirror temperature sensors do not 
provide the necessary information for health and safety monitoring. Moving the sensors to different locations could only 
verify, not reduce, keep-out zones. 

The solar intrusion phenomena is now well understood and it's effects can be analytically predicted. This thermal model will 
be used to evaluate all future potential design changes which could reduce the secondary mirror assembly peak temperatures. 
With a reduction of secondary mirror assembly peak temperatures and pre-launch qualification testing at increased 
temperatures, the keep-out zones for future satellites can be greatly reduced. 

ACKNOWLEDGMENTS 

The authors wish to acknowledge the efforts of team members at ITT, Space Systems/Loral, GSFC and Swales Associates. 
Their work was performed under a contract from NASA on the GOES project, contract number SC92800-AZ. 

REFERENCES 

1) ITT Final Report: Solar Intrusion Analysis, Phase A, Dated January 29, 1996. 

258 I SPIE Vol. 28 12  



Table 5: Maximum Predicted Temperatures and the Frame Details for Imager CEI Initialization Cases 
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ABSTRACT 

Starting with SN05 Imager the optical MTF of the visible optics assembly has been measured at subsystem and at system 
level testing. For the visible detector MTF at 18,000 cycleshadian relative differences of 16 percent have been observed 
between system and subsystem data. The test setups are quite different, however, the MTF values should be dominated by 
the detector’s field of view MTF and thus the differences should be small. Descriptions of the two configurations are 
given along wiht a discussion of some of the important differences. 

The investigation into the differences led to the testing of the Imager and test collimator with a parabolic mirror as 
collimator and an MTF analyzer. The MTF values using the parabola with the instrument were about 12 percent better 
than with the test collimator. Observations of the image of a pinhole at the Cassegrain focus led to the analysis of spider 
vane diffraction which accounts for 2.7 percent MTF reduction. In addition analysis has also been performed on the 
collimator interferogram that indicates a reduction in MTF due to a number of steep zones within the collimator 
wavefront. The analysis predicts a 9.7 percent reduction in MTF at 18,000 cyclesh-adian due to the test collimator of 
which 1.4 percent is a result of the collimator secondary spider vanes. The verification of the analysis awaits a new 
collimator with slope errors reduced to less than 0.12 waveshnch. 

KEYWORDS: GOES, IMAGER, MTF, OPTICAL MTF, SLOPE ERRORS 

1. INTRODUCTION 

The visible channel modulation transfer function (MTF) is a key performance requirement for the GOES Imager. The GOES 
8 and 9 Imager MTF performance of the visible channel appears very good based upon the images that they are producing. 
However, during instrument performance testing on the ground, the system and optical MTF for the visible channel measure 
below expectations. This is true for the four specified spatial frequencies on each Imager tested to date. The MTF for a 
diffraction limited fl12.25 system, the Imager, the cutoff frequency equals approximately 125.59 cycles/mm for a 0.65 pm 
wavelength. (The visible chamel spectral bandpass is 0.55 +- 0.025 vm to 0.75 +- 0.025 pm) For the Imager the 18,000 
cycles/radian spatial frequency corresponds to 4.72 cycles/mm or only 3.75percent of cutoff. This frequency is far enough 
from the cutoff frequency that small shifts in focus and small changes in aberrations should not dramatically reduce the MTF. 
For the 18,000 cyclehadian frequency the Imager visible channel MTF should be driven primarily by the field of view (FOV) 
of the detector which is required to be within 25.2 to 28.0 microradians with a nominal of 26.67 microradians. 

As a result of the lower than expected MTF performance, starting with SN05 Imager, a measurement of the visible optics 
assembly MTF occurs during subsystem testing. This measurement includes the visible detector and other components within 
the visible optics assembly. The results of the 18,000 cyclehadian subsystem optical MTF measurements (EW), 4 .63 ,  are 
very close to the expected values for MTF compared to the system optical MTF value for 18,000 cycles per radian of 0.53 
(EW). The difference between the subsystem and system optical MTF measurements is approximately 16 percent. The 
differences between subsystem and system optical MTF measurements is the subject for discussion in this paper. 

2.0 BACKGROUND 
The Imager visible optical system consists of the scan mirror, telescope primary and secondary mirrors, the visible-infrared 
beamsplitter, depolarizer, spectral balance filter, spectral bandpass filter, detector window and detector. Figure 1 shows an 
optical layout of the Imager visible optics. The telescope’.’ is a Cassegrain design with a 30.5 cm diameter primary mirror and 
a 3.8 cm diameter secondary mirror. The telescope has an effective focal length of 150 inches and a 2 milliradian total field of 
view. The secondary mirror has 3 spider vanes equally spaced at 120 degrees apart supporting it. The scan mirror is a nickel 
plated beryllium mirror with an aluminum coating on top of the nickel. The visible-infiared beamsplitter and depolarizer are 
each tilted at 45 degrees relative to the optical axis and tilted about axes orthogonal to each other to correct for polarization 
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effects and to balance astigmatism. The spectral filters limit the wavelengths of light reaching the detector to 0.55 +/- 0.025 
pm to 0.75 +/- 0.025 pm. The two filters are both normal to the optical axis as are the detector window and detector. 

FIGURE 1 
GOES IMAGER VISIBLE OPTICAL SYSTEM 

Band Spectral 
Pass Balance 
Filter Filter 

\ /  

Scan 

The MTF of the GOES Imager visible optical system is the product of the individual components MTF. Except for the 
telescope all of the components in the visible optics are flat and should have minimal impact on MTF. The most significant 
component affecting MTF is the detector field of view. The equation below gives the detector MTF at a spatial frequency v 
for a field of view 8. 

Sin(ZV6) 
MTF = 

For a nominal size detector of 26.67 microradian FOV the MTF at 18,000 cycledradian equals 0.662. Table I shows the 
detector FOV MTF for the other frequencies of interest. The MTF of the telescope is a more complex calculation due to the 
secondary obscuration. The equation for a difffaction limited system with a central obscuration3 is: 

where Do = telescope diameter, Di = secondary obscuration diameter, cos$, = hv/D,, cos$i = hv/Di, 
light and v is the spatial fkequency. For Do = 305 mm, Di = 61 mm, h = 0.65 pm, and v = 18,000 cycles/radian, Table I shows 
the resultant MTF = 0.939. As this value shows the visible channel optical MTF at 18,000 cycledradian depends primarily on 
the detector width, because the detector is the field stop in the case of the Imager. Table I shows the ideal visible optical MTF 
of an ideal Imager optical system at the specified frequencies. 

is the wavelength of 

TABLE I 
IDEAL IMAGER OPTICAL MTF VALUES 

FREQUENCY TELESCOPE MTF DETECTOR FOV MTF VISIBLE OPTICAL MTF 
(cycledradian) difbction limited 26.67 microradians ideal 

18000 0.939 0.662 0.622 
13500 0.954 0.800 0.763 
9000 0.969 0.908 0.88 

SPI€ Vo/.  28 12  1 26 1 



4490 0.985 0.977 0.962 

In practice no system performs at the ideal level. The scan mirror has some small imperfections, the telescope has aberrations, 
and the visible optics have aberrations also. The expectations for visible MTF need to have a more realistic estimate. The 
current method for estimating the visible MTF is to use measurements, such as wavefront error and FOV, to help predict the 
eventual MTF. The scan mirror and telescope wavefront error measurement computes the Zernike coefficients that CODE V 
can use to predict the MTF of a system having those measured aberrations. Likewise the FOV measurement of the visible 
detectors produces detector size data that the computer model uses to predict the detector MTF. Using the measurements of 
the SN05 and SN06 Imager Table I1 shows the expected visible optical MTF values, not including the effects of stray light, 
for a nominal 26.67 microradian detector FOV. These are the values to compare with the subsystem and system level MTF 
measurements for SN05 and SN06. 

TABLE I1 
OPTICAL MTF PREDICTIONS FOR SN05 AND SN06 

IMAGER VISIBLE CHANNEL 
FREQUENCY OPTICS DETECTOR EXPECTED OPTICAL MTF 
cycleshdian SN06 SN05 26.67 microradian SN06 SN05 

18000 0.935 0.932 0.662 0.619 0.617 
13500 0.953 0.95 1 0.800 0.762 0.76 1 
9000 0.969 0.968 0.908 0.88 0.879 
4490 0.985 0.985 0.977 0.962 0.962 

Table 111 and Table IV show the results for the visible optical MTF measurements at subsystem and system level testing. Both 
SN05 and SN06 MTF results indicate a significant difference in performance -16 percent at 18,000 cycleshadian. At the 
other spatial frequencies the difference between subsystem and system MTF values show a maximum of only 8 percent. 
Something appears to be reducing the MTF at system compared to subsystem with the largest difference occurring at 18,000 
cycledradian. This then is the frequency that we will address to begin understanding the influences that the instrument or test 
conditions have on the MTF measurements. 

TABLE111 
SUBSYSTEM OPTICAL MTF MEASUREMENTS 

IMAGER VISIBLE CHANNEL 
cycles/radian 18000 13500 9000 4500 

SN06 SN05 SN06 SN05 SN06 SN05 SN06 SN05 
east west 0.63 0.634 0.8 15 0.829 0.918 0.906 

north/south 0.616 0.626 0.8 1 0.817 0.914 0.91 1 

TABLE IV 
SYSTEM OPTICAL MTF MEASUREMENTS 

IMAGER VISIBLE CHANNEL 
cycles/radian 18000 13500 9000 4490 

SN06 SN05 SN06 SN05 SN06 SN05 SN06 SNO5 
east west 0.669 0.65 1 0.809 0.772 0.886 0.85 1 

north/south 0.663 0.6 15 0.787 0.742 0.875 0.849 

3.0 SUBSYSTEM OPTICAL MTF MEASUREMENTS 

Subsystem level MTF measurements utilize a telescope simulator (TESI), a one-to one conjugate Of ie r  relay, to simulate the 
f712.25 beam incident on the visible optics assembly. The TESI image plane location occurs at the same nominal position as 
the telescope focal plane relative to the three mounting pads on the back of the primary cell. This assures that the position of 
the visible optics assembly with respect to the optical axis on the TESI is identical to the position of the visible optics 
assembly in the instrument relative to the telescope optical axis. TESI is a well-corrected symmetric optical imaging system 
due to the fact that the center of curvature of the two spherical mirrors is the same. The imaging performance of the telescope 
simulator is very nearly diffiaction limited and unlike the flight telescope TESI has no obscuration. 
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Figure 2 is a diagram of the TESI optical configuration. At the source end the target and fiber optic light source mount on a 
set of translation stages that move the target during the subsystem scans. A fold flat in the input arm to the spherical primary 
of TESI allows for the physical separation of the object and image planes. The visible optics assembly mounts to the TESI 
cell plate that simulates the telescope primary cell reference datum. At the primary mirror of TESI there is a mask that defines 
the entrance pupil and exit pupil of the TESI. 

The MTF measurements at subsystem use several discrete bar targets with different spatial frequencies as the periodic objects 
to image. The bar targets set in a holder that has been positioned at the input focus of the TESI and a fiber optic light source 
illuminates the bar target. (The subsystem bar targets are physically the same bar targets as the ones used at system level 
tests. However, because the collimator to instrument focal length ratio is 2 to 1, the bar targets at subsystem represent half the 
spatial frequency that they do at system.). The target and light source assembly mounts to a set of 0.1 micrometer resolution, 
computer-controlled translation stages. 

FIGURE 2 
TELESCOPE SIMULATOR OPTICAL CONFIGURATION 

The MTF data collection process at subsystem uses a step-collect-average-store sequence. The computer commands the 
target’s translation stage to step in uniform increments. At each step of the target, the computer averages N samples of each 
visible detector and stores the result to a file. This process continues until the entire bar target scans across the detectors FOV. 
The scan for the orthogonal axis proceeds similarly with the bar target rotated 90 degrees in the holder. 

Following the acquisition of data comes the processing of the data to calculate the MTF. The subsystem MTF calculations 
use the same algorithm as system level to perform a least squared error fitting of the measured data to the calculated data to 
determine the coefficients in the Fourier series. Using the coefficients, the algorithm computes the amplitude of the 
fhdamental frequency or sinusoidal MTF. Table I11 shows the results of the subsystem measurements of optical MTF for 
SN05 and SN06 Imager. As stated previously, the measured optical MTF values at subsystem are very close to expected 
optical MTF values, assuming a nominal visible detector size. 
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4.0 SYSTEM OPTICAL MTF MEASUREMENTS 

Figure 3 shows the optical configuration for the system level MTF measurements. The system level tests use the system test 
collimator and its light source assembly to illuminate the Imager. The test collimator is a Cassegrain telescope with an 
effective focal length of 300 inches and a clear aperture of 14 inches. The collimator secondary mirror diameter is 
approximately 2 inches which matches the instrument secondary obscuration size very closely. The collimator secondary has 
four support vanes positioned at 45 degrees with respect to the vertical and horizontal axes. There is a fold mirror that inserts 
from the primary mirror end to reflect the collimator’s optical axis to the side of the collimator housing where the target focal 
plane resides. The collimator light source assembly contains both a visible and infkared source. The visible source is a helical 
tungsten wire filament source operating at 150 watts. A zinc selenide beamsplitter combines the visible beam with the infrared 
beam by reflecting the visible and transmitting the infrared radiance. In the visible source optical path is a condenser lens that 
images the filament about 3 inches behind the secondary mirror and provides reasonably uniform light to the target. The 
condenser lens and secondary mirror together image the filament onto the primary mirror of the collimator. Typically the 
collimator to Imager separation is approximately three feet. 

FIGURE 3 
SYSTEM TEST OPTICAL 
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The discrete bar targets that are used at subsystem as periodic objects are also used during system optical MTF 
measurements. The target holder locates the target at the focal plane of the collimator. The pair of computer-controlled linear 
translation stages also with 0.1 j.un resolution supports the target assembly and locates the target on the optical axis of the 
collimator. 

The alignment of the collimator to instrument uses the telescope’s back of secondary reference mirror to achieve an angular 
alignment with the telescope. The translational alignment puts the collimator and instrument secondary obscurations 
overlapping within 1/4 to 1/2 inch. 

The optical MTF measurement at system test collects wideband data during a sweep of the scan mirror. The motion of the 
scan mirror serves to sweep the bar target image coming fiom the collimator across each detector’s field of view. The data 
collection begins following an image motion compensation (IMC) command to the scan mirror to move approximately 2 
milliradians. An externally generated square wave whose frequency is 1 kHz controls the speed of the scan mirror motion. 
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This reduces the speed of the scan mirror so that it moves much slower than the standard 20 degrees per second. The software 
stores the wideband data to a file for subsequent processing. 

The data processing follows the data collection. The same algorithm that calculates the subsystem MTF calculates the system 
optical MTF. The MTF calculation uses a single scan line of data and not an average of numerous scans of the bar target. 
Table IV shows the results of the system optical MTF measurements. 

In addition to the system optical MTF measurements there are sensor module MTF measurements that use the subsystem data 
collection methodology. This test verifies that no stress or force is acting on the telescope as the sensor module assembly 
progresses. The sensor module MTF measurement is a very good bridge between the subsystem and system MTF 
measurements. The test configuration is the same as system test, i.e., test collimator and lmager, and the data collection and 
data processing are the same as subsystem, following the step-collect-average-store sequence. 

Table V shows the MTF values from the sensor module integration MTF measurement. As Table V indicates the sensor 
integration MTF measurements use only the 18,000 and 4490 cycle per radian targets to perform the health check. The MTF 
values agree very well with the system optical MTF values. This indicates that the data collection and processing that are 
different between the system and subsystem tests do not produce significant differences in the determination of MTF values. 

TABLE V 
SENSOR INTEGRATION MTF MEASUREMENTS 

IMAGER VISIBLE CHANNEL 
cycledradian 18000 13500 9000 4490 

SN06 SNO5 SN06 SN05 SN06 SN05 SN06 SN05 
east west 0.87 0.852 

north/south 0.871 0.84 

5.0 DIFFERENCES BETWEEN SYSTEM AND SUBSYSTEM TESTS AND MEASUREMENTS. 

From the descriptions above there are significant differences between the system and subsystem MTF measurement situations. 
The most noticeable differences are the following: 

1. On axis configuration vs. off axis configuration 

2. Light sources 
3. wavefront errors 
4. Focus 

5.  vibrations 
6. air turbulence 
7. Light scattering 
8. Bar targets 

1A. central obscuration vs. no obscuration 

Other differences that are not as obvious are the following: 

5.1 On-axis vs. off-axis 

The difference between an on-axis and off-axis system has two aspects: obscurations and multiple reflections. The off-axis 
TESI obviously does not have an obscuration and may therefore have a higher MTF at 18,000 cycles/radian. The optical 
modeling of the Imager visible optics includes the effect of the secondary obscuration and the reduction in MTF is small 
approximately I .2 percent when comparing to an unobscured V12.25 system at 18,000 cycledradian. The test collimator also 
has a secondary obscuration approximately the same size as the telescope obscuration. If the alignment of collimator to 
instrument places the two secondary obscurations overlapping each other there is no effect on MTF of the additional 
obscuration. However, the possibility exists for a degradation in MTF if the alignment is incorrect. The reduction in MTF 
expected should only be -1 percent. In addition to the central obscurations the lmager and test collimator have spider vanes 
supporting each secondary mirror. The area of the vanes is small and so the effect of scattering and difiaction should also be 
small. The effect of central obscurations on MTF is then expected to be about 1 percent to 1.5 percent. 
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The TESI also minimizes any chance for multiple reflections within the test setup with its off-axis configuration. The only 
multiple reflections other than within the visible optics have to r e m  to the target and back to the detector. Since that side of 
the targets is black, it is unlikely to create any measurable reflectance at the detector. At system test it is possible for a portion 
of the light reflected from the telescope’s back of secondary mirror to reach the detector of the instrument. This effect is again 
a small effect but may be as much as one percent depending upon how well the secondary of the collimator overlaps the 
instrument secondary. Another concern is the light from the target that bypasses the secondary of the collimator and enters the 
instrument. This light originates from outside the field of view of the instrument and should not reach the detector. 
Measurements show that blocking the light that bypasses the collimator secondary does not affect the measured MTF values. 
The conclusion is that the on-axis configuration may bring a slight degradation in MTF but the expectations are that this level 
is about 2 percent worst case. 

5.2 Light sources 

The light source of the test collimator images the filament at the primary mirror of the collimator. The alignment of the mirror 
behind the source fills the gaps between the filament coils to make the image of the filament more uniform. The magnification 
of this image is such that only about two cycles of the filament actually fit inside the diameter of the primary mirror. This 
pupil illumination pattern is not uniform having dips in the intensity across the pupil of approximately 20 percent. If the pupil 
is not uniform it is possible to reduce the MTF of the system much like an obscuration does. However as stated earlier the 
frequency range over which the instrument operates is small compared to cutoff and these large slow varying pupil intensity 
functions do not significantly affect the MTF at 18,000 cycledradian and lower. The TESI fiber optic light source does not 
appear to image the filament within the TESI optical path and therefore has a nearly uniform intensity distribution across the 
target and pupil planes.-The only noticeable effect of the TESI light source is that for the larger targets at the lower spatial 
frequencies the intensity begins to fall off at the edge of the target. 

5.3 Wavefront errors 

At system level tests a wavefront error measurement of the telescope and scan mirror mounted on the baseplate verifies that 
the scan mirror and telescope do not have excessive aberrations. The wavefront error for SNO5 Imager shows 0.832 waves 
peak to valley and 0.129 waves rms. The wavefront error measurement for SN06 Imager shows 0.679 waves peak to valley 
and 0.099 rms. This much distortion in the wavefront has a slight impact on MTF at 18,000 cycles/radian. Using the Zemike 
coefficients fiom the wavefront measurement CODE V optical analysis software predicts the MTF of a system with those 
errors. The results show less than a 1 percent reduction in the MTF at 18,000 cycles/radian as Table I1 indicates. The test 
collimator also has its wavefront measured periodically. The resultant peak to valley wavefront error is approximately 0.5 
waves and could cause some degradation in MTF. The wavefiont errors are smaller than that of the instrument and are not 
additive to the instrument wavefront errors. Thus the impact of the collimator and instrument wavefront errors is expected to 
be small, less than one percent. 

5.4 Focus errors 

Being two different optical systems it is possible to have a focus difference between them. For this reason and because the 
telescope has a +/- 0.050 inch tolerance on its back focal distance, each test determines a best focus position. To find best 
focus requires the determination of the modulation for the 18,000 cycle/radian bar target as a function of axial position. At 
subsystem the modulation is monitored on a storage oscilloscope while moving the bar target image across the detector field 
of view. At system level test the optical MTF both EW and NS is measured as a function of axial position to determine the 
best focus. The measurements show that the MTF does not change appreciably over a 0.0 10 inch axial position change. This 
corresponds well with the quarter wave criterion which in this case is 0.007 inch. To have a 15 percent reduction in MTF due 
to defocus requires more than a f i l l  wave of focus error or more than 0.030 inch. Using the 0.010 inch range or +/- 0.005 inch 
and assuming the MTF is linear with focus, which it is not, the worst case reduction in MTF due to focus error would be -2.5 
percent. However, this could result in the system level situation being better than the TESI situation or visa versa. 

5.5 Vibrations 

The conditions in the two rooms used for these tests are quite different. The system test room has a slab of concrete sunk to a 
depth of three feet with a gap between it and the concrete basement floor which in theory should decouple the slab from the 
building vibrations. In practice it is difficult to isolate a small section of a building from vibrations that occur within and 
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outside the building. To reduce the vibrations the instrument sits on an eighteen inch thick honeycomb optical bench with 
pneumatic isolation legs. The weight of the table, the instrument and its holding fixture and the collimator requires six legs 
operating at about 100 psi to support the optical table. The sources of vibrations are two large vacuum chambers operating 
within 50 feet of the slab room for system test. When either chamber is operating, the vibrations increase the noise in the 
visible detector signal output if the optical table is not isolated. Therefore the requirement for MTF measurements is that the 
optical table be floating or isolated from floor vibrations. This minimizes the vibrations but may not completely eliminate the 
effect of vibrations. As for vibrations at TESI, the measurements with the TESI do not appear to require pneumatic isolation 
of the optical table even though it is available. The vibration level is certainly less as the room is over 100 feet h m  the 
chambers mentioned above. The TESI measurements may not be as sensitive to vibrations due to the averaging that the 
subsystem data collection does. In the tests at system level the effect of floor vibrations reduces the MTF at 18,000 
cycleshadian by several percent. However the test requires that the table be floating or pneumatically isolated which reduces 
the effect on MTF to within the repeatability or less than 2 percent. 

5.6 Air turbulence 

To keep the instrument in clean air a laminar flow air duct positioned directly above the instrument directs clean air 
downward all around the instrument. This necessitates that the laminar flow units be off or that a tent encloses the instrument 
and collimator during MTF measurements. At the TESI location the air ducts are not laminar flow units and are not directly 
above the test setup. The path length of exposed air for the TESI is about five feet within a five or six square feet whereas the 
system air path is about 14 feet but only about three feet are in open air which covers only slightly more square feet. The other 
factor is that TESI uses a 2 inch diameter beam and the system level test uses the 12 inch diameter beam. For the larger 
diameter beam the air turbulence can become a significant factor if no provision is made to control the air. Tenting or 
covering the instrument and or turning the laminar flow units off does reduce the variations in the measurements of MTF. 
The room air flow may also have a small effect but measurements are again within the repeatability of 2 percent. 

5.7 Light scattering 

The light scattering within either the TESI or the collimator and instrument can reduce the MTF by creating a higher than 
expected minimum signal. Although frequency dependent, the light scattering at the lower spatial frequency is usually a good 
indicator of the presence of scattered light. From Tables I11 and IV the 4490 cycleshadian MTF values show approximately 6 
percent to 7 percent difference This indicates that at least at 4490 cycles/radian the light scatter in the collimator and 
instrument is for the worst case about three percent more than in TESI. 

5.8 Bar targets 

The bar targets are actually thin metal disks that have etched bar patterns in them. The metal disks are glued to a holder that 
has a rectangular hole over which the bar pattern sits. There are multiple targets for each frequency. This opens the possibility 
for a different target to be used during different tests. Some of the targets have accidentally been touched and have minor 
imperfections, such as one bar pushed slightly inward. The effect of the imperfections is that the frequency of the bar pattern 
is not the same across the target. This will obviously reduce the amplitude of the fundamental frequency since the algorithm 
assumes a fixed frequency for the entire target when fitting the measured data to the calculated data. The reduction in MTF 
due to a slightly altered target could be as much as 5 percent. However, with carehl examination of the targets prior to use the 
effect of the target non-uniformity is approximately 2 percent to 3 percent. 

5.9 Interim summary 

Although it appears as though the MTF reduction may be a result of many minor influences, the repeatability of the difference 
behveen subsystem and system test for SN05 and SN06 Imager indicates that these minor concerns are under control. There 
must be another factor that is the major contributor to the reduced MTF at system test. The desired test to perform is a test 
using an optical system similar to TESI, i.e., an unobscured system, to illuminate the instrument. This test would at least show 
whether the deficiencies exist in the instrument or in the collimator. 

Modifying the existing test collimator is undesirable due to its need for testing other instruments. Not having another suitable 
collimator in house, ITT requested the use of a parabolic collimator 16 inches in diameter from OCA of Garden Grove, 
California. The goal of the tests with a different collimator is to identify whether the degradation in MTF at 18,000 
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cycleshadian belongs with the collimator or the instrument. In addition to the parabola the use of a commercial MTF 
analyzer as an independent measurement of MTF should help remove any uncertainties in the bar target and data processing. 

fold mirror 

6.0 INDEPENDENT COLLIMATOR TESTING 

. .  

The parabola is a 120 inch focal length 16 inch diameter parabola of good quality. The wavefront error of the parabola 
measures 0.188 waves peak to valley. The MTF analyzer is the Eros 2000 made by Ealing Corp. The plan is to make 
independent MTF measurements of the instrument and the test collimator, the instrument and the parabola as collimator, and 
the test collimator and parabola. 

--- .- 
-. i"t- ---- --,_ 

The fvst measurements with the MTF analyzer are with the standard system test configuration -test collimator + SN05 
Imager. The MTF analyzer replaces the visible detector in the instrument. A 10 pm slit replaces the target at the collimator 
focal plane. The visible optics assembly with its components is still present in the instrument. Table VI shows the results of 
the MTF analyzer testing for a 5 line pair per mm spatial frequency and for both 5x and lox microscope objectives. The 
change in magnification changes the area of the image used for determining MTF. As the Table shows, the MTF results for 
the lox and the 5x magnifications are close in most measurements. However, since the scans for collecting MTF data cover a 
broad extent at the focal plane, the 5x magnification is probably the one to compare to the bar target MTF data. The MTF 
analyzer results for the SN05 Imager and test collimator agree closely with measured MTF values for the system optical MTF 
without a detector. Multiplying the nominal detector (width of 26.67 microradians) MTF of 0.662 by the MTF analyzer values 
yields MTF values of 0.497 and 0.5 10,ns and ew respectively. Compare these values to the measured system optical MTF 
values 0.49 and 0.52 for SN05 Imager. 

F'IGURf.3 4 

The last test involving the parabola is with the test collimator facing the parabola. Ideally the results should look like the TESI 
results. The results show 0.88 and 0.84 for the two axes. While one axis is very close the other is still 9 percent less than 
TESI. Even allowing for the measurement uncertainty it appears that the collimator is not dif€raction limited. 
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ITT Collimator + SN05 Imager 
Reduced Height of Slit 

Telescope Simulator (TESI) 
Parabolic Collimator + SN05 Imager 

Fiber Source 
ITT Source 

ITT Collimator + Parabolic Collimator 
Reduced Height of Slit 

TABLE VI 
MTF Analyzer Results 
5X Microscope Objective 

0.75 0.77 
Radial (NS) Tangential (EW) 

0.90 0.93 

0.78 0.87 
0.77 0.84 
0.88 0.84 
0.90 0.88 

1OX Microscope Objective 

0.80 0.79 
0.83 

0.94 0.93 

Radial ( N S )  Tangential (EW) 

0.80 0.85 
0.76 0.83 
0.90 0.87 
0.9 1 0.89 

During the course of making measurements with the MTF analyzer the image of a pinhole was observed at the instrument 
focal plane with a HeNe laser as the source. The airy pattern was present as expected but in addition there was a significant 
amount of diffracted light from the spider support vanes for the secondary mirror. When viewing this pattern with the 
parabola collimator and SN05 Imager, the diffracted pattern looked similar to the sketch in figure 5 .  Considering the angular 
extent of the difiaction from the spider vanes it seemed that the MTF should vary as a function of angle within the focal 
plane. To verify this the MTF analyzer was rotated to various angles and the MTF measured. The result shows a variation in 
MTF with angle where the maximum MTF occurs where the difhction is a minimum and the lowest MTF occurs at the angle 
where there is the most diffracted light as figure 5 indicates. Figure 6 shows the pupil configuration when viewing the pinhole 
image. 

FIGURE 5 
PINHOLE IMAGE OBSERVATIONS 

' -85 mtfvs angle .84 I 

.9 t 

.9 1 

sz 

1 

telescope 

Having observed the diffi-action from the spider vanes, the question arose as to whether this diffraction was included in the 
optical model for the insmunent. The answer is no it has not been included up to this point in time. The next step was to use 
CODE V to model the diffaction from the spider vanes. The spider vanes are 0.200 inch thick by 5.025 inches long and 
there are three vanes in the aperture as figure 6 shows. CODE V estimates that the d i f i c t ed  light will reduce the MTF at 
18,000 cycleshadian by 0.027 or 2.7 percent in the EW axis and 0.017 or 1.7 percent in the NS axis. The effect is less at the 
lower spatial frequencies. Although not as much of an effect as expected, it reduces the difference between subsystem and 
system level MTF. 

The results from the MTF analyzer and parabola as collimator are not as definitive as desired. The telescope simulator 
measures near difiaction limited as expected. The test collimator with the parabolic collimator measures somewhat below 
diffraction limited which suggests that the collimators are not as good as expected. The fact that the reduced height slit 
improves the MTF slightly suggests that the test collimator's MTF performance could be better. The measurements using the 
parabola with the SN05 Imager are inconclusive because one axis differs from the other. The fact that one axis is better by 
-12 percent using the parabola rather than the test collimator indicates that the test collimator is degrading MTF performance. 



The results of the testing prompted a more detailed look at the test collimator starting with the wavefi-ont error of the test 
collimator. 

7.0 ANALYSIS OF COLLIMATOR WAVEFRONT 

The test collimator is periodically refocused as a part of its calibration cycle. During calibration, a wavefront measurement is 
made using a Zygo mark 4 interferometer. The test collimator interferogram, shown in figure 7, was obtained by taking the 
raw phase data from the Zygo and converting it into a format that could be analyzed using the CODEV optical design and 
analysis software package. The interferogram reveals a number of prominent zones (as well as a chip adjacent to the central 
hole in the primary mirror). The local surface slope error of the steepest zone is approximately 1 wavelinch. According to 
CODEV the MTF of a collimator with this wavefront error is 0.852 at 18,000 cycles/radian. That is a 9.7 percent reduction in 
MTF relative to the dieaction limited MTF value of 0.944 at the same frequency for an unobscured system. A small portion 
of the reduction at 18,000 cycleshadian, 0.0 14 or I .4 percent, is caused by the four spider vanes of the test collimator. The 
zonal figure slope errors are responsible for the rest of the MTF reduction. 

CODEV was also used to determine what an acceptable level of zonal figure error might be if a new collimator was to be 
procured. Analysis showed that the MTF losses could be kept below 1 percent at 18,000 cycleshadian if the maximum 
surface slope errors were less than 0.12 wavedinch. An intuitive feel for the impact of slope errors can be obtained by 
recognizing that local errors in the mirror's surface figure reflect energy away from the Airy pattern. A local surface slope 
error of 3 microradians (0.12 wavehch = 3 wad) deviates a ray 6 wad. With a 300 inch focal length collimator the ray is 
displaced 0.0018 inch at the focal plane. For comparison, the diameter of the Airy disk is 0.0015 inch at 0.65 microns with 
the collimator stopped down to the 12.25 inch aperture of the Imager and the width of a single bar in the 18,000 cyclehadian 
target pattern is 0.0083 inch. The CODEV results are consistent with a requirement that all rays deviated by local slope errors 
fall within the second bright ring of the Airy pattern. If this condition is satisfied, the optical system should not degrade the 
MTF at 18,000 cycles/radian. The effect of slope errors on MTF is highly dependent on the spatial frequency of interest and a 
more stringent requirement is needed if the MTF at higher frequencies is to be measured. This should be kept in mind when 
designing a test collimator because "one size" definitely will not fit all applications. 

FIGUFUT 7 
TEST COLLIMATOR INTERFEROGRAM 
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8.0 CONCLUSIONS 

The comparison between the subsystem and system level MTF performance has led to a better understanding of the Imager 
instrument MTF performance and the limitations of the test equipment. The computer model used to calculate Imager MTF 
performance now includes the effect of spider diffraction. Procedural steps have been added to ensure that all the minor 
concerns relative to MTF performance, such as vibrations, air flow and bar targets are under control. In addition there is 
strong evidence from the analysis that the zones in the collimator wavefront having slopes of -1 wavelinch are degrading the 
measurement of the Imager optical MTF. If indeed the analysis is correct, the Imager optical and system MTF performance is 
better than the measured values by 9 percent to 10 percent at 18,000 cycledradian. The proof of the analysis will have to wait 
until a new collimator with reduced slope errors is available for test. 
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ABSTRACT 

The mission of the NOAA Space Environment Center (SEC) is to serve the nation's need to reduce adverse effects 
of solar-terrestrial disturbances on humankind's activities. To meet this need, SEC 

acquires, interprets, and disseminates space weather information 
0 prepares and dsseminates forecasts and alerts of conditions of the space environment 
0 conducts research and development in solar-terrestrial physics and in techniques to improve monitoring 

0 prepares high quality data for national archives 
0 uses its expertise to advise and educate those affected by variations in the space environment. 

and forecasting 

Users are provided information in the form of forecasts, nowcasts, data, advice, support, expertise, and publications 
about conditions in the solar-terrestrial environment. The Space Environment Monitors on GOES spacecraft 
provide space weather observations from the Sun to Earth and form the basis of the SEC real-time operation. The 
X-ray Sensor (XRS) monitors solar flare activity and serves as the international standard for rating the intensity of 
flares. Flares are observed and classifmi according to the intensity of their emission on the XRS sensor. Forecasts 
of the occurrence of solar flares are expressed in terms of the measurements from the X R S .  SEC also issues a daily 
index of the background solar radiation based on the XRS measurements. Solar particle events (SPE) and energetic 
electron events (increases in the charged particle radiation environment near Earth) are detected using thc 
Energetic Particle Sensors (EPS) on GOES. Alerts and forecasts of the occurrence of SPE are made in terms of the 
fluxes of charged ions-mostly protons-measured by the EPS. Alerts are issued for energetic electron events 
based on the EPS measurements. 

Keywords: Space Environment, Space Weather Services, GOES Space Environment Monitor 

2. INTRODUCTION 

The Space Environment Monitors (SEM) on the GOES spacecraft are vital to the U.S. space weather program. 
The observations from the GOES instruments are critical to the operation of the Space Environment Center and its 
operational arm, Space Weather Operations (SWO). SWO is a joint N O M  and USAF real-time space weather 
center located in Boulder, Colorado. The SWO collects observations in real time from NOAA and cooperating 
federal agencies including the DOD, NASA, the Department of Interior, the Department of Energy, and many 
foreign countries. These data are collected in the SWO by the Space Weather Data System. The Space Weather 
Data System provides on-line data storage, helps in the detection of events and disturbances in the solar-terrestrial 
environment, provides displays for analysis and forecasting at the SWO, and assists in providing alerts, watches, 
warnings, forecasts, summaries, and then distributes the products to users through a variety of distribution systems. 
The products of the SWO are available on the Internet and are also distributed by military data networks, over 
World Meteorological Organization circuits, by direct satellite broadcast, through 
service and by telephone recording. 

short-wave radio time 
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3. EFFECTS OF SOLAR-TERRESTRIAL VARIATIONS ON TERRESTRIAL SYSTEMS 

Variations in the solar-terrestrial environment cover time scales from minutes to years. Bursts of X-rays, energetic 
charged particles, and radio emissions occur in minutes and hours. Solar EUV radiation, important in heating the 
Earth’s upper atmosphere (including both the ionosphere and the upper neutral atmosphere at the height of 
satellite orbits) varies on time scales of days and months. The Sun also produces variations in plasma emission. 
including ejections of its own mass in a phenomena called a Coronal Mass Ejection (CME) and increased 
continuous emission of plasma in localized areas called Coronal Holes. Coronal holcs and CMEs are the source of 
the disturbances in the solar wind-the ever-blowing transport of plasma from the sun to the distant reachcs of the 
solar system. The plasma ejections are the source of the disturbances in the magnetic field of Earth called 
Geomagnetic Storms. The effect is to disturb the Earth’s magnetic field, triggering the acceleration of charged 
particles and the flow of electric currents. These magnetospheric currents cause problems when they induce 
secondary currents in power systems, pipelines, and other long-distance conducting systems. Electric currents heat 
the neutral atmosphere, causing it to expand and change the drag force on low-orbiting satellites. The variations 
that are produced in Earth’s magnetic field are a problem for terrestrial systems that use the magnetic field as a 
reference. Aeromagnetic surveying, some navigation systems, and very sensitive electronic manufacturing systems 
are sensitive to these rapid variations.. The plasmas that are formed or convected by the magnetospheric activity 
are themselves a potential source of surfacing charging problems for satellites in orbit. Energetic charged particles 
are a hazard for crews in space and for satellite hardware including command and control electronics, solar power 
cells, and star sensors. The current Space Environment Monitors (SEM) on GOES provide direct measures of the 
solar X-ray emission, solar energetic particles, and the in-situ magnetic field at the GOES orbit 12*4.5*6*7 . The GOES 
X-ray and energetic particle data are the primary source of these measurements in SWO operations. The magnetic 
field variations are used with magnetic field measurements from the surface of the Earth (data collected in large 
part by the GOES Data Collection Platforms (DCS)) to form a more complete picture of Earth’s magnetic field 
environment. Table 1 summarizes space environment variations and their impact on terrestrial systems. GOES 
observations are the sole source of measurements in Columns B and C; provide the standard data for alerts and 
forecasts in Columns A, C, and G; and are basic to detection and forecasting of effects listed in Columns A through 
F. An EUV detector providing the measurements for Column G is desirable in the future. A detector for lower 
energy particles provides the data described in Column E. The Solar X-ray Imager being built for GOES-M and 
follow-on missions will provide the basic observing and forecasting information for the mass ejections and coronal 
holes that are the source of the variations listed in Columns C through F. 
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Table 1. Space weather variations and their effect on terrestrial systems 

Terrestrial Systems Impacts 

Radiation hazard to crcws in space and 
on high-flying aircraft 
Interference with satellite star sensor 
svstems 
Lack of complete knowledge of 
background conditions during 
environmental experiments ( e g  ozone 
depletion due to solar events) 
Degradation of satellite surfaces 
including solar cells 
Satellite electronics upsets due to single 
charge ionization effects 
Errors in lab experiments due to 
changes in background radiation 
environment at Earth’s surface 
Signal fade and phase change on 
satellite up- and down-links 
Location errors and reception problems 
using GPS navigation system 
Location errors in remote sensing of 
satellites when signal propagates 
through the ionosphere 
Location errors in using over-the- 
horizon radar systems 

from the 

I *  

C 
Variation in 
geomagnetic 
field 

Sources 

D 
Effects of , 

electric 
currents in 
heating 
ionosphere 
and neutral 
atmosphere 

E 
Plasma 
variations in 
Earth’s 
magnetosphere 
(low-energy 
particles) 

Energetic 
particles 
accelerated 
in Earth’s 
magnetic 
field 

G 
Solar 
EUV 
variation 

H 
Solar 
radio 
emission 



Terrestrial Systems Impacts Sources 

A 
Location errors in using VLF navigation 
systems (Loran and Omega) 
Location errors in remote sensing of HF 
radio signals 
Errors in remote detection of satellites 



4. CUSTOMERS FOR SPACE ENVIRONMENT SERVICES 

The national real time space weather services are provided by two operating centers. The SWO at Boulder 
provides services to all users except the DOD. DOD users are serviced by the 50th Weather Squadron stationed at 
the Space Command of Falcon Air Force Base, Colorado. Figure 1 shows the distribution of users by application 
for the SWO operation in Boulde?. The percentages shown are from an in-depth survey in 1991. The numbers do 
not reflect any numerical value assigned to individual users, so one short-wave radio user is counted the same as 
one electric power utility. The table does not show the numbers of secondaq users who receive services indirectly 
from the SWO. For example, one power company redistributes alerts of geomagnetic storms to several additional 
users. One alert distributed through the Federal Aviation Administration or its contractors can reach many users 
through the network of FAA information services and flight service stations. 

Space Weather Service Users 
NOAA 

Space Environment Center 

Amateur 

Satellite 

I \ 
Geo/Seismo 7% Radio OPs ’% 

1991 Extended User Survey 

Figure 1. Distribution of customers for space environment (space weather) services from the Space Environment 
Center (SEC) Space Weather Operations (SWO) center. The percentages shown are the percentages of the 
approximately 500 users who voluntarily responded to a survey of Space Weather Operations users in 199 1. 

5. SPECIFIC APPLICATIONS OF GOES SEM DATA IN SPACE WEATHER OPERATIONS 

GOES SEM data form an integral part of SWO operations. The individual SEM instruments are described in more 
detail in the companion paper. The data from the X-ray Sensor ( X R S )  are used to classlfy the intensity of solar 
flares according to their peak intensity in the 0.14.8 nm detector. The classification system, now accepted as the 
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international standard for research and operations, was developed by the SWO using sensors that flew as research 
predecessors to the GOES operational spacecraft. The classification system was developed to reflect effects on the 
ionosphere such that a moderate class flares (Class M) would be saciently large to induce short-wave effects on 
high frequency signals propagating through, or being reflected by, the ionosphere. To be classified as a M-flare. 
the peak 0.1-0.8 nm flux must equal or exceed lo-’ W m-’. A flare equaling or exceedmg lo4 W m-’ is classified 
as Class X. In a Class-X flare, high frequency radio propagation on the day-lit side of the Earth is virtually non- 
existent. The flare classification system based on GOES replaced an older classification system based on the 
optical size and brightness of a flare as observed through ground-based telescopes. Forecasts of solar flares are 
issued by the SWO in terms of their X-ray emission using the GOES X R S .  Forecasts, stated as the probability of 
occurrence in a 24-hour period, are made for one, two, and three days into the future. Alerts of flares in progress 
are issued by SWO for Class X flares and for flares exceeding 5 x 10” W m-’ (termed a Class M5, taking the 
mantissa as the second term of the classilkation). 

Increased fluxes of energetic protons from the Sun am’ving in the vicinity of Earth are classified according to their 
flux as measured by the GOES Energetic Particle Sensors (EPS). After averaging over one minute intervals, an 
integral particle spectrum is fit to the data. A Solar Proton Event is declared when the flux at energies greater than 
10 MeV exceeds 10 particles cm” s-’ s i ’ .  Alerts are issued for other levels of integral flux greater than 10 MeV 
and greater than 100 MeV. Alerts for Energetic Electron Events are issued when the integrated electron flux 
exceeds lo3 cm-’ s-’ si’ .  

Future uses of GOES data in space weather operations include expanded utilization of current data and the use of 
data from new sensors. The Solar X-ray Imager will provide unique real-time data for observing and forecasting 
solar activity. Major analysis and development efforts will go into developing this capability. Future alerts using 
the magnetometer data from GOES will provide notice of the compression of Earth’s magnetosphere to the point 
where geosynchronous satellites are in the magnetosheath. Future improvements to fill gaps in the measurements ’ 
in Table 1 include better monitoring of the spatial distribution (Column F) and lower energies fluxes (Column E) 
of energetic particles and the addition of E W  (Column G) and hard X-ray sensors (Columns A and B). 

6. SUMMARY 

The Space Environment Monitors on GOES form an integral and essential basis of the Space Weather Operations 
in the N O M  Space Environment Center. The observations from GOES are used for detection of events in the 
solar-terrestrial environment, issuing of alerts to users, and making forecasts for future conditions. An essential 
aspect of this process is the use of the GOES data to define events according to standards developed specifically for 
GOES and which are now accepted as national and international definitions of these events. 
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ABSTRACT 

A central mission of the GOES Space Environment Monitor program is to provide continuous, real-time monitoring of the 
near-Earth space environment. The GOES Energetic Particle Sensor (EPS) and High Energy Proton and Alpha Detector 
(HEPAD) obtain measurements of the energetic electron, proton, and alpha particle fluxes at geosynchronous orbit. These 
measurements serve as the basis for a variety of services that are provided to numerous government and private organizations, 
including the forecasting of adverse conditions, providing a chmcterization of the current conditions in the Earth’s 
environment, and providing the necessary measurements to allow comprehensive post-event analyses. Numerous products are 
derived from the GOES EPS measurements and made available to industry, government agencies, and research institutions 
throughout the world. The particle fluxes in the Earth’s environment are comprised of three main components: (1) particles 
trapped within the geomagnetic field, (2) particles of a more direct solar origin, and (3) a cosmic ray background. These particle 
fluxes are quite dynamic, varying on times-scales ranging from seconds to decades. In this paper, we describe the GOES-8 and 
GOES-9 EPS and HEPAD instruments and the operational uses of the energetic particle measurements made at geosynchronous 
orbit. 

Keywords: GOES, energetic particles, radiation, geosynchronous, solar, magnetosphere, cosmic ray, space environment 

1. INSTRUMENT DESCRIPTION 

The energetic particle environment at geostationary orbit is measured on the GOES spacecraft using two independent 
instruments: the Energetic Particle Sensor (EPS), with telescope and dome detectors, and the High Energy Proton and Alpha 
Detector (HEPAD). These detectors are illustrated in Figures 1-3. The EPS detectors and the HEPAD are often referred to 
collectively as the Energetic Particle Sensors on the GOES Space Environment Monitor package. The detector channel energies 
and geometric factors are given in Table 1. The EPS measures protons at energies between 0.7 MeV and approximately 900 
MeV, alpha particles at energies between 4 MeV and 500 MeV, and electrons greater than 0.6 MeV. The EPS uses two 
different detector designs to measure the particles over these energy ranges. A telescope detector (Figure 1) is used to measure 
the lower energy protons (0.7 to 15 MeV) in three differential channels and lower energy alpha particles (4 to 61 MeV) in three 
differential channels (Table 1). The telescope consists of two silicon surface barrier detectors with thicknesses of 50 pn and 
500 p, and it has a field of view of approximately 35 degrees half-angle. Sweeping magnets are used to exclude electrons 
below about 100 keV, and light shielding is provided with an aluminum foil. The telescope is passively shielded with no active 
anti-coincidence. 

Three wide-aperture dome detector assemblies (Figure 2) are used to measure medium-energy protons (1 5-900 MeV) in four 
differential channels and alpha particles (60-500 MeV) in three differential channels (Table 1). The dome detectors also 
measure electron fluxes in three integral channels (greater than 0.6, greater than 2, and greater than 4 MeV). The dome detector 
consists of three sets of two solid state silicon surface barrier detectors (both with 1500 pm thickness) with independent fields of 
view. Moderators of different thicknesses cover each of the three detector sets to provide the different energy thresholds, as 
shown in Figure 2. The fields of view of the dome detectors are about 30 degrees half-angle in the equatorial plane and about 
60 degrees half-angle in elevation. 

The high-energy portion of the proton and the alpha particle spectra is measured with the HEPAD. This detector is illustrated 
in Figure 3. Protons are measured with energies fiom 330 MeV to greater than 700 MeV and alpha particles at energies from 
2560 to greater than 3400 MeV. The HEPAD uses a telescope geometry with two silicon surface barrier detectors and a 
Cerenkov radiation photomultiplier tube detector. The instrument field of view is approximately 34 degrees half-angle. 

The particle and energy discrimination for the EPS telescope and dome and the HEPAD ace accomplished with 
coincidencdanticoincidence logic on the pulses produced by the two detectors in each subassembly. Because the detectors are 
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Figure 1: Cross-sectional diagram of the GOES EPS Telescope Detector. 

only passively shielded, some high-energy particles and out-of-aperture particles will be able to penetrate the shielding and 
conmbute a secondary component to the measured counts (see Table 1 for a list of allowable energies). As described below, a 
procedure is used to correct for these secondary counts in the EPS telescope and dome detectors. 

Beginning with GOES-8, the GOES-series spacecraft are no longer spinning. The EPS telescope and dome detectors are 
mounted on the spacecraft with their fields of view directed westward. The HEPAD is mounted with its field of view directed 
away from the Earth. 

2. DATA PROCESSING 

The data are obtained in real time at the NOAA Space Environment Center in Boulder, CO with temporal resolution of roughly 
20 sec. The data are processed and archived as raw telemetry and as fiveminute averages. The data processing consists of the 
basic conversion from count rates to particle flux units as well as the application of correction algorithms. 

The electron detectors have a wide energy passband, and therefore the energy-dependent response of the detectors has been 
taken into account by estimating an effective geometric factor that depends on the inferred spectral shape of the electron 
distributions. The electron data processing involves estimating the spectral slope from neighboring pairs of the rhree electron 
channels and then using this spectral slope to compute the effective geometric factor based on the laboratory calibration. The 
response of the dome detectors to greater than 2 MeV electrons (E2) was found to be nearly independent of energy, and 
therefore a fixed geometric factor of 0.05 (cm2 sr) is used. The geometric factor used for El is typically 0.075 2 0.025 (cm2 sr) 
and for E3 typically 0.017 k 0.006 (cm2 sr). A correction algorithm is also applied to the electron fluxes to remove 
contamination from energetic protons. This correction depends linearly on the proton flux levels and is based on laboratory 
calibration data and the measured proton fluxes in the 8.7-200 MeV range. 

The proton fluxes measured by the EPS telescope and dome are corrected for both the cosmic ray background and for the 
response from particles either out of the primary energy range or out of the design acceptance aperture (see Table 1). This 
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Table 1: GOES-8 and GOES-9 Energetic Particle Channels 

Proton 
Channels 

P1 
P2 

P3 

P4 

P5 

P6 

P7 

PS 
P9 
PI0 
P1 I 

Detector 
Qw 

Telescope 
Telescope 

Telescope 

Dome 3 

Dome 4 

Dome 5 

Dome 5 

HEPAD 
HEPAD 
HEPAD 
HEPAD 

PnmarvDetectorResDonse SecondarvDetectorResDonse 
Energy Range 

uuI53 

0.7-4.2 
4.2-8.7 

8.7- 14.5 

15-40 

38-82 

84-200 

1 10-900 

330-420 
420-5 10 
5 10-700 
> 700 

Channel Response 
Factort 

0.194 
0.252 

0.325 

5.21 

14.5 

129. 

839. 

65.7 
65.7 
139. 

G 5 0.73 cm2 sr 

Energy Range 
LMeU 

50-200 
50- 125 

125-200 

125-200 
80-1 15 

115-150 
80-1 10 

110-150 
150-1 90 
80-110 

110-130 
130-200 
200-300 
80-1 10 

110-170 
170-250 
250-500 
500-900 

60-125 

Geomemc Factor 
fcmL& 

0.02 
0.04 
0.007 
0.07 
0.014 
0.038 
0.25 
0.09 1 
0.57 
0.21 
0.15 
0.84 
0.80 
0.26 
0.03 
0.15 
1.5 
1.9 
0.56 

Electron- 

El Dome 3 > 0.6 Spectrum Dependent (see text) 
E2 Dome 3 > 2  0.05 
E2 Dome 4 > 4  Spectrum Dependent (see text) 

BiphaS3hannels 

Al 
A2 
A3 
A4 
A5 
A6 
A7 
A8 

Telescope 
Telescope 
Telescope 
Dome 3 
Dome 4 
Dome 5 
HEPAD 
HEPAD 

4-10 0.342 
10-21 0.638 
21-61 2.22 
60- 160 21. 
160-260 36. 
330-500 176. 

2560-3400 613. 
> 3400 G - 0.73 cm2 sr 

DcnvcdProtonIntegl.almYalur;s 

> 1  
> 5  
> 10 
> 30 
> 50 
> 60 
> 100 

tFlat-specuum detector response determined over the specified primary energy range (Panamemcs Document 
FH-CAL-0053195). 
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Figure 2: (Above) cross-sectional diagram of the EPS Dome detector illustrating the three separate modules, 
and (below) cross-sectional diagram of the D3 Dome module, showing the detector assembly details. 

correction algorithm uses a ten-day, low-pass filter to determine the minimum count level over the previous ten-day period that 
is subtracted from the measured count rate. In order to avoid using an artificially high minimum count level, such as may occur 
during a prolonged period of elevated fluxes from a solar source, the new ten-day minimum flux level must be within a 
specified range of the previous ten-day level before the new level will be applied. If the new minimum level is outside this 
range, the background level from the previous ten-day period is used. 

The second correction involves subtracting the counts due to the secondary detector response. The energy ranges of this 
secondary response and the geometric factors determined from laboratory calibration are listed in Table 1. In practice, the 
correction algorithm begins at the highest energies (W), and by assuming a power-law spectrum between adjacent channels 
estimates the contribution to the count rate from the secondary energy passbands. This secondary response is subtracted from 
the total to create the corrected fluxes. The secondary response of the lower-energy channels is then estimated using the 
corrected count rates from the higher-energy channels. The correction algorithm was designed to work on each fiveminute 
averaged data sample, independent of the previous or following five-minute data. 

After the initial processing, the data are available in red time to the N O M  Space Weather Operations Group, to the US Air 
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Figure 3: Cross-sectional diagram of the High Energy Proton and Alpha Detector (HEPAD). 

Force 50th Weather Squadron located in Colorado Springs, and a subset of the data are made available over the World Wide 
Web. The data are also archived at the NOAA Space Environment Center and at the NOAA National Geophysical Data Center. 
Here the data are made available for a broad specmm of applications, including satellite design and anomaly assessment and 
both applied and basic research. 

3. THE PARTICLE ENVIRONMENT AT GEOSYNCHRONOUS ORBIT 

The GOES EPS and HEPAD are designed to provide continuous monitoring of the Earth’s energetic particle environment. The 
Earth’s particle environment can be broadly classed into three categories, each with important effects on spacecraft systems, 
humans, and on other regions of the environment such as the ionosphere and the atmosphere. These three catagones are: (1) 
geomagnctically trapped particles, (2) particles of direct solar origin, and (3) cosmic rays. The dynamics of the Sun, the 
heliosphere, and the Earth’s magnetospherehonosphere system all contribute to the variability in the energetic particle fluxes at 
geostationary orbit. Consequently, these energetic particle populations are observed to vary over a wide range of time scales, 
from minutes to decades, and it is only through long-term monitoring that we are able to characterize, and in some cases to 
predict, the particle flux levels and their effects. 

Typical measurements from the GOES EPS telescope and dome detectors are illustrated in Figure 4. These measurements 
include one month of five-minute averaged data and show some of the commonly measured features at geosynchronous orbit. 
The upper three panels contain integral electron flux from channels EI-E3, and the lower four panels contain differential 
proton flux in channels Pl-P4 covering the energies shown in Table 1. The higher energy proton fluxes are not shown due to 
their low levels at this time. 

A strong daily variation can be seen in the geomagnetically mpped particle fluxes (all electron channels and the lowest energy 
proton channel) that occurs as the GOES satellite travels from local noon (high fluxes) to local midnight (low fluxes). This 
variation is due to the motion of the energetic particles in the Earth’s asymmetric magnetic field. Geomagnetic activity in 
response to energy input from the solar wind creates additional distortions in the Earth’s magnetic field that result in further 
variability in the measured particle fluxes. 
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Figure 4: (Upper three panels) Electron flux at energies greater than 0.6 MeV, greater than 2 MeV, and 
greater than 4 MeV, and (lower panels) proton flux at energies from 0.7-4 MeV, 4-9 MeV, 9-15 MeV, 
and 15-40 MeV obtained with the GOES-8 EPS telescope and dome detectors during October, 1995. 
Note the strong daily variation due to the orbit of the satellite in the Earth’s asymmetric magnetic field 
and also the small energetic proton event that began on October 20. 

Typically, the higher energy proton channels are only above background levels during energetic solar proton events. An 
example of a small proton event can be seen beginning on October 20 and lasting for a few days. As discussed below, these 
proton fluxes originate from active regions on the Sun and often indicate that disturbed geomagnetic conditions may occur 
within one to two days. 

3.1 Geomagnetically trapped particles 

The trapped magnetospheric particles in the outer radiation belts are those that are confined by the Earth’s magnetic field and 
remain within the magnetosphere for time periods ranging from many hours up to many days. These particles move in response 
to the magnetospheric electric and magnetic fields. They are injected into the near-Earth region primarily through processes 
occumng in the ionosphere and in the magnetotail, and they are lost through precipitation into the upper atmosphere, charge 
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Figure 5: (Upper panel) electron flux at energies greater than 2 MeV and (lower panel) the solar wind 
speed obtained from the WIND SWE instrument (courtesy of A. Lazarus and J. Steinberg of MlT and 
K. Ogilvie of Goddard Space Flight Center). It can be seen that the energetic electron flux at 
geostationary orbit is highly correlated with the speed of the solar wind. 

exchange with neutral particles, or by convection out through the magnetopause (the outer boundary of the magnetosphere). 
The primary operational concern regarding the trapped particles is from the energetic electrons. At the lower energies (greater 
than 10 keV), the trapped electrons contribute to spacecraft surface chargingl, while the higher energy electrons (greater than 1 
MeV) are known to cause deep dielectric charging that can result in electrostatic discharge2. In addition, the electrons with 
energies above a few hundred keV are thought to have an effect on atmospheric chemistryf. 

An important aspect of the trapped energetic electrons is the fact that their flux levels appear to be strongly governed by the 
speed of the solar wind, with the flux levels greatly enhanced during periods of high solar wind speed4. Because of this 
dependence on solar wind speed, the electron flux levels are highest during the minimum of the solar cycle when high-speed 
smeams emanating from large coronal holes are frequently encountered at the Earth. This effect can be seen in Figure 5 where 
the electron flux levels at energies greater than 2 MeV (as measured by the GOES-8 spacecraft) and the solar wind speed are 
shown. The solar wind measurements were obtained from the WIND spacecraft which is located upstream from the Earth in the 
solar winds. It is important from an operational perspective to note that the prolonged levels of intense electton fluxes during 
late March, 1996 coincided with numerous reported spacecraft anomalies6. Although not well understood, the energization of 
these electrons within the magnetosphere appears to require prolonged time periods of high-speed solar wind, with the peak 
electron flux at geosynchronous orbit usually reached within about two days following the onset of the high-speed stream7. 

3.2 Solar energetic protons 

F’rotons that are accelerated near the Sun and propagate through interplanetary space to the Earth form an important and 
potentially harmful component of the space environment. The occurrence of energetic proton events depends on the solar cycle, 
with highest likelihood around the years of solar maximum. Energetic proton events can, however, occur at any  time within the 
solar cycle8. The proton energization has been shown to involve some combination of acceleration near the origin of a coronal 
mass ejection or flare, often with subsequent acceleration by a travelling interplanetary shockg. 
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Table 2: Operational Uses of the GOES EPS and HEPAD Data 

Alerts: Observed Conditions Proton Events: > 10 pful at > 10 MeV 
> I pfuat > 100 MeV 

Electron Events: > lo3 pfu at > 2 MeV 

Warnings: Imminent Condition With a High Proton Events: > 10 pfu at > 10 MeV 
Probability of Occurrence > 1 pfuat > 100 MeV 

Real-time Data Availability Over the Internet Integral Proton Fluxes at Energies: 
> 1 MeV 
> 5 MeV 
> 10 MeV 
> 30 MeV 
> 50 MeV 
> 60 MeV 
> 100 MeV 

Integral Electron Fluxes at Energies: 
> 0.6 MeV 
> 2 MeV 
> 4 MeV 

Real-time Data Distribution to US Air Force All derived quantities (Table 1) are made available. 
Services Center 

Data Archival for Post-Event Analysis and All derived quantities (Table 1) are archived 
and available from the NOAA National 
Geophysical Data Center, Boulder, CO. 

Long-Term Studies 

'A Particle Flux Unit (pfu) is defined as 1 particle/(cm2 s sr) 

The energetic particles accelerated near the Sun propagate into space, primarily following the interplanetary magnetic field 
direction, but also convecting perpendicular to the magnetic field at the ExB drift speedlo. Because of the typical spiral nature 
of the interplanetary magnetic field, there is a good correlation between the location of the active region on the Sun and the 
temporal flux profile arriving at the Earthll. The particle fluxes arrive most promptly when the observation point is 
magnetically connected to the source region; the location of an interplanetary shock relative to the connecting magnetic field 
affects the arriving particle flux. From the estimated location of the acceleration region, for example from X-ray 
measurements, and from the initial characteristics of the energetic proton flux, some prediction may be possible for the 
subsequent time evolution of the particle fluxes. 

The energetic particles that propagate along the magnetic field can reach the Earth in tens of minutes. Because the particles 
with high speeds parallel to the magnetic field will be the ones that reach the Earth fmt, the initial particle fluxes will have a 
highly anisotropic, field-aligned distribution. The particle fluxes gradually become more isotropic due to scattering in the 
interplanetary medium well beyond the Earth. 

The particle anisotropies present an operational concern during the initial detection of these events by the GOES spacecraft, 
since as mentioned above, beginning with GOES-8 the spacecraft are no longer spinning. With the previously spinning 
spacecraft, the initial onset time and the omnidirectional flux could be determined at any location in the spacecraft orbit with a 
time resolution of a few minutes. Currently, the initial onset of an event may be missed if the detectors are sampling away from 
the direction of the highly collimated particle fluxes. If the detectors sample outside the direction of the collimated flux, the 
omnidirectional flux will be underestimated, and if the detectors directly sample the collimated fluxes, the omnidirectional flux 
will be overestimated. 
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The prompt detection of energetic proton events and the accurate characterization of the particle fluxes are important 
operational concerns, due to the effects of these high fluxes on humans in space and on spacecraft systems. The large solar 
proton events represent a significant hazard to asmnauts performing extra-vehicular activities, particularly at the 
high-inclination orbit envisioned for the International Space Station. These proton fluxes have also been shown to cause Single 
Event Upsets in spacecraft electronics, and have resulted in substantial degradation in the power generating capabilities of solar 
panel$. 

4. NOAA SPACE ENVIRONMENT CENTER OPERATIONS 

At the NOAA Space Environment Center (SEC), the GOES energetic particle measurements are made available to a broad 
range of civilian and military users, fulfilling both commercial, military, and scientific needs. Current operational uses of these 
data are summarized in Table 2. As the data are received and processed in real time, they form the basis for the official 
government civilian alerts of currently existing flux levels and wamings that high flux levels are likely to occur. 

The SEC alert and warning thresholds indicated in Table 2 have been established based on a combination of current customer 
needs, long-term studies of the environment and its effects on spacecraft systems and humans, and to some extent on historical 
practices. For example, the proton aledwarning threshold of 10 particles/(cm2 s sr) at energies greater than 10 MeV 
corresponds to a flux level at which users consider the resulting Polar Cap Absorption to be of significant interest. More 
recently, the SEC began issuing alerts for energetic electron flux levels that relare to deep dielecmc charging on 
geosynchronous spacecraft, as discussed above. The satellite user community was polled to solicit their input as to where the 
threshold should be set to best serve their needs. Since deep dielectric or bulk charging varies with different spacecraft 
shielding and with different electronic devices, many different levels were suggested. A moderately low level was chosen for 
the energetic electron alert (see Table 2) in order to accommodate the majority of the customer needs. 

The measurement of energetic proton flux is used operationally as advance warning of enhanced geomagnetic activity that may 
occur within about two days following the onset of the solar protons. The measured particles, together with model calculations 
based on the locations of active regions on the Sun, are used to make these predictions. These real-time data are also used to 
support the Johnson Space Flight Center during missions of the Space Shuttle. Similar support is anticipated for the 
International Space Station. 

The data obtained from the GOES instruments are also made available to the general public over the Internet. Plots covering the 
current day and the previous two days of the electron fluxes at greater than 0.6 MeV and greater than 2 MeV are available at the 
SEC WEB site (http:Nwww.sec.noaa.gov) and are updated in real time. The proton and electron integral flux levels in the 
energy ranges given in Table 2 are also available in tabular form and can be downloaded from the SEC computers. 

An important function of the GOES EPS and HEPAD measurements, in addition to the real-time operations, is to provide an 
extensive database for use in post-event analyses and long-term studies. When orbiting spacecraft experience anomalous 
behavior, the initial concern is often to determine if the anomaly resulted from conditions in the natural environment. The 
NOAA Space Environment Center and the USAF Services Center are frequently contacted in these situations, and then work to 
assess the possible role of the environment in the abnormal spacecraft behavior. 

The GOES energetic particle measurements have also served as the basis for studies of various natural phenomena, including 
galactic cosmic rays, the Sun, the heliosphere, and the near-Earth space environment. The effects of the energetic particle 
populations on spaceborne systems, on other regions of the environment, and on humans are also investigated with these data. 
For example, cosmic radiation (greater than 200 MeV) is thought to have potential long-term human exposure risks. These 
very energetic particle fluxes are monitored continuously by the HEPAD. Long-term trends have been investigated using data 
from the GOES-6 spacecraft, and it has been demonstrated that a strong correlation exists between the HEPAD flux levels ana 
the count rates measured by ground neutron monitors 12. Studies of the cosmic ray modulation over solar cycles have led to the 
concept of an effective heliospheric potential that allows one to estimate the long-term cosmic ray dose that may be 
experienced over time by, for example, airline crews13 or astronauts. 

5. SUMMARY 

The energetic particle instruments on the GOES spacecraft are providing a critical monitor of the environment at geostationary 
orbit. These instruments cover a broad energy range that is sensitive to processes occurring near-Earth, at the Sun, and 
throughout the heliosphere. The conditions of the geosynchronous energetic particle environment are not only important to the 
owners and the operators of the numerous satellites in geosynchronous orbit, but also provide key infoxmation on the conditions 
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at other locations in space where manned and unmanned spacecraft may be located. In addition, these data provide information 
on the particle fluxes that also affect the ionosphere and the upper atmosphere. 

The GOES energetic particle measurements provide an important component of the civilian and the military real-time alerts and 
warnings of potentially hazardous conditions in the space environment. Relativistic electron fluxes, which are known to cause 
electrostatic discharge in spacecraft instrumentation, are continuously monitored, and alerts are issued by the NOAA Space 
Environment Center when potentially hazardous levels are reached. Research on the long-term trends of these energetic 
particles has, to some extent, enhanced our ability to predict these flux levels. The energetic proton fluxes that are monitored by 
the GOES spacecraft provide information for real-time alerts of potentially hazardous flux levels and also allow some 
predictability of future geomagnetic activity. Finally, the extensive database that has been established by GOES monitoring 
allows comprehensive analyses to be performed which will continue to lead to a better understanding of our space environment 
and its effects on human activities and other natural systems. 
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P. L. Bommann, D. Speich, J. Hirman, L. Matheson, 
R. N. Grubb, H. A. Garcia, and R: Viereck 

NOAA/Space Environment Center 
325 Broadway, Boulder, CO 80303 

ABSTRACT 

The X-Ray Sensor (XRS) on the Geostationary Orbiting Environmental Satellite (GOES) provides a standard reference 
for essentially continuous monitoring solar activity and characterizing solar flares. Disk-integrated x-ray fluxes observed by 
XRS are used by forecasters and researchers around the world as a measure of the strength and duration of solar flares. The 
peak 0.1-0.8 nm x-ray flux during flares is used to distinguish between C, M, and X flares, flares that differ by an order of 
magnitude in the peak flux. Forecasters use this peak flux to predict the magnitude of proton events, and the x-ray duration is 
used to estimate whether coronal mass ejection may have occurred that could cause a geomagnetic disturbance if it hits the 
Earth. Recipients of the data use the peak flux and the duration of the flare to estimate the disturbances expected on radio 
communication systems. The magnitudes of XRS-observed flares are also used to determine when to issue alerts of changed 
ionospheric conditions that can disrupt communications and GPS signals. X R S  fluxes are also used to augment solar radio 
observations to alert users of radio frequencies of times when the solar signal may interfere with their operations. The nm- 
flaring x-ray flux, otherwise known as the x-ray background flux, is used as a proxy for the solar E W  emissions that are used 
to predict the atmospheric density as satellite orbits; variations in the daily averaged solar x-ray flux are used to estimate 
changes in the atmospheric drag on spacecraft orbits. 

Keywords: GOES, x-rays, solar physics, x-ray instruments, space weather, solar-terrestrial disturbances, flares 

1. INTRODUCTION 

The X-Ray Sensor (XRS) on the Geostationary Orbiting Environmental Satellite (GOES) provides real-time monitoring 
for solar x-ray flares. Two ion chambers measure the electrons produced by incident solar x-rays in the 0.05 to 0.4 and 0.1 to 
0.4 nm ranges. These band asses, shown in Figure 1, show a dramatic change of signal during solar flares’. To first order, the 
non-flaring solar spectrum can be thought of as a step function, with a nearly flat spectrum for x-rays for wavelengths greater 
than about 0.1 nm, as shown in Figure 2. During solar flares, the x-ray emitting plasma temperature can rise to 20 x lo6 K or 
more causing the step function to move to shorter wavelengths. As a result, the Sun starts emitting strongly in the XRS 
bandpass causing a strong increase in the XRS signal. 

P 

Disk-integrating x-ray sensors have been measuring solar fluxes in the 0.05 to 0.4 and 0.1 to 0.8 nm ranges since the 
early 1 9 6 0 ~ ~ .  The early x-ray fluxes were measured by instruments flown by the Naval Research Laboratory (NFU) on the 
Solar Radiation (SOLRAD) program’, the Orbiting Solar Observatory (OSO), and the Orbiting Geophysical Observatory 
(OGO) satellites4. The first X R S  instruments were flown on the National Aeronautics and Space Administration’s (NASA) 
Synchronous Meteorological Satellites (SMS) starting in 1974’. Two years later, in 1976, XRS were included on the first 
GOES spacecraft flown by the National Oceanic and Atmospheric Administration (NOAA)~.’. 

Because GOES is in a geosynchronous orbit, XRS provides nearly continuous monitoring for solar flares. The only loss 
of coverage for each XRS occurs during weekly electronics calibration (of about 10 minutes each), during spacecraft orbit 
adjustments (usually lasting 2-4 hours roughly every 45 days), and during the spring and fall eclipse seasons (up to 75 minutes 
per day for a total of about 90 days per year). Total coverage is maintained by operating two XRS instruments on two GOES 
spacecraft separated by roughly 60” in longitude. This can be compared with the 79% optical coverage provided by the U. S. 
Air Force’s (USAF) ground-based Solar Observing Optical Network (SOON). Thus XRS provides the only instrument for 
continuous, real-time monitoring for solar flares. 
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Figure 1.  The solar spectrum for the XRS wavelength range for temperatures typcial of active regions to 
flares. Hotter spectra have larger fluxes at shorter wavelengths. 
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Figure 2. Wavelength dependence of XRS for GOES-4 h u g h  GOES-M. Vertical lmes represent the 
relative intensities of the '5Fe x-ray source used to calibrate the XRS. 
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X R S  observes emissions originating from the solar corona high above the photosphere and chromosphere. Unlike most 
ground-based optical observations, which observe photospheric and chromospheric emissions, x-ray emission can be seen 
from regions beyond the solar limb. When no optical flare location is reported, forecasters must determine if the flare ocurred 
from a region beyond the solar limb. If it came from a strong flare that has recently rotated beyond the west limb, it could 
produce high energy particles. If the flare came from a region beyond the east limb, this region would be expected to produce 
additional flares as it rotates onto the front side of the Sun. 

XRS data provide a long-term database of x-ray flare fluxes that provides a standard reference of comparing solar flares. 
The x-ray flare classification is based on the peak flux from the entire Sun as observed in the 0.1 to 0.S nm XRS channels. 
This classification is reported as a leter and a multiplier. The letter represents factors of ten increase in flux, starting at 1 0“ W 
rn-2 for C flares. The letters can be thought of as representing C for Common flares, M for medium flares, and X or X-tra large 
flares. (The letter sequence has been extended to lower fluxes, giving a full sequence of A, B, C, M, and X.) The other 
standard flare classification, based on ground-based optical images, is more subjective. This optical classification is based on 
the spatial extent of the H a  flare reported as a numerical value (0-4) and letter indicating the flare brightness above a 
background that is manually adjusted to eliminate flare reports from small-scale fluctuations in the active region intensity. 
This optical classification uses the letters F for Faint, N for Normal, and B for Brilliant flares. 

2. SOLAR X-RAY FLUX VARIATIONS 

Disk-integrated solar x-ray fluxes vary on several timescales and are indications of changes in different solar features. 
Very long-term variations in the x-ray flux, on the order of years, are associated with the solar cycle. The number of active 
regions on the solar disk each day rises from zero at solar minimum to over thirty during solar maximum over the solar cycle 
of roughly 1 1 years. This causes the non-flaring solar x-ray flux (the “background flux”) to vary over the solar cycle by nearly 
two orders of magnitude’, from 8 x 10” to 1 x 10“ W m-’. And because flares come primarily from solar active regions, the 
number of flares also varies with the solar cycle. 

Slowly evolving changes on the order of days are the result of solar active regions. These regions can last for days to 
weeks and will contribute to the X R S  signal during the two week interval when the 27-day solar rotation brings them to the 
front side of the Sun. The contribution from individual active regions can be seen near solar minimum when only one strong 
active region is present; near solar maximum the overlapping signals from multiple active regions cause source conhsion in 
this disk-integrated data and the contributions from individual regions cannot be extracted. 

Short-term variations on the order of minutes to hours are caused by flares. The x-ray flux increases significantly during 
flares, with peak flare fluxes rising to three or more orders of magnitude above non-flaring levels. The slowly evolving flares 
are known as Long Duration Events (LDEs). 

3. OPERATIONAL VALUE 

X-ray fluxes are used to forecast the geomagnetic storms, ionospheric disturbances, and energetic particle events. The 
manifestation of a solar flare in the terrestrial environment and the effect of that manifestation are described in the following 
sections. 

3.1. Radio Communications 

Radio communications were the first systems known to be disturbed by solar activity. In the early 1940s engineers 
realized that radio communication difficulties occurred when the Sun was in the antenna’s beam pattern. Even today radio 
communication along the line of sight to the Sun can be corrupted during solar flares. Radio fluxes from 245 MHz to 15.4 
GHz are monitored in real time by the USAF’s Radio Solar Telescope Network (RSTN), and X R S  fluxes are used as 
verification that a solar flare has occurred. 

Solar x-ray, E W ,  and UV fluxes incident on the Earth’s atmosphere affect the level of ionization within the ionosphere. 
This, in turn, affects radio communication passing through the ionosphere (e.g. ground-to-satellite communication) or 
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reflecting off the ionosphere (e.g. long-distance ground-to-ground communication). X-rays are absorbed in the D region of the 
Earth’s ionosphere. This increases the local ionization and causes increased absorption of high frequency (HF) radio waves 
and shortwave fadeouts (SWF). In addition, the reflection height of very low frequencies (VLF) moves to lower heights 
during solar flares, causing sudden phase anomalies (SPA). The XRS fluxes are used as a proxy for radio disturbances, and 
alerts are issued when the x-ray flux exceeds the M5 and X1 (5 x lO-’and lo4 W m”) flux levels. 

Increases in the EUV and UV fluxes can also increase the ionization of the ionosphere’s E and F layers, which in tum 
affects radio waves entering these layers. This can corrupt LORAN navigation systems, shortwave radio broadcasts, 
spacecraft-to-ground and airplane communications, and also cause erroneous readings from the Global Positioning System 
(GPS). Solar E W  and UV fluxes are not monitored directly, but since solar fluxes increase in nearly all wavelengths during 
solar flares, x-ray and radio fluxes can be used as proxies. XRS fluxes are therefore used to estimate the severity and duration 
of disturbances to radio and other affected systems. 

3.2. Satellite Drag 

X-ray and EUV fluxes also affect the density of the Earth’s upper atmosphere by heating the atmosphere and causing it to 
expand and rise. The net result is that at a given altitude, the density of the atmosphere will change. These density changes 
affect the drag experienced by satellites in low Earth orbit (LEO). Because E W  fluxes are not measured directly, the 10.7 cm 
solar radio fluxes are used as a proxy for solar E W  fluxes. The F10.7 flux is recorded three times a day, but can be interrupted 
by severe terrestrial weather conditions. Even though attempts are made to record these fluxes during non-flaring periods, 
flare contamination occasionally occurs. Furthermore, there is not always good correlation between the F10.7 flux that is 
observed and the EUV flux that affects the upper atmosphere. 

For atmospheric density calculations, a direct measurement of the EUV fluxes would be a much better input because the 
EUV fluxes are affecting the atmospheric responses directly. Although these models are designed to use E W  spectra scaled 
by the 10.7 cm radio flux, we will not be able to advance our understanding of these physical processes without measuring the 
fluxes directly. Because of this, NOMSEC has been exploring cost-effective methods to include solar E W  monitoring on 
the GOES satellites’. 

Short-term predictions of the F10.7 cm flux are used to estimate orbit changes required to track thousands of satellites. 
Long-term predictions are used to estimate atmospheric density and orbit drag changes that will affect the orbital lifetime of 
kture satellites. 

3.3. Atmospheric Models 

Solar EUV radiation not only heats the upper atmosphere, but also influences the chemical reactions. For example, the 
production of nitric oxide (NO) in the lower thermosphere is directly related to the action of both E W  and soft X-ray radiation 
on the neutral atmosphere. Because the EUV fluxes are not routinely measured, models of atmospheric chemistry scale several 
solar EUV reference based on the 10.7 cm solar radio flux. One of the primary energy inputs to these models is 
therefore based on spectra observed in the late 1970’s. Model calculations of the amount of atmospheric nitric oxide do not 
agree with reported x-ray fluxes, but could be explained if the incident solar x-ray flux was a factor of 2-3 larger , 
particularly near solar maximum, for wavelengths longward of XRS (Le. in the 0.8 to 14.0 nm range) that are not directly 
measured. One attempt to study this discrepancy is re-examining the assummed solar temperatures used to derive the 4.4-6.0 
nm fluxes reported from SOLRAD”. 

12.13.14 

3.4. Particle Events 

The x-ray flare flux is used to empirically estimate the anticipated peak particle flux based on historical datal6’ 17. The 
peak particle flux scales as the 413 power of the time-integrated x-ray fluxX18, with a correlation c~ef ic ien t ’~  of 0.7. Because 
the particles with the highest energies can reach the Earth within about twenty minutes, the forecasters make an estimate of the 
anticipated peak XRS flux shortly before the flare reaches its x-ray peak in order to estimate the anticipated total x-ray flare 
flux. The total flux is used with the solar flare location and the solar wind velocity to predict the peak particle  flu^'^*'^. Flare 
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locations are usually available fiom ground-based optical observatories, and SXIZo will monitor flares without interruptions 
from terrestrial weather. The solar wind velocities are currently available in real time for about two hours each day fiom the 
WIND spacecraft; a real-time solar wind monitor at the L1 Lagrange point would be a much better solution. 

Recent research" suggests the occurrence of a particle event may be related to changes in the hard x-ray spectraZZ and the 
NOMSEC 'Is pursuing opemities to fly a Hard X-ray solar plasma temperature derived from the XRS fluxesu. 

Spectrometer ( X R S )  for future testing of this technique. 

3.5. Geomagnetic Disturbances 

Long Duration x-ray flare Events, known as LDEs, are associated with Coronal Mass Ejections (CMEs) and filament 
disappearances, both of which are associated with geomagnetic disturbances. The XRS measures x-ray fluxes over a dynamic 
range of at least five orders of magnitude with a flux resolution of at least 2-3%. Therefore, XRS cannot observe small 
changes in flux that are less than 1% of the total solar flux. This makes it difficult to observe faint LDEs, particularly near 
solar maximum when the non-flaring x-ray flux can be three to four orders of magnitude greater than at solar minimum. Some 
faint LDEs may be observable when the background fluxes are low, but would not be observable when the background fluxes 
are higher. In fact, increases in x-ray flux observed by the Solar X-ray Telescope (SXT) on Yohkoh that were associated with 
CMEs are much less than the total x-ray flux observed across the solar disk24; these events could not be detected with the 1% 
flux resolution of XRS. For these weak events, spatially resolved x-ray images fkom the future GOES Solar X-ray Imager 
(SXI) will be used. 

3.6. Research 

The ratio of the fluxes in the two XRS wavelength bands can be used to derive an average flare temperature. Because the 
solar spectrum changes with the temperature of the emitting plasma, the response in each XRS waveband will change by a 
different amount, with the 0.05-0.4 run channel increasing by larger factors than the 0.1-0.8 nm channels as the flare 
temperature increases. A simple, analytic formula is available for determining the flare temperature from the observed flux 
ratio2$. More recent calculationsz6. with updated atomic physics calculations confirm this formula for temperatures above 
3 x lo6 K. Alternatively, tables of the ratio of the electrical current generated in the two XRS chambers can be used to derive 
the average solar plasma temperature". These temperatures have been used with temperatures derived from other instruments 
to study flare proper tie^^**^^. 

Because XRS is a disk-integrating instrument, the derived temperature will be an average over all of the x-ray emitting 
structures of the sun, which has been illustrated in the analysis of XRS data during a lunar eclipse3'. Thus proper subtraction 
of the pre-flare flux is required when deriving a temperature for the weaker flares3'. 

4. FLUX CALIBRATION 

The calibration of the XRS fluxes is of interest to groups using the reported fluxes in models of the chemical reactions in 
the Earth's atmosphere. It is also an issue of current investigation because the fluxes reported by XRS instruments on the 
three-axis spin-stabilized GOES-8 and GOES-9 are larger than reported by the spinning GOES-5 and GOES-7. 

Whenever a new XRS is launched, its fluxes are compared with those of previously launched instruments. In most cases 
the fluxes agree to within the calibration uncertainty. XRS instruments are calibrated before launch with a reference "Fe x-ray 
source emitting at 0.18 nm (see Figure 2). These calibrations are accurate to at least 30 = +/- 1 l%32. Occasionally the fluxes 
differ by more than the stated level of calibration uncertainty and a scaling factor is introduced in the ground processing of the 
XRS data. This was done for GOES-6, -8, and -9 to force the reported fluxes to agree with measurements from the previous 
satellites in the series. In these cases the X R S  fluxes have been scaled to match the fluxes &om all previous instruments; the 
scaling factors applied during SEC ground processing are summarized in Table 1. The physical explanation for these 
discrepancies is a subject of current investigation at SEC. 
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It should be noted that XRS fluxes were systematically 1.5 to 2 times greater than SOLRAD-reported fluxes in the 0.05- 
0.4 nm band and 2-4 times lower in the 0.1-0.8 nm band4. The bandpasses of the two instruments are similar, although the 
XRS instruments have greater response at the longer wavelengths in each band. 

GOES 5 
GOES 6 
GOES 7 
GOES 8 
GOES 9 

Table 1. XRS Scaling Facton 
(applied during ground processing 

I , 
0.5-4 A 1-8 A 
1 .ooo 1 .ooo 
1 .ooo 0.833 
1 .ooo 1 .ooo 
0.920 0.790 
0.920 0.790 

5. CONCLUSIONS 

Two XRS operating on GOES provide the only source of continuous flare patrol, which is critical for monitoring the Sun 
for sources of solar-terrestrial disturbances. XRS has a long history of providing reliable data, that together with its 
predecessors form a continuous data series covering over three decades. These data are now using the data as a measure of the 
total solar x-ray flux incident on the Earth. This raises questions that have not yet been fully resolved regarding the absolute 
flux calibration between X R S  instruments on the spinning and non-spinning GOES and between the GOES X R S  and the x-ray 
monitors flown on SOLRAD. 

The XRS fluxes are used in numerous ways to assist in forecasting and monitoring solar disturbances. It is the only 
source of data that provides a continuous flare monitor. Data from other instruments are used to support the XRS 
observations. It should be noted that direct EUV monitoring system or better physical understanding of the relationship 
between the solar production of X-ray and EUV flux is required for models tracking the effects of the EUV fluxes; 
atmospheric density esimates will continue to have large uncertainties if these advances are not made. 
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ABSTRACT 

Magnetic field measurements have been made from geosynchronous orbit for more than 20 years. These measurements are 
important for monitoring ”space weather” and for providing a unique data base that can be used for improving our knowledge 
of the Earth’s magnetosphere and solar-terrestrial interactions. This paper will focus on the variety of products and services 
provided by these measurements - those currently available, and those under consideration for the future. The magnetic field 
measured at the GOES is presently used to detect synchronous orbit magnetopause crossings and shocks in the solar wind, to 
assist forecasters in qualitatively assessing the level of geomagnetic disturbance, to interpret changes in energetic particle 
measurements, to provide data to the National Geophysical Data Center, to support in real-time scientific activities such as 
rocket launches, and to conduct research for a better understanding of the space environment. One important use of 
magnetometer data in the Space Environment Center is to alert customers when shocks occur in the solar wind. These shocks 
have the potential for energizing particles to multi-MeV levels, causing Single Event Upsets (SEU’s) in spacecraft electronics, 
and at lower energy ranges causing deep-dielectric charging that produces spacecraft anomalies. Data from the new GOES-8 
and GOES-9 spacecraft will be discussed along with prospects for future products and services. 

Keywords: magnetometer, geomagnetic field, geomagnetic storm, geomagnetic substorm, geosynchronous, GOES 

1. INTRODUCTION 

In 1945, in the British radio journal Wireless World, Arthur C. Clarke was the first to propose the use of three satellites, 
located 22,300 miles above the equator, to provide global TV coverage. As he wrote about this proposal in the early 1960’s 
in the book Profiles of the Future, he noted that preparations were underway by the Hughes Aircraft Company and the United 
States Army to launch communications satellites into this 24 hour orbit’. On July 26, 1963, Syncom 2 was launched, 
becoming the first communications satellite in geosynchronous orbit. It was only a few years later, in 1966, that the first 
magnetic field measurements were made in geosynchronous orbit by the ATS- 1 (Application Technology Satellite), and 
operational measurements began with the SMS (Synchronous Meteorological Satellite) in May 1974’. 

Since those early days of the space age, hundreds of satellites valued at billions of dollars have been placed in 
geosynchronous orbit to provide a multitude of services like improved global communications and weather monitoring. 
These resources, satellites in  other orbits, and many ground-based technological systems are vulnerable to “space weather” 
effects like those caused by damaging energetic particles and severe geomagnetic disturbances. Consequently there is a need 
for monitoring, specifying, and predicting conditions in the near-Earth space environment where these systems operate. The 
Geostationary Operational Environmental Satellite (GOES) magnetometer is one of the instruments that provides these 
functions, and it is included in the NOAA Space Environment Center Space Environment Monitor (SEM) package that is 
operational on each GOES. The other instruments in the SEM package, an Energetic Particle Sensor (EPS) and a solar X-ray 
Sensor (XRS) are described elsewhere. In addition, a new operational instrument to provide Solar X-ray Images (SXI) will be 
flown on GOES around the year 2000. As described below, the geosynchronous environment is not only an important 
location for monitoring space weather, but it is also a unique location for providing data that can be used for improving our 
knowledge of the Earth’s magnetosphere and solar-terrestrial interactions. 

Following two SMS satellites, the first GOES was launched in October 1975, and they have continued to this day with the 
currently operational GOES-8 and GOES-9 spacecraft’. The magnetic field data, beginning with SMS-1, are used for space 
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weather operations, and are collected and processed by the N O M  Space Environment Center to be archived and distributed 
through the N O M  National Geophysical Data Center. The continuous record spanning several decades is one of the values 
of these measurements over measurements made in other orbits over more limited time spans. This paper will describe the 
magnetometer instrument, the geosynchronous space environment, and operational and scientific uses of the GOES 
magnetometer data. 

2. MAGNETOMETER INSTRUMENT: DESCRIPTION, TESTING, AND OPERATION 

The magnetometers on the three-axis stabilized GOES I-M (called GOES 8-12 after launch) series of satellites are three-axis 
fluxgate magnetometers manufactured by the Schonstedt Instrument Company and integrated on the spacecraft by Space 
SystemsLORAL. The magnetometer electronics are inside the spacecraft, and the sensors are mounted on a three-meter 
boom attached at the north west corner of the anti-Earth panel, with the primary sensor at the end of the boom and a second 
redundant sensor located 0.3 meters inboard of the first. Each 
magnetometer axis is measured once a telemetry frame (0.512 seconds), with a 42 millisecond delay between sampling 
successive axes. To reduce aliasing, each of the three-axis magnetometer outputs is filtered through a five-pole 0.5 Hz 
Butterworth low-pass filter. 

Only one magnetometer may be operated at a time. 

The magnetometer range is k 1000 nanoTesla (nT), and is measured by a 16 bit analog-to-digital converter providing 0.03 nT 
sensitivity. With temperature compensation of the sensors and electronics, the accuracy of the instrument is 1 nT. The 
instruments are monitored for proper operation by adding a series of small fixed currents to a set of auxiliary windings during 
weekly calibrations and checking for proper magnetometer gains and transient responses. 

To insure accurate measurements, the GOES magnetometers are thoroughly tested and calibrated. Prior to launch, the 
instruments are temperature calibrated, and sensor gains and offsets are determined. Because stray fields, generated by the 
spacecraft, can severely contaminate the measurement, a stray-fields test program identifies whether or not various spacecraft 
systems produce magnetic signatures that are likely to be detected in orbit. If there is a detectable signature, it is either 
reduced to an allowable limit through hardware modifications, or a correction scheme is instituted in the ground-based data 
processing. Efforts are also made to minimize and control magnetic materials on the spacecraft and boom. An initial 
calibration of the spacecraft torquer coils is also made prior to launch. 

Absolute magnetic field measurements require accurate knowledge of magnetometer offsets that result from the spacecraft 
and the sensor electronics. A spinning spacecraft continuously provides the opportunity to measure these values for the spin 
plane sensors; however, on the three-axis stabilized GOES-8 and GOES-9, we must rely on a one time satellite maneuver. In 
orbit, just after the magnetometer boom deployment, the spacecraft is rotated about 3 axes to determine magnetic offsets that 
result from a combination of the spacecraft field and the magnetometer sensors. This maneuver cannot be performed again 
after all spacecraft appendages are deployed and the spacecraft becomes operational. Following the initial offset 
determination, data comparisons with magnetic field models are used to monitor for any major changes in these offsets. 

On GOES-8 and GOES-9, the spacecraft torquer coils are the major system contributing offset fields to the measurements that 
must be corrected during data processing. The magnetic torquers, along with two momentum wheels, a reaction wheel, the 
solar panel trim tab and 22 thrusters, maintain the proper attitude of the spacecraft. They are controlled by an attitude and 
orbit control subsystem. At the launch of GOES-8, the torquers could change current at a 20 minute interval. The currents 
could change from full scale of one polarity to full scale of the other polarity at one of these steps, could make a small step, or 
the current might not change at all at one of the possible current change times. A maximum size step can produce as much as 
a 400 nT magnetic signature at the magnetometer sensors. The control of the torquers has evolved into a small fixed size step 
in the torquer current at a much faster rate. The current operation of the torquers sets the current change at a level that causes 
a 1.5 nT magnetometer step at a minimum change interval of 2.56 seconds. In actual operation not every possible change 
interval has a torquer current change. GOES-8 torquer currents change from 600 to 800 times a day. 

A calibration between torquer currents and magnetic field signatures was made both on the ground and in space for correcting 
the magnetic field measurement; however, on GOES-8, noise in the torquer current telemetry introduced artificial noise in the 
"corrected" magnetic field at the few nanoTesla level. A correction has been instituted on GOES-8, and will be included on 
following spacecraft, to allow use of torquer command data for torquer current correction. The problem has been further 
dealt with on GOES-9, and future spacecraft, by filtering the torquer current telemetry before it is transmitted. 
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3. THE GEOSYNCHRONOUS MAGNETIC ENVIRONMENT 

Geosynchronous magnetic field measurements have proven useful for both operational and scientific purposes, in part 
because the orbit is in a strategic location for monitoring the effects of the major magnetospheric current systems. Much can 
be learned about solar-terrestrial interactions from analysis of these data. These currents described below4, are superimposed 
on the Earth's internal dipole-like field that has a value of about 110 nT at geosynchronous orbit located at 6.6 Earth radii 
from the center of the Earth. The Earth's internal magnetic field is modified at this location by perturbations that range from 
fractions of a nanoTesla to sometimes more than 100 nT, but are more typically on the order of 40 or 50 nT. The variations 
of concern occur on a wide range of time scales: seconds for solar wind shocks and magnetic pulsations, minutes and hours 
for substorms, a day for local time variations in magnetospheric structure, days for magnetic storms, and months and years for 
solar cycle effects. 

Figure 1: Solar-wind induced electric currents flowing in the magnetosphere. G K Parks, PHYSICS OF SPACE 
PLASMAS: AN INTRODUCTION, (portion of figure 7.1 from page 224), 0 1991 Addison-Wesley 
Publishing Company Inc. Reprinted by permission of Addison-Wesley Longman Publishing Company, 
Inc. 

As the solar wind streams past the Earth it distorts the Earth's dipole-like magnetic field into a shape that is compressed on the 
dayside, and drawn out into a geomagnetic tail hundreds of Earth radii long on the nightside (Figure 1). The velocity and 
density of the solar wind plasma, and the strength and direction of its imbedded magnetic field, influence not only the 
structure of the magnetic field surrounding the Earth, but also control the processes by which mass, momentum, and energy 
are transferred from the solar wind to the Earth's magnetosphere-ionosphere system. This interaction between the solar wind 
and the Earths magnetic field creates the complex and dynamic magnetosphere which can be monitored by the GOES field 
and particle instruments. 
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The perturbations in the Earth’s dipole field are caused by current systems external to the Earth that result from the coupling 
between the time varying solar wind and its interaction with the Earth’s magnetic field. The primary current systems affecting 
geosynchronous observations are the magnetopause current, the ring current, magnetic field-aligned currents, and the neutral 
sheet or cross-tail current. Figure 1 shows the Earth’s magnetosphere and the location of the major current systems in 
relation to magnetospheric regions and boundaries. Although the boundaries are dynamic, geosynchronous orbit is located in 
the equatorial region, typically between the plasma sheet and corotating plasma regions. 

The magnetopause current system is at the magnetopause boundary that separates the region of space dominated by the 
Earth’s field from the region dominated by the solar wind and its imbedded Interplanetary Magnetic Field (IMF). This 
interface is typically at about 10 Earth radii upstream of the Earth, between the Earth and Sun, but extends in a long 
downstream wake that is on the order of 100 Earth radii or more. The magnetopause current on the dayside enhances the field 
at geosynchronous orbit. The magnetopause boundary is dynamic, and when it is pushed in past the geosynchronous orbit 
location, satellites operations at that location can be affected. 

The ring current is caused by radial gradients in the density and temperature of typically 1 to 200 keV ions that surround the 
Earth. This current typically maximizes at about 3 to 4 Earth radii, its strength can be asymmetric around the Earth, and its 
radial location can extend over a distance of several Earth radii. The ring current is a westward current that produces a strong 
depression in the field in the inner magnetosphere and at the surface of the Earth during geomagnetic storms. 

Magnetic field-aligned currents that communicate information and electrically couple the ionosphere and the magnetosphere 
are quite complicated as a function of latitude, local time, and solar wind conditions. One of the most significant field-aligned 
currents that is detected at geosynchronous orbit is the current system associated with substorm expansion onsets in the 
midnight sector. Substorms typically occur every few hours, although their frequency and intensity are quite variable and 
dependent on solar wind conditions. The perturbations caused by the substorm related field-aligned currents are most notable 
in the east-west deflections of the geosynchronous magnetic field. 

The last current system described, the neutral sheet current, is located in the center of the plasma sheet region and supports the 
oppositely directed magnetic fields in the tail lobes. Field lines threading the plasma sheet are closed, with one foot in each 
ionosphere. The foot points form an oval shaped region surrounding the polar cap where the most intense auroral activity 
occurs in the high latitude ionosphere. When the tail currents are strong the magnetic field at GOES in the midnight region 
departs from its dipole-like shape and becomes very stretched. When substorm expansions occur, in addition to the field- 
aligned currents mentioned previously, there is a reduction of the neutral sheet or cross-tail current that causes the field 
geometry to revert to a more dipole-like shape. 

4. USES OF THE GOES MAGNETOMETER DATA 

There are a variety of uses of the GOES magnetometer data for both operational and scientific needs. These are outlined in 
Table 1 and a few examples are discussed in greater detail below. 

4.1. Assessing the level of geomagnetic disturbances 

The geosynchronous magnetic field data can be used to assist forecasters in qualitatively assessing the level of geomagnetic 
disturbances. Figure 2 illustrates some of the information that can be learned from the examination of a simple time series of 
the data; it shows one-minute averages of three components of the magnetic field and the total field measured by GOES-9 for 
the entire month of January 1996. The three components are: Hp, perpendicular to the satellite orbital plane or parallel to the 
Earth’s spin axis in the case of a zero degree inclination orbit; He, perpendicular to Hp and directed earthwards; and Hn, 
perpendicular to both Hp and He and directed eastwards. (This is the same coordinate system used for all the GOES magnetic 
field measurements since GOES-5; prior to GOES-5, Hn was directed westwards.) 

4.1.1 Diurnal variations 

An obvious feature in the data is the diurnal variation observed in all components and the total field. The diurnal variation is 
caused by the asymmetry in the Earth’s field with respect to the solar direction. Hp (the parallel component) and Ht (the total 
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Table 1: Operational and scientific uses of the GOES magnetometer data. 

field strength) typically maximize on the dayside near local noon, where the field is compressed by the solar wind pressure. 
Hp and Ht are reduced near local midnight where the Earth’s field is stretched out into a long geomagnetic tail, so the Hp or 
Ht diurnal variation can be used to quickly assess the local time of the GOES satellite at a particular UT. In this case, during 
the month of January, GOES-9 was being moved from 115.8 degrees west geographic longitude to its more permanent 
position at 134.7 degrees. (Typically one GOES satellite is at 75 degrees west geographic longitude and one is at 135 
degrees.) At the end of the month the total field (Ht) maximized near 21 UT when the satellite was near local noon and Ht 
minimized near 09 UT when the satellite was near local midnight. 

4.1.2 Solar wind dynamic pressure 

Another feature seen in the data, the magnitude of the field strength (Ht) maximum, can be used to infer the solar wind 
dynamic pressure, since this pressure is one of the factors controlling the compression of the Earth’s magnetic field and 
therefore the strength of the dayside field. During January 1996 the maximum varied by about 35 nT, and during the 4 to 6 
hours-per-day when the satellite is within 2 or 3 hours of local noon, these data can be used to monitor the solar wind 
influence on the magnetosphere. With two satellites separated by about 4 hours local time, as is typical for the GOES 
satellites, we could have an indicator of solar wind dynamic pressure during about 10 hours each day. These increases in 
solar wind dynamic pressure can at times be so large as to move the magnetopause inside geosynchronous orbit, causing 
major changes in the particle and field environment at this location. 

4.1.3 Substorms, field-aligned currents and magnetic field reconfigurations 

Substorms include brilliant activation of the aurora, the development of new and enhanced current systems in the ionosphere 
and magnetosphere, the reconfiguration of the magnetic field geometry in the magnetotail and geosynchronous regions, the 
injection and energization of particles into geosynchronous altitudes, and the formation of plasmoids that are ejected down the 
magnetotail. Substorms can be detected in both Hp and Ht and are most noticeable in Figure 2 where magnetic fluctuations 

SPlE Vol. 28 12 / 303 



GOES9 JAN1-31 1996 

140 

HP (nTj!” 
80 
50 
20 

60 

HE (nT> ’; 
- 3D 
- 60 

95 
65 

HN (nv  35 
5 

-25 
- 55 
1708 

05 10 15 20 25 30 

UT (days) 

Figure 2: GOES 9 magnetic field data for January 1996. 

cause a “hashy” appearance in the display around local midnight; good examples of this are seen on Jan 13, 14, and 15 and 
again around January 29. The geomagnetic activity index, Kp, indicates that these were the most disturbed days of January 
1996. 

Just as the Hp component at local noon can be useful for determining how compressed the magnetic field is on the dayside, 
the Hp component near local midnight can be used to indicate how stretched the field is on the nightside. The more stretched 
the field the weaker the Hp component near midnight, and as can be seen in the top panel of Figure 2, this component can 
vary substantially from day to day. Magnetic field stretching in the magnetotail is the result of a complex process that begins 
with the transfer of energy from the solar wind to the magnetosphere (where energy is stored in the form of increased 
magnetic flux in the tail lobes of the magnetosphere) enhancing the cross-tail current sheet and causing field-line stretching 
near geosynchronous orbit. Eventually this energy is released in the substorm process, causing the sudden relaxation, or 
dipolarization, of the stretched field. The sudden relaxation can be observed as an abrupt increase of the Hp component of 
the field, as seen on January 20 in Figure 2. 

Substorm activity and other processes related to energy coupling between the solar wind and the magnetosphere often result in 
increased field-aligned currents. These currents can cause variations in the east-west (Hn) component of the magnetic field at 
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geosynchronous altitude. A major increase in these currents is seen on January 13 in association with tail stretching and 
substorm activity. Although these dynamic phenomena have been studied for many years and are among the most fundamental 
processes in space plasma physics, they are far from understood. They are known, however, to be related to the space 
weather effects such as spacecraft charging that can affect satellite operations, and ionospheric currents and heating that can 
effect communication systems that depend on ionospheric properties. In the future, the GOES magnetometer data could be 
used to develop new substorm indices based on magnetic field stretching, dipolarizations, and the disturbances described 
above. 

4.1.3.1 Magnetic field observations and auroral substorm images 

The magnetic field variations observed by GOES magnetometer during substorm expansion onsets, such as tail stretching and 
dipolarization, are related to a variety of global scale magnetospheric features. Observations from the recently launched 
NASA Polar satellite provide a new opportunity to explore further the relationship between GOES substorm observations and 
simultaneous auroral features monitored by imaging the Earth’s polar regions in the visible, ultraviolet, and x-ray 
wavelengths. These comparisons may lead to a better understanding of substorms and to improvements in forecasting and 
monitoring their effects on ground and space-based systems. 

The top portion of Figure 3 shows a gray scale version of an image made by the Polar satellite on May 15. 1996’. The entire 
auroral oval can be seen in this picture, along with a brightening of the aurora on the nightside. This figure, along with many 
others, are available at the World Wide Web (WWW) site http://www-pi.physics.uiowa.edu/www/vis/. The top portion of 
Figure 3 is described at this site as, “A sudden, intense bulge in the auroral oval signals the start of an auroral substorm over 
North America. The bulge can be seen easily over northern United States and southern Canada. A map of the coastal outlines 
has been superposed on the image. This image has been acquired by the Earth Camera that is one of the three cameras in the 
Visible Imaging System (VIS) on board the Polar spacecraft. In this mode, an image of Earth can be acquired every 53 
seconds with the VIS Earth Camera. This image was taken at 07:13 UT on May 15, 1996. At the time of this image, the 
Polar spacecraft is located at 82.1 O latitude, 74.2’ longitude, and is at an altitude of 4 1,900 km as it approaches apogee. The 
filter for this image passes ultraviolet emissions that are not directly visible to the human eye. The intensities of this light 
from atomic oxygen in Earth‘s atmosphere at altitudes in the range of about 100 to 500 km are color-coded in the image with 
dark red as lowest intensities and whitish yellow as the brightest intensities.” 

The bottom portion of Figure 3 shows one-minute averages of the GOES-8 and GOES-9 magnetometer Hp component from 
0600 to 0800 UT. While GOES-8 shows little activity, there are two dipolarizations at GOES-9, and the larger second 
dipolarization at about 0713 UT coincides with the auroral brightening in the Polar image data. On May 15, 1996 GOES-8 
was located at 75 degrees west geographic longitude, and GOES-9 was located at 135 degrees west geographic longitude. The 
foot of the magnetic field line through GOES-9 intercepts the Earth approximately in western Canada just north of the bright 
aurora, while the GOES-8 field line intercepts the Earth in eastern Canada, far to the east of the bright aurora. These results 
illustrate how the GOES satellites can be used as a diagnostic of magnetospheric substorms - the two satellites provide 
information about the substorm expansion onset time and on the strength and spatial extent of the current systems. The high 
time and spatial resolution Polar images will provide a new opportunity to examine this relationship between the 
geosynchronous and ionospheric manifestations of the substorm processes. 

4.1.4 Magnetopause crossings and shocks 

An important operational use of the GOES magnetometer data is related to the need to monitor magnetopause crossings and 
interplanetary shocks. As described earlier, magnetopause crossings at geosynchronous orbit are caused by increases in solar 
wind dynamic pressure. The largest increases are often, but not always, associated with shocks in the interplanetary medium 
and geomagnetic storms. Magnetopause crossings at geosynchronous orbit can have serious effects on those satellites that 
depend on magnetic torquer coils to adjust for satellite momentum changes caused by solar radiation pressure. Some satellite 
operators have indicated that they would turn off torquers during these intervals rather than torque against a magnetic field 
that differs substantially from what is expected‘. The largest geomagnetic storms often begin with the arrival of a shock in the 
solar wind7 and these shocks can cause transient geomagnetic disturbances that affect ground-based electric power systems. 
In addition, large shocks, such as one on March 24, 1991, can produce new radiation belts of MeV electrons and protons in a 
matter of seconds*. These radiation belts can be long lasting and can damage, destroy, or limit the lifetime of satellite 
electronics. 
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Figure 3: (Top) This image was acquired with the Earth Camera that is one of three cameras in the Visible 
Imaging System (VIS) which was designed and constructed at  The University of Iowa. The VIS is one 
of twelve instruments on the Polar satellite of the NASA Goddard Space Flight Center. The Principal 
Investigator is Dr. L. A. Frank and the Instrument Scientist and Manager is Dr. John. B. Sigwarth. 
(Courtesy L. Frank) (Bottom) GOES-8 and GOES-9 magnetometer Hp component from 6-8 UT on 
May 15,1996. 
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Figure 4: GOES 6 and 7 magnetic field Hp component at the onset of the March 24,1991 magnetic storm. 

The March 24, 1991 geomagnetic storm is one example in the GOES data base that illustrates magnetic field effects during a 
large storm. These data, from GOES-5 and GOES-6, are shown in Figure 4 as 3.06 second data from the parallel (Hp) 
component for the entire day. At 3:41 UT a shock in the solar wind encountered the Earth's magnetosphere, compressing the 
magnetic field to nearly twice its normal value at GOES-6 and slightly less at GOES-7. Later in the day, as indicated in 
Figure 4, the field normally positive and on the order of 100 nT, reversed sign to a large negative value, indicating a 
magnetopause crossing. An accurate magnetopause model and solar wind measurements from an upstream monitor, such as 
the currently operating NASA WIND spacecraft or the future NASA ACE spacecraft, could provide a 30-60 minute forecast 
of these conditions; current model results, however, are least valid during extreme solar wind conditions, when they are most 
needed. Therefore, there is a need for improved magnetopause models, the testing of these models under extreme conditions, 
and monitoring what actually occurs at the geosynchronous location at GOES. 

In the Space Weather Operations office at NOAA SEC, an automated computer procedure monitors the GOES spacecraft and 
the Boulder ground magnetometer for rapid changes in the geomagnetic field. When two out of three of the sensors indicate a 
rapid change, an alarm is sounded to alert forecasters to a possible sudden impulse or shock, and they can give increased 
attention to the data, and if necessary, send out an alert to customers. 
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5. SUMMARY 

The GOES magnetometer measurements provide crucial information about the geospace environment that is used to protect 
military and civilian ground and space-based assets that are vulnerable to space weather effects. In this paper we have briefly 
described the magnetometer instrument, the environment the instruments monitor, how to interpret the data, and how the data 
are used to support real-time operations at the NOAA Space Weather Operations and the US Air Force 50” Weather 
Squadron. The data are archived at the NOAA National Geophysical Data Center. The data are also made available to real- 
time users through a variety of delivery systems, including the World Wide Web (http://www.sec.noaa.gov), and are archived 
and used at SEC for anomaly assessments, developing new techniques for operational applications, and for conducting 
research to better understand the space environment. 
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ABSTRACT 

The first Solar X-ray Imager (SXI) will provide a major advance in real-time, continuous monitoring of solar- 
terrestrial conditions. This instrument, which will fly on a Geostationary Operational Environmental Satellite (GOES), will 
provide full-disk images of the Sun once a minute in the 0.6-6 nm range with 5 arcsec pixels. SXI’s images will complement 
x-ray fluxes from the disk-integrating GOES X-Ray Sensor (XRS) and optical images from ground-based observatories. The 
automated sequence of SXI images will make it easy for forecasters, researchers, and image processing algorithms to 
interpret the images. 

SXl is being built to meet five operational goals for real-time prediction of solar-terrestrial disturbances: (1) SXI 
will provide clear evidence of x-ray coronal holes that are associated with recurrent geomagnetic storms. (2) SXI will 
provide flare locations that are used to estimate the magnitude and timing of energetic particle events, including flares from 
regions behind the solar limb that are not visible at other wavelengths. (3) SXI could provide a significant improvement in 
forecasting geomagnetic disturbances if CME-associated brightening can be readily observed. (4) SXI will provide advance 
warning of solar active regions that will be rotating onto the solar disk. ( 5 )  SXI images will show the complexity of the 
active regions, which will be used to estimate each region’s flare potential. 

Keywords: GOES, x-rays, solar physics, instruments, space weather, solar-terrestrial disturbances, flares, coronal 
holes, active regions 

1. INTRODUCTION 

The Solar X-ray Imager (SXI) will provide full-disk x-ray images of the Sun in several wavelength bands from 0.6 
to 6 nm. Tne 42 arcmin field of view will extend beyond the solar limb to observe features rotating onto and off the 32- 
arcmin diameter solar disk. A regular sequence of exposures at one-minute intervals will be used to cover the full dynamic 
range required to monitor solar activity. 

SXI is a cooperative effort among the National Oceanic and Atmospheric Administration (NOAA), the National 
Aeronautics and Space Administration (NASA), and the United States Air Force (USAF). Initial funding was provided by 
the USAF, and the instrument is being built by NASA’s Marshall Space Flight Center (MSFC) through a contract with the 
NASA Goddard Space Flight Center (GSFC). The instrument will be operated after launch from NOAA’s Spacecraft 
Operations Control Center (SOCC), and the data will be analyzed at NOAA’s Space Environment Center (SEC) and shared 
with the USAF’s 50th Weather Squadron (formerly the Space Forecasting Center). 

The first SXI will fly on GOES-M as part of the spacecraft’s Space Environment Monitor (SEM). GOES-M is 
currently scheduled to launch in December 1999, prior to the launch of GOES-L in December of 2003. Subsequent SXIs 
will be included on future GOES spacecraft to provide the continuous series of SXI’s required for real-time forecasting and 
monitoring of solar-terrestrial disturbances. 

In rough order of importance, the following operational goals for SXI are summarized here: 
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(1) SXI will provide clear images of coronal hole boundaries, which appear in x-rays as regions of low 
emission and are sources of high-speed solar wind streams associated with recurrent geomagnetic 
disturbances. 

(2 )  SXI will continuously monitor the Sun to determine flare locations, including flares from regions 
beyond the east and west limb; flare locations are used to predict the magnitude, arrival time, and spectrum 
of energetic particle events. 

(3) SXI may improve the forecasting of geomagnetic disturbances if the post-ejection signatures of 
Earthward directed Coronal Mass Ejections (CMEs) are observable as bright arcades of x-ray loops or 
transient darkenings. 

(4) SXI will be used to observe emission from active regions rotating over the east limb onto the visible 
solar disk, providing advance notification of the appearance of flare-producing region. 

(5) SXl will observe the intensity and morphology of coronal magnetic structures above solar active 
regions, which are used qualitatively to estimate each region’s flare potential. 

2. SXI’S HERITAGE 

SXI builds on a long heritage of solar x-ray instruments that were first developed for research. The first solar x-ray 
instruments had limited spatial resolution and integrated the solar flux over large fields of view. These instruments matured 
and NOAA has been including one in the GOES SEM package for many years as the GOES X-Ray Sensor (XRS). The XRS 
has been the backbone of solar-terrestrial observations for many years’ and will continue to provide a very unique and useful 
data set for characterizing the magnitude and temporal evolution of solar flares. 

The second generation of solar x-ray instruments used grazing-incidence mirrors to image the Sun. The first long- 
term series of images from these instruments was made by American Science and Engineering’s (AS&E) x-ray telescope S- 
054 on Skylab launched in 19742.3. These Skylab images clearly showed the utility of full-disk solar images for studies of 
coronal holes and solar flares. Further research instruments continued with the raster-scanning X-Ray Polychr~mator~ on the 
Solar Maximum Mission (SMM) in the 1980’s and the images from the Solar X-ray Telescope’ (SXT) on Yohkoh in 
operation since 199 1.  

SXI is based on technology developed for the Skylab and Yohkoh instruments. For example, SXI improves upon 
the film detection of Skylab by using digital detection. SXI’s mirror uses the same technology used by SXT to create a dual- 
surface, single-unit mirror, which simplifies alignment and reduces weight. And ground analysis of SXI images will likely 
use software developed for SMM and extended for SXT. 

Research and instrumentation continue to advance, with the third generation of EUV instruments having normal- 
incidence mirrors with multi-layer coatings to give narrow EUV bandpasses. This work started with rocket observations 
made by several groups6*’** and continues with satelliate observations. The Observatory (SOHO)’ launched in December of 
1995, uses this technology for its Extreme-ultraviolet Imaging Telescope (EIT)”. Images from EIT clearly show coronal 
holes at a time in the solar cycle when active-region emission is weak and coronal holes are near the sensitivity limit of the 
Yohkoh/SXT. The wavelength range of SXI is between that of SXT and EIT, leading us to believe that SXI’s response to 
coronal holes will be better that SXT’s. 

3. SPACECRAFT CONSIDERATIONS 

The geosynchronous orbit of the GOES spacecraft provides nearly continuous viewing of the Sun, and two SXI in 
operation would give complete solar coverage. SXI observations will be interrupted for less than IO minutes each week for 
calibration. Additional interruptions of usually 2-4 hours occur roughly every 45 days for station-keeping maneuvers when 
SXI and the XRS are stowed to protect them from thruster gases. Regular outages will also occur during the fall and summer 

310ISPIEVol. 2812 



Table 1. Comparison of Solar X-ray Instruments 
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eclipse seasons when the Earth blocks the spacecraft’s view of the Sun and therefore limits the power generated by the solar 
arrays. 

GOES eclipses occur daily during each 45-day eclipse season, with each eclipse growing progressively longer and 
then shorter with a maximum duration of about 72 minutes. The SXI will be placed in its survival mode during these 
eclipses, and routine image patrol will not restart until SXI has returned to operating temperatures and the detector voltages 
have been brought back to operating values, which can take up to 45 minutes after power is returned to the SXI. Another 
eclipse complication is insufficient power to maintain the optimized observing tables stored in the random access memory 
(RAM). After eclipses SXI will operate from tables that were loaded into the read-only memory (ROM) during instrument 
assembly. SOCC should be able to upload enough commands within a few hours after each eclipse to return the SXI to its 
optimized observing sequences that may differ from the ROM tables. 

Because the fust SXI was funded well into this block of spacecraft, the solar pointing capabilities were based on the 
less stringent requirements for the X R S .  The north/south pointing is maintained by the X-Ray Positioner (XRP) to which 
both the XRS and SXI are mounted. The XRP’s closed-loop control maintains the north/south pointing within 0.005” ( I  8 
arcsec) of Sun center. A bias current has been added to the XRP on GOES-M to allow the solar image to drift through the 
allowable range, rather than keeping it at the limit of acceptable pointing. 

The eastlwest pointing is determined by the solar array yoke. The actual pointing is a function of the spacecraft 
orbit and the stepping of the Solar Array Drive Assembly (SADA). The spacecraft is being modified to accept discrete 
SADA-step commands, and SOCC has agreed to command the spacecraft to add or delete SADA steps at least four times per 
day to maintain eastlwest pointing to within the desired + O . O 0 5 O  eastlwest pointing accuracy. 

Each step of the SADA introduces oscillations (sometimes called jitter) into the solar which affect the 
pointing stability of the XRP. For GOES-M the SADA will be operated in the double-step mode. This increases the time 
between steps, thereby allowing longer SXI exposure times of up to 3.36 s. It also improves the pointing stability because 
the second step is timed to minimize oscillations at the natural frequency of the solar array. Because the optimum delay time 
between double steps cannot be adequately determined prior to launch, it will be adjusted during post-launch testing to 
minimize the spacecraft-induced smear. Models of the spacecraft oscillations indicate that after optimization 80% of the 
energy of a point source should fall within a single 5-arcsec SXI pixel and 98% should fall within two pixels. In addition, 
SXI can time each image to finish just before each SADA double step so that exposures are taken when the oscillation 
amplitudes have had time to damp down. 

4. TELESCOPE HIGHLIGHTS 

SXI’s design incorporates requirements for operational solar monitoring from the three-axis spin-stabilized GOES 
spacecraft. Design considerations include limited exposure times caused by the repointing rate of the solar array and limited 
space on the spacecraft’s solar array yoke. SXI consists of an x-ray telescope, a high accuracy Sun sensor (HASS), and three 
electronics boxes. These components were required to fit within the limited space between the structural elements of the 
yoke. In addition, SXI must fit within a cutout in the spacecraft body during launch when the solar array is folded against the 
body of the spacecraft. 

SXI’s capabilities differ somewhat from that of its predecessors, as summarized in Table 1. SXI was designed to 
observe the development of solar activity and therefore was designed to maintain a continuous cadence of full-disk images, 
rather than focus on small, flaring regions. SXI was also designed to maximize the wavelength response at the longer 
wavelengths where cool coronal features, such as coronal holes, are most prominent. 

SXI focuses solar x-rays with a Wolter Type 1, grazing-incidence mirror. Both the parabolic and hyperbolic 
surfaces were ground from a single piece of Zerodur glass. The mirror’s nickel coating was chosen to maximize the response 
to long wavelength photons, particularly in the 2-6 nm range. 
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The focused x-rays are detected by an intensified CCD detector stack consisting of a microchannel plate (MCP), a 
phosphor-coated fiber optic taper (FOT), and an optical charge coupled device (CCD). The MCP converts the x-rays into a 
cascade of electrons, which cause the phosphor to emit optical photons. These optical photons travel through the FOT and 
are recorded at the CCD. A 1 : 1.2 taper was chosen to match the 19 micron CCD pixel size with the desired 5 arcsec field of 
view for each pixel. The photon-counting ability of this detector (as opposed to energy-detecting sensors) further improves 
the instrument response at the longer wavelengths. 

Images will be taken using polyimide and Beryllium filters to adjust the wavelength response within the system’s 
0.6-6 nm (0.2-2 keV) passband, as shown in Figure 1. (For comparison, the wavelength response of the YohkoldSXT is 
shown in Figure 2). The 12-position filter wheel includes redundant x-ray filters, a solid radiation shield, and a UV disperser 
to be used with the internal UV lamp for aliveness testing and limited in-flight calibration. The full wavelength response will 
be comparable to Skylab’s, and SXI’s narrower bandpasses will be comparable to SXT’s widest bandpasses. 

The Sun will drift in front of the SXI between SADA steps at the rate of 15 arcsec per second. This image drift will 
be removed by stepping the charges within the CCD at the same rate. Pointing knowledge will be available from two sensors: 
the SXI’s High Accuracy Sun Sensor (HASS) will provide pointing knowledge to 5 arcsec, and the spacecraft’s Sun Analog 
Sensor (SAS) on the XRP will provide coarser pointing knowledge to at least f l  arcmin. If the solar pointing is adjusted 
during an exposure by either the SADA or the X R P ,  SXI can be set to automatically retake the image. If pointing is affected 
by other sources, such as other equipment on the b pace craft'^ SXI images may be affected. 

The resolution of the images will be somewhat less than the 5 arcsec pixels, due to limitations of the mirror, the 
detector stack, and the spacecraft stability. Estimates from early mirror metrology suggest that the mirror resolution will be 
about 4.4 arcsec, and resolution tests have given detector resolutions of 7.5 arcsec. The oscillations from the spacecraft are 
expected to contribute 2.0 arcsec to the reduced system resolution. Taken together, these three sources indicate that the 
resolution of the SXI images will be between 9 arcsec and 14 arcsec, depending on whether these effects add in quadrature or 
I inearly . 

Exposure times can be chosen in 1 ms increments from 1 ms to 65 s, although the actual exposure time will be 
slightly longer because the circuitry adds 0.5 ms to each exposure. In practice the longest exposures will be much shorter 
than what is allowable by the software. SADA double steps occur every 3.36 s, which places a practical limit on the 
exposure times during routine operations. We will, however, acquire longer exposures at least four times per day when 
SOCC commands the spacecraft to drop a SADA double step and take a longer exposure. 

5. SOLAR FEATURES 

There are four basic features that SXI was designed to observe: coronal holes, solar active regions, flare locations, 
and signatures of coronal mass ejections. Each of these solar features is used for monitoring and forecasting solar-terrestrial 
disturbances. 

5.1. Coronal Holes 

X-ray images from Skylab showed clear evidence of x-ray coronal holes. These regions of extremely low x-ray 
emission can persist for months, appearing for approximately two weeks during each solar rotation. Coronal holes, 
particularly during solar activity minimum, are associated with high-speed solar wind streams and recurring geomagnetic 
disturbances, making them extremely useful for predicting recurrent geomagnetic disturbances. 

For many years, solar forecasters have relied on images taken in the infrared He 1083 nm line observed at the 
National Solar Observatory’s Kitt Peak Observatory. Coronal holes are not as striking in these images, and a coronal hole 
expert determines the location of the holes and sends this information to forecasters in Boulder. Since 1991, NOANSEC has 
been using x-ray images from the YohkoWSXT to locate x-ray coronal holes. These images have provided very clear 
indications of coronal hole locations for much of the solar cycle, but are a bit dificult to use during the current solar 
minimum when overall solar fluxes are low. 
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Figure I .  Wavelength dependence of entire SXI system (prefilter, mirror, filter, and detector). From top to 
bottom curves represent different filters: solid line is no filter, longdashed is thin polyimide, dash-dot is 
medium polyimide, short-dashed is thick polyimide, solid dashed is thin beryllium, dash-triple-dot is 
medium beryllium, and dotted is thick beryllium. 
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Figure 2. Wavelength dependence of Yohkoh's SXT through the different filters in the entire sytem. Solid 
is with no filter, dotted 1265 A Al, long-dashed is AliTvlg/Mn/C filter combination, dash-dot is 2.52 pm 
Mg, short dashed is I 1.7 pm Al, dash-triple-dot is 1 19 pm Be. 
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Since early 1996, SEC has also been using coronal hole locations observed in EUV images from SOHO’s €IT. 
These images clearly show coronal holes during the current solar minimum, as did Skylab. SXI’s wavelength response falls 
between that of SXT and EIT. The SXI’s wavelength range extends to longer wavelength ranges than SXT and is 
comparable to Skylab’s. Therefore we expect SXI’s images to do well in detecting coronal holes, although SXI’s exposure 
times will be limited. To counteract this, images will be added during ground processing to increase the signal to noise of 
these faint features. In addition, SXl’s point response will be better than Skylab’s, although not quite as good as SXT’s. 
Thus the apparent haze in Skylab images caused by scattered light should not be an issue for SXI. 

5.2. Active Regions 

Optical emission from active regions originates close to the surface of the solar disk, while the x-ray emission 
extends into the corona above the solar disk. As a result, x-ray emission provides an indication of active regions that will be 
rotating onto the solar disk in the next day or two. This gives forecasters advance warning that a new or returning active 
region will be rotating into a position to affect the 10.7 cm radio flux and cause solar-terrestrial disturbances. 

The complexity of active regions is used to estimate the degree of development and rate of growth of solar active 
regions; these factors are used to predict the region’s flare probability. H a  images, which forecasters have relied on for 
many years, and x-ray images give very different, but complementary views of active regions. The H a  emission comes from 
the chromosphere close to the solar surface, and active regions are seen as a complex structure of dark fibrils that trace the 
low-level magnetic field. In the x-rays the active regions appear as loops of material suspended along magnetic field lines 
extending far above the chromosphere. Theory suggests that the coronal structure will provide information about the 
magnetic field structure that cannot be determined from Ha images alone. Thus, both types of images will be used to 
estimate each active region’s flare potential. 

5.3. Flares 

Forecasters use data from the XRS to alert them that a flare has occurred, and they use reports from the USAF’s 
Solar Observing Optical Network (SOON) to provide flare locations. Flare locations are used to adjust the predicted 
magnitude and temporal evolution of energetic particle e~ents’~’’~’”,  which depends on whether the flare occurs at a location 
that is magnetically well connected to the Earth. 

On average, the five SOON observatories provide 86% coverage of the Sun, with outages primarily due to terrestrial 
weather. If the USAF proceeds with plans to consolidate its operations into fewer observatories, this optical coverage is 
expected to drop to 79%. During times without optical coverage, forecasters will know if a flare has occurred but have no 
direct information about the flare’s location. 

SXI will provide nearly continuous coverage for flare locations, as will the Solar Radio Burst Locator (SRJ3L) 
currently being tested by the USAF. SRBL monitors the 2-18 GHz microwave emissions from the Sun and uses frequency- 
agile interferometry to derive the locations of strong radio bursts. (The antenna beam pattern depends on the observing 
frequency, so flare location can be derived from the amplitude observed at the different frequencies.) SRBL should give 
flare locations to within 2 arcmin for all bursts greater than 500 sfu. The peak fluxes for solar radios bursts at these 
frequencies range from 1 to 10’ sfu, so SRBL should work well for all large flares, but may not have sufficient signal to 
derive locations for the weaker flares, including the long-duration events. 

SXI will provide flare locations to within IO’S of arcsec for all flares, without restriction on the flare area or 
intensity. Observing sequences will provide images every 1-3 minutes that can be used to derive these flare positions. 
Although SXI will saturate for many of the stronger flares, these images will clearly indicate the location of the flare because 
non-flaring regions will not be saturated. Moreover, images taken during the rise or decay of the flare should not be 
saturated, and therefore can easily be used to locate solar flares. 
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5.4. Coronal Mass Ejections 

Coronal Mass Ejections (CMEs) are associated with geomagnetic disturbances. CMEs are generally believed to 
cause these disturbances if they hit the Earth with a magnetic field oriented opposite to that of the Earth’s magnetosphere. 
CMEs are best observed in white light scattered by electrons high in the corona, which can only be observed when the bright 
solar disk is occulted in a coronagraph. Unfortunately, coronagraph observations rarely observe CMEs that are directed 
toward Earth. 

CMEs have been associated with the disappearance of solar filaments observed in Ha and Long Duration x-ray 
Events (LDE) observed by XRS. Ha images are used to determine if a filament has disappeared based on visual 
interpretation of these images. NOAA forecasters suspect that many of these filament disturbances are not reported. 

Early observations from Skylab’* gave intri uing indications that x-ray images provide evidence of solar mass 
ejections, and recent work with YohkoWSXT images show an arcade of bright loops that form along the filament channel 
near the time of CME onset. The emission from these CME-associated arcades is typically much less than the total emission 
from all other x-ray sources on the solar disk. As a result, the increase in brightening is often too faint to be recorded by 
XRS as an LDE. SXI’s observing sequences are being designed to observe at cadences that will provide properly exposed 
images to monitor for these CME indicators. Thus we hope that SXI will provide a useful monitor for CME occurrences. 

,$ 

6. OBSERVING PLANS 

SXI is controlled by pre-loaded and editable tables that specify the exposure sequences and observing parameters 
such as exposure time and MCP voltage. These tables are currently being developed to meet SEC’s goals for observing 
evolving solar features, summarized in Table 2, that are associated with solar-terrestrial disturbances. 

Standardized images will be taken at regular intervals so that forecasters can immediately interpret the images and 
the rate of development of the various solar features. The actual observing sequences cover the full dynamic range of the 
solar features by taking images with different exposure times. (SXI’s detector is digitized to 10 bits Le. 1024 counts, 
although the true dynamic range is expected to be about 300.) During routine patrol the longest useful exposure time is 
limited by the SADA stepping, which occurs every 3.36 s. Current plans are to cycle through exposures of 1, 50, and 3000 
ms to cover the full dynamic range of the solar features of interest. Longer exposures of 6 s will be taken at least four times 
per day, when the solar array is halted briefly via ground command from SOCC. 

Image sequences are being created that use the filter wheel to varying degrees; sequences that make minimal use of 
the filter wheel are included as a contingency, in case the filter-wheel motor shows signs of reaching the end of its 
operational lifetime. Some of these sequences will use a single filter and others will use all filters. In this way, we expect to 
have an adequate ROM table for all on-orbit conditions. Images taken through different filters will be used to derive 
temperatures and emission measures of solar features. The different filters will also be used to optimize images for different 
solar features, with thin filters used to observe weak features and thick filters for bright flares. 

7. IMAGE ANALYSIS 

The SXI data is transmitted from the spacecraft at 100 Kbps and will be received directly at SEC’s GOES Ground 
Station with 6.2 m dishes installed for this purpose. After ingest of the raw telemetry stream, the various types of packet data 
will be separated into image files and housekeeping data files. These files will be made available for real-time access by 
image processing computers and forecaster workstations. 

Image processing will be used to enhance SXI images. Images will be deconvolved with the point response 
function to improve the spatial resolution. Additional image corrections will be made to correct for instrument degradation; 
a running total of the total charge extracted from the MCP will be kept for each pixel and used to estimate the detector 
stack’s degradation at individual pixels. 
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Table 2. Desired Cadences to Observe Solar Features 
Solar Feature Property Required Cadence Goal 

Flares location 2 min 1 min 
“ statistics * possible as possible 

Active Regions images 10 min 10 min 
statistics * 1 hour 10 min 

CMEs filament arcade images 10 min 5 min 
Coronal Holes images (incl. transient holes) 30 min 10 min 

deep exposures 6 hour 1 hour 
* statistics include temperature and emission measure, which require 
images using different filter combinations 

“ 

SXI images will be arriving at a higher data rate than any other data source used by the NOAA/SEC. Unlike 
research instruments where data can be analyzed for many months, operational data must be ready for interpretation within 
minutes. These computer 
algorithms are currently being developed to recognize solar features such as filaments observed in Ha,  sunspots observed in 
white light, and large-scale magnetic field patterns observed in line-of-sight magnetograms. After the features have been 
recognized, their properties (e.g. width, length, location, intensity, proper motion, and lifetime) can be calculated and used 
for further analysis. By the time SXI is operating on-orbit, we should be able to display the outlines and derived properties 
of these solar features on the SXI images in near real time. 

For this reason SEC has been working on computer-automated feature recognition20*2”22. 

In the near future, feature-recognition algorithms will also be developed to identify x-ray coronal holes and flares 
observed in YohkoWSXT images. After SXI’s launch these algorithms will be adjusted to recognize the same features in 
SXI images. Our goal is to continuously process images in the background, interpret the image, and alert the forecaster 
whenever a significant change has occurred. 

Composite images will be created from images using three or more different exposure durations. These composite 
images will show the full dynamic range of solar features in a single image and will incorporate multiple long exposures to 
enhance the signal from faint solar features. 

We will also be able to display movie sequences of images, including solar images that have been converted into 
rectangular latitude-longitude coordinates. These rectangular displays make it easy to study the evolution of solar features 
because solar rotation has been removed. 

8. CONCLUSIONS 

Additional information about SXI has been published in two earlier papers*3324, and in several SXI documents. The 
instrument operation is described in the Telemetry and Control Document”, and the predicted performance is described in 
the Sensitivity documen?‘ and in the Optical Performance document2’. Details about the observing plans are being 
documented in the Concept of Operations and Observing Sequences documene’, and two additional presentations at this 
~ o n f e r e n c e ~ ~ ” ~  will discuss the SXI instrument. 

Data will be made available to forecasters and researchers around the world, and we encourage studies that lead to 
improvements in predicting and interpreting solar changes that affect the solar-terrestrial environment. 
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The space environment monitoring mission beyond GOES M 
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ABSTRACT 

Conditions in the near-Earth space environment are of ever increasing importance to our human activities on Earth 
and in space. The provision of the space environment services required in future depends on improving our understanding of 
solar activity and the coupling of this activity to our local region of space, as well as improving our remote sensing and in-situ 
monitoring of conditions and events in the solar system. Our present service is largely analogous to the state of terrestrial 
weather forecasting from a local weather office before the advent of numerical modeling and remote atmospheric sensing 
technology. Numerical models of the local space environment and of interplanetary space are being developed. However, 
these models are limited in performance by our understanding of the underlying physical processes, and their practical 
application is restricted by the paucity of observational data. 

Instruments on the Geostationary Orbiting Environmental Satellite (GOES) provide a critical resource to NOAA’s 
space environment services. GOES is our most effective operational platform for real-time remote sensing of the Sun, the 
near-Earth environment, and processes in interplanetary space. It also makes important in-situ measurements in a critical 
region of space that is ndw of huge commercial importance. This paper will discuss the planned and potential extensions of 
the GOES Space Environment Monitor (SEM) in the overall context of the data required to meet the future needs for space 
environment services. 

Keywords: Future, GOES, space, solar, services 

1. BACKGROUND 

The importance of understanding and treating “Space Weather” on a par with terrestrial weather is now widely 
appreciated. Our nation’s reliance on technological systems that are sensitive to space weather is increasing at an exponential 
rate. Under the guidance of the Federal Coordinator for Meteorological Services and Supporting Research, the Committee for 
Space Environment Forecasting has formulated the National Space Weather Program Strategic Plan, which sets out the needs 
for improvement and the steps which must be taken over the next ten years to provide the needed timely, accurate and reliable 
space environment observations, specifications and forecasts]. To quote from the introduction to the plan : 

‘‘ “Space Weather” refers to conditions on the sun and in the solar wind, magnetosphere, ionosphere and 
thermosphere that can influence the performance and reliability of space-borne and ground-based technological 
systems and can endanger human l i e  or health. Adverse conditions in the space environment can cause disruption of 
satellite operations, communications, navigation, and electric power distribution grids, leading to a variety of 
socioeconomic losses.” 

Many of the present systems affected by space weather have been discussed in the companion papers. As these 
systems are further developed and deployed they may become more sensitive to the effects of space weather. For instance, the 
nations’ power grids are becoming more interconnected and less autonomous and therefore more sensitive to induced currents 
from geomagnetic storms. National strategy now places emphasis on rapid deployment and flexibility in the use of military 
forces. Reliability of the nations’ satellite communications infrastructure becomes critical under this approach, and space 
weather services are vital to this reliability. 

New systems, either under implementation, or active planning, will require more, not less, understanding of the space 
environment and support from space environment services. Long-term habitation in the International Space Station and the 
large amount of space-suited construction activity, although shielded by Earth’s magnetic field, will require support for 
planning and conducting operations at the Station to minimize astronaut radiation exposure. New communication services 
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using constellations of spacecraft in low and medium Earth orbit are planned to use lower UHF and even VHF frequencies 
which are readily disrupted by ionospheric scintillation during disturbed conditions. More widespread and critical civilian 
uses of the Global Positioning Satellite navigation system can be similarly disturbed. The planned return of humans to the 
moon and projected manned missions to Mars can only be conducted responsibly with a thorough understanding of the 
radiation risks to the astronauts and the systems that will be required to mitigate those risks. 

The applications of the data required to provide a full ‘Space Weather’ service fall into four categories, each of 
which is used to determine if an event is likely to occur and affect a given system; 

a) Monitoring or ‘Nowcasting’, i.e., measuring the conditions in the space environment at this moment 
with limited extrapolation, and providing data to system operators that enables them to assess the effect 
on their system operation. 

b) Warnings are issued when conditions indicate that a disturbance may occur, e.&., complex solar active 
regions are present that are expected to produce a flare. 

c) Alerts are issued when a condition has occurred that frequently leads to a disturbance, e.g., a large flare 
has been observed and therefore a solar proton event is possible. 

d) Forecasts provide longer term predictions of conditions based on the currently observed conditions on 
the Sun and in interplanetary space, e.g. a previously observed coronal hole will rotate into a position 
likely to result in a geomagnetic disturbance. 

In many cases ‘modeling’ can be used to aid the extrapolation over space or time. Models can fall into two categories 
or combinations thereof. They can be based on an understanding of the physical processes or on empirical relationships based 
on historical data. A good example of the newer generation of physically based models is the Magnetospheric Specification 
and Forecast Model (MSFM)2 developed at Rice University with USAF support. This model computes the fluxes of energetic 
charged particles that contribute to spacecraft charging in the inner and middle magnetosphere using magnetic indices and 
data from interplanetary, geostationary and polar spacecraft. 

The current state of the art in providing space weather services is limited by two factors: 

a) Inadequate understanding of the physical processes underlying solar activity, the propagation of the 
resultant disturbances outward into interplanetary space, and their interaction with our local space 
environment. 

b) The difficulty and resulting expense of obtaining the data that would be necessary to provide a high 
quality reliable service, e.g., observation of the solar hemisphere invisible from Earth and adequate 
sampling of the conditions in interplanetary space and Earth’s magnetosphere. 

The situation is similar to the state of terrestrial weather services 50 years ago, particularly by analogy with the 
limitations of a single ‘weather station’, Le., the Earth, at one point in space. The first factor, inadequate physical 
understanding, is being attacked by the research community, and considerable advances in understanding should result from 
the current and future scientific spacecraft deployed by the international community, e.g., the Yohkoh, SOHO, WIND, Polar, 
and ACE missions etc. The second factor, the limitations of present and currently planned data collection systems, will 
improve as society deploys new systems to provide benefits that can justify the cost of the required new space environment 
services and data collection systems. Better modeling will in general follow the advance of physical understanding. The 
development of the present models is being supported actively by the National Science Foundation, NASA and the USAF in 
part as a component of the National Space Weather Program. Models require evaluation of their practical value to space 
environment services using operationally available data before they can be adopted. 

The U.S. Department of Commerce has had the mission to provide space environment services almost from the very 
first realization that solar activity could adversely affect radio communication systems critical to national commerce and 
defense. It was therefore quite natural that, from their inception, the geostationary (GOES) and polar (POES) operational 
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meteorological satellite systems were put to dual use to monitor the space environment in addition to providing 
meteorological data. However, the ultimate goal of a fully reliable and comprehensive space weather service will probably 
require additional spacecraft in other orbits to provide better remote sensing of the Earths’ space environment, direct 
monitoring of conditions in interplanetary space remote from Earth and continuous observation of much more of the sun’s 
surface than is visible from Earth. The remainder of this paper will describe how the GOES SEM is expected to evolve and its 
place in the total ‘space weather’ monitoring system that we anticipate will be required to support our expanding 
technological infrastructure in the 21” century. 

2. RESEARCH DIRECTIONS 

The NOAA Space Environment Center (SEC) is continually monitoring advances in research and technology that 
could improve our space environment services. In some cases we have concluded that the research is not ready to justify 
setting requirements for additional real-time monitoring instruments, as is the case for solar vector magnetographs. This was a 
research topic that many felt had great promise for improving flare forecasts. At this point, research has not shown that vector 
magnetograph data will produce a significant improvement in f0recast8~. In other cases, where a research topic looks 
promising, it is tested i n  parallel to current operations. For example, NOANSEC is currently testing the Sheeleymang 
technique’ for predicting solar wind speed from solar line-of-sight magnetic field measurements. The current analysis is 
showing that predictions of geomagnetic activity from this technique are comparable in accuracy to those of human 
forecasters; this technique will be considered further if it can be fully automated and thereby free the forecasters for their 
many other responsibilities. Another example of a tested research idea was the use of Interplanetary Scintillation. Two years 
of data were examined in real time to determine if they could be used to track solar disturbances as they traverse the 
interplanetary medium and cause scintillation of distant radio sources. In this case the technique looked promising, but data 
interpretation was too ambiguous from a single observing site to justify adopting this technique for real-time monitoring and 
forecasting operations‘. 

As always. as some techniques are completing their evaluation periods, new advances are becoming available and are 
ready for implementation. One such advance, discussed in more detail in the next section, is the use of solid state detectors to 
measure solar EUV fluxes. This new technology much reduces the mass and power required by earlier solar-disk-integrating 
E W  instruments. Recent results from instruments using this technology in space on the Solar and Heliospheric Observatory 
(SOHO) look promising. leading us to believe that this could be applied immediately in the next generation of GOES 
instruments to directly measure the EUV fluxes of interest, rather than relying on 10.7 cm radio fluxes as proxy. If 
implemented, users of the proxy10.7 cm fluxes would have to transition because their models are based on this proxy and may 
have built in corrections for cases when the radio fluxes deviate from the E W  fluxes that are causing the changes in Earth’s 
upper atmosphere. But the only way to improve our understanding of these physical processes is to have a large data set that 
can be used to develop better models and understanding. 

Another example of new technology being considered is the normal-incidence EUV imaging telescopes, such as the 
on SOHO. EIT images have shown clear evidence of coronal holes even when Extreme-ultraviolet Imaging Telescope 

the x-ray images from the Solar X-ray Telescope (SXT) on Yohkoh have had difficulty in times of low solar activity. The 
wavelength response of the new GOES Solar X-ray Imager (SXI) is between that of EIT and SXT, and therefore, we 
anticipate that the SXI images will be sufficient to locate the coronal holes, which are the sources of recurrent high-speed 
solar wind streams and geomagnetic disturbances. 

A third example is recent work that indicates an improvement in predicting the occurrence of proton events from the 
behavior of hard X-ray spectra during solar flares’. This new technique requires additional testing before it is ready for real- 
time operations. Therefore NOANSEC is pursuing opportunities to include a Hard X-ray Spectrometer on a research mission. 

3. THE FUTURE GOES SEM 

The GOES SEM system is critically important to the present space environment services and will play an increasing 
role in  the future for a number of reasons: 

a) The simplicity and efficiency of real-time control and data acquisition from a geostationary platform. 
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b) The position of the geostationary orbit close to the boundary with interplanetary space and open to the 
measurement of energetic solar particle events. 

Channel 

EUV-A 
EUV-B 
E W - C  
EUV-D 
EUV-E 

c) The importance of measurements of the local geostationary orbit environment to the enormous 
investment in other geostationary spacecraft. 

Wavelength range Threshold Flux Min. Dynamic range 
(nm) W m 2 >  
5 - 25 lXlO4 1 o3 
25 - 40 5xlO4 1 o2 
40 - 65 1x104 1 o2 
65 - 103 3x104 1 o2 
5 -  103 iX1o3 lo2 

d) The successful adaptation of the GOES three-axis-stabilized spacecraft design to almost continuous 
solar observation in wavelengths inaccessible to ground-based observatories. 

Channel 

EUV-A 
EUV-B 
E W - C  
EUV-D 
EUV-E 

3.1. Solar Observation 

Wavelength range Threshold Flux Min. Dynamic range 
(nm) W m 2 >  
5 - 25 lXlO4 1 o3 
25 - 40 5xlO4 1 o2 
40 - 65 1x104 1 o2 
65 - 103 3x104 1 o2 
5 -  103 iX1o3 lo2 

The current systems for measuring the total solar X-ray flux with the X-Ray Sensor (XRS) and the new Solar X-ray 
Imager (SXI) have been described in companion papers. We expect to augment both these types of measurements by 
extending their wavelength ranges. 

3.1.1. Measurement of whole Sun EUV flux 

The solar E W  flux is a critically important input to both empirical and physically based models of the density of the 
neutral and ionized atmosphere. At these wavelengths the radiation is absorbed primarily in Earth's upper atmosphere at 
altitudes greater than 100 km. Currently, models of Earth's upper atmosphere rely on 10.7 cm solar radio flux as a proxy for 
EUV radiation. This radio flux is an acceptable proxy for long-term average E W  fluxes over time scales of months and 
years. But on shorter time scales, on the order of days, the 10.7 cm flux is of less value; the correlation between 10.7 cm radio 
and EUV fluxes on the time scale of a solar rotation is only 50%9. These measurements and models can be used to calculate 
parameters that affect satellite drag and radio communications. At a recent scientific meeting (CEDAR, Boulder, June 1996) 
many of the upper atmospheric researchers agreed that uncertainties in the solar E W  flux introduce some of the largest errors 
into their models. 

3.1.1.1. Proposed EUV instrument parameters 

Consideration of the EUV solar spectrum, the cost, and the instrument complexity suggest that five spectral channels 
could provide a vast improvement in our knowledge of the solar EUV flux. The five channels are chosen to be centered at or 
near the brightest emission features and to cover as much of the solar spectrum as possible. The table below shows the 
required sensitivity and dynamic range required for the channels based on our present knowledge of the solar flux and 
spectrum. 

Until recently, an instrument to make these measurements would have been both a major addition to the SEM system 
in terms of volume and weight, as well as being of highly questionable calibration stability. However, new developments in 
silicon detectors and transmission grating technology, partially funded by NOAA under an SBIR contract,'" have made i t  
practical to realize the required measurements with a simple lightweight and stable instrument that could probably include the 
functions of the present XRS by integrating the two shorter wavelength X-ray channels into the same instrument using the 
same new technology. 

The new silicon diode detectors have 100% quantum efficiency at these wavelengths and are quite stable over time. 
In fact, these devices are now used as secondary standards by the National Institute of Standards and Technology (NET). The 
technology is well established and has been flown on both the space shuttle and on research satellites such as SOHO" (now 
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observing the sun from the L, point). The necessary wavelength selectivity can be provided by a combination of thin metallic 
filters, some of which can be deposited on the surface of the detectors, and the use of transmission gratings. These gratings, 
constructed by the technology of the integrated circuit industry, consist of parallel wires of only 200 nm or more separation. 
As no reflection is required to produce the desired diffraction pattern, the gratings are immune to the contamination effects 
common to conventional ruled gratings used at these wavelengths. Diffraction orders cannot be selectively enhanced by 
blazing and overlapping orders of diffraction must be carefully considered in design. 

A possible design for a slitless spectrometer to provide the desired channels is shown in Figure 1. A combination of 
filtering alone in the zero order response and filtering plus dispersion by the grating is used to obtain the desired channels. 
The angles and coatings of each of the detectors are listed, and the drawing shows the relative detector positions. It should be 
noted that the entire package is only 10 x 12 x 1.5 cm, and there are no moving parts. The plot in Figure 2 shows the grating 
characteristics for the first, second, and third orders and the sensitivity of the detector and filter combinations. Extensive 
passive, and perhaps active, radiation screening would be required to reduce Contamination of the measurements by charged 
particles reaching the detectors. Additional detectors to monitor and provide correction for such effects may also be required. 

3.1.2. Observing and forecasting solar activity 

Just as in terrestrial weather forecasting, advances in the forecasting of solar activity must rest on better quantitative 
observation and understanding of the physics of what we call solar activity. Sunspot activity has been observed from the 
ground for centuries, and solar active regions have been observed in more detail using optical narrow-band imaging for more 
than 60 years. More recently optical techniques have made it possible to measure both the magnetic fields that control active- 
region structure and the bulk line-of-sight velocities using Doppler shifts. However, the range of temperatures occurring in the 
solar atmosphere is greater than 1000 to 1, ranging from a few thousand degrees Kelvin at the photosphere to millions of 
degrees in the solar corona and in the core heated regions of solar flares. Thus the emissions available to observe activity 
ranges from near IR for the base of the photosphere, through the X-ray spectrum and beyond for flares and the top of the 
corona. The SXI, imaging with soft X-rays, is primarily designed for two purposes. Firstly to image the corona and the 
important structure in that region which channels the outflow of the solar wind streams responsible for the recurrent 
geomagnetic storms at Earth. Secondly to provide a more reliable monitor of flare position than the ground-based 
observatories, and also a view of the upper structure of active regions well before they rotate onto the optically visible disk. 

For the first time, the SOH0 EIT instrument is providing us with research quality solar images in the EUV part of 
the solar spectrum that enable us to observe structure in the important transition region below the corona. In many cases this 
proves to be an invaluable supplement to the Yohkoh soft X-ray images in understanding the coronal hole structure and the 
connections to the underlying regions. Future GOES Solar Imagers need to extend their wavelength coverage into the EUV 
region to exploit this capability. 

3.2. In-Situ measurements 

3.2.1. Charged particles 

The companion papers have described the present GOES measurement of energetic solar particles and the local 
trapped medium-energy protons and electrons. Historically, the GOES measurements of charged particles were primarily 
directed at monitoring the radiation hazards to astronauts, and passengers and crew of high flying aircraft. Currently, there are 
three main areas of the charged particle environment that represent our primary operational concerns. These areas are: (1) the 
energetic ions (>lo MeV) that contribute to, for example, single event upsets, solar panel degradation, and present a hazard to 
humans in space; (2) energetic electrons (> 1 MeV) that contribute to deep dielectric charging of electronic components; and 
(3) medium-energy electrons that are responsible for spacecraft surface charging. As our use of and reliance on space 
continues to increase, our ability to accurately monitor these important characteristics of the environment becomes 
increasingly more critical. 

Our energetic particle monitoring capabilities need to be enhanced in two areas: (1) the directional coverage and (2) 
the energy coverage of the measured fluxes. The additional directional resolution is needed for the accurate characterization 
of the onset time and total fluence of solar proton events. During the early stages of particle events the particle fluxes can be 
highly anisotropic. On the earlier GOES the spacecraft spin was used to average the particle fluxes within the spin plane, but 
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this capability has been lost on the new three-axis-stabilized spacecraft. There is now a danger that the early stages of a solar 
particle event might be underreported by the present sensors if the majority of the flux is outside the detector’s field of view. 
At the energies currently measured by the EPS it is difficult to construct particle sensors with a much larger field of view 
without degrading the energy resolution. However duplicate sensors, with different look directions can be added to provide 
greater coverage. 

While the current GOES instrumentation is providing measurements of electrons of energies that contribute to deep 
dielectric charging (>1 MeV), the lower energy portion of the electron spectrum that is responsible for spacecraft surface 
charging (30 keV-600 keV) is not being measured. This additional portion of the electron distribution could be measured with 
conventional solid state detectors similar to those used for the higher energies. The enhanced coverage of the particle energy 
and directional spectra would allow the GOES spacecraft to provide a more comprehensive characterization of the properties 
of the space environment that are known to have a variety of effects on spacecraft. 

3.2.2. Magnetic fields 

The ambient magnetic field measurements on GOES will continue to meet the requirements as we currently envisage 
them. The measurements are important for monitoring magnetopause crossings at geosynchronous orbit and assessing the 
level of geomagnetic activity as well as a number of uses described in the companion paper. Because of the use of magnetic 
torquing and the comparatively short sensor boom, the magnetometer sensor and the spacecraft must be treated as a combined 
system in which the spacecraft must supply information needed to correct the sensor data during ground processing for the 
offsets introduced by the spacecraft system. Although the present system design is capable of working well, these are quite 
sensitive measurements. Therefore vigilance will be necessary as the spacecraft design is evolved or new designs are 
introduced to ensure thatthe magnetic field measurements are not compromised. 

4. THE FUTURE SPACE ENVIRONMENT MONITORING SYSTEM 

A future space environment monitoring and forecasting service is expected to include most or all of the following 
components, depending on the activities requiring the support of space environment services. 

1. 

2. 

3. 

4. 

5 .  

6. 

A continuing ground-based component for radio and optical observation of the Sun and ground-based magnetometer 
measurements to provide indices of ionospheric and magnetospheric currents. 

The GOES SEM for energetic solar particle measurement at Earth, measurement of the geostationary orbit environment, 
and routine whole-sun flux and solar imaging in wavelengths inaccessible to ground-based observation because of 
atmospheric absorption. 

The POES polar orbiting SEM to monitor the properties of Earth’s polar regions which have direct magnetic field 
connection to interplanetary space and the auroral regions where substantial energy is deposited into Earth’s upper 
atmosphere from the precipitation of magnetospherically trapped charged particles. 

A spacecraft orbiting the L1 Lagrange point between Earth and the Sun to monitor the solar wind and interplanetary 
magnetic field and provide advance warning of solar wind disturbances in the solar wind traveling towards Earth. 

Two spacecraft in solar orbit matched to that of Earth so as to provide solar imaging from approximately east and west 
perpendicular positions to the Sun-Earth line. These will provide the necessary observation of the evolution and activity 
of solar active regions as they rotate behind the Sun from our normal viewpoint and before they reappear to our view as 
well as monitoring the activity of regions rotating off the visible disk but still capable of influencing our local space 
environment through the interplanetary field connections. Suitably spaced observations can also be used to develop 3D 
views of solar structures that may be invaluable for observing Coronal Mass Ejections (CME) directed at Earth. 

A spacecraft in eccentric polar orbit equipped to image energy deposition in the upper atmosphere of the Earth using the 
UV and other radiation produced in the excited regions. 
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7. In the case of manned missions into interplanetary space, additional interplanetary monitoring spacecraft may be required 
that are positioned to provide advance warning of solar particle events for the astronauts. 

The most vital core components will require dedicated long-term operational systems which are maintained, 
operated, and replenished as necessary to guarantee the reliability of the service. However some components may be 
appropriately deployed as necessary to meet specific mission needs, or may be provided as opportunities occur to make use of 
instruments intended primarily for research that can be arranged to provide operationally useful data. As our knowledge of 
the space environment and monitoring technology improve, this list of will be modified by adding new components and 
discarding those made redundant. 

4.1. Example applications 

Some of the most significant adverse effects on terrestrial systems caused by solar activity are those due to 
geomagnetic storms. These disturbances in the magnetic field of the Earth cause induced currents in long conductors, 
particularly those at higher latitudes. In interconnected power grids these currents can cause damage to transformers and 
affect protective control systems. If a highly reliable warning of a disturbance could be provided to power system operators, 
even with small lead times, it would be possible to reconfigure networks to reduce the possibility of the network becoming 
unstable and collapsing. Such a collapse, triggered by a solar disturbance, which happened in the north east US and Canada in 
1989, cost power utility companies and consumers billions of dollars in lost revenue and disruption of work. Major 
geomagnetic disturbances are caused by the arrival at Earth of a shock wave in the solar wind which has the right 
interplanetary magnetic field configuration to couple effectively to Earth’s field. Irrespective of the ability to observe and 
forecast the origin of the shock at the sun, it is possible to provide reliable warnings of their impending arrival by monitoring 
the solar wind at a ‘weather’ station between Earth and the Sun. It is practical to maintain a spacecraft to do this by placing it 
in orbit around the force balance between the Earth and the Sun at the Lagrange L1 point about 1.6 x lo6 km from Earth. For 
typical shock speeds this can give 20 minutes to one hour warning of a shock arrival and the information necessary to predict 
the effects. Data from L1 have been available in the past from the research spacecraft ISEE 3 and is currently available in real 
time for a few hours a day from the NASA WIND spacecraft. Data will become available nearly continuously from the NASA 
ACE spacecraft to be launched in 1997. However, if the benefits are shown to justify the cost, a dedicated operational space 
environment monitoring spacecraft will be required at Ll, or, if the technology can be developed, at other intermediate 
distances between Earth and the Sun to provide greater lead time for warnings. 

A challenging future task for the Space Environment Service will be if and when the manned exploration of space is 
resumed. A recent study” has explored the risks and risk management strategies for future manned missions to the Moon and 
to Mars. The challenge is to protect the astronauts from radiation exposure to the maximum practical extent. The radiation 
received is from two sources, the continuous Galactic Cosmic Ray background, and the infrequent, but much larger solar 
proton events. The magnitude of the problem posed by solar proton events is illustrated by the August 1972 event, which 
occurred between the Apollo 16 and 17 missions. When modeled for shielding typical of a space vehicle structure alone (2g 
cm-* ) this event would have resulted in an astronaut reaching the lifetime limit for exposure to the more sensitive body organs 
within 10 hours of the start of the event. In the absence of reliable forecasting of proton events, it will be necessary to base 
mission planning on the contingency of detecting the start of an event locally to the astronauts, and providing shelter which 
can always be reached within a few hours. It is now understood that the largest proton events are created by the shock waves 
accompanying coronal mass ejections rather than within solar flares, although a mass ejection may be accompanied by a flare 
or flares. The techniques for reliably observing mass ejection events are only now being developed. Ejections can be observed 
reliably when at the solar limb using optical coronagraphs but they are difficult to observe against the face of the sun except 
by the large scale reordering of the coronal structure that may be left. The coronal mass ejection itself, traveling in 
interplanetary space, may be detectable using a newly proposed more sensitive optical te~hnique’~. Reliable detection and 
forecasting of these solar events will undoubtedly require a combination of techniques deployed, both locally by the 
astronauts, and on multiple other spacecraft around the sun, including multispectral imaging (radio, optical, EUV, X-Ray) of 
the solar atmosphere and the early detection of solar proton events by spacecraft nearer to the sun than the astronauts. 

5. CONCLUSION 

An overview of this brevity can only indicate the general directions that may be taken in Space Environment 
Monitoring and the Space Environment Services of the future. New research results are continuously improving our 
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understanding of solar activity and our local space environment. New technological systems and endeavors will have new 
sensitivities to our space environment. The monitoring systems and space environment services must continue to evolve in 
response to these changes. 
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Figure 1. Possible design for a slitless spectrometer meeting the requirements for Solar EUV monitoring. 
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Figure 2. Plot of grating dispersion and detector sensitivity as functions of wavelength for the spectrometer of Figure 
1. The dispersion angle for first, second, and third order diffraction from a 5000 linedmm grating are shown with large 
medium and small dots respectively. The sensitivities of the diodes coated with different thin-film materials are plotted as 
various thicknesses of solid lines respectively. 
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1. ABSTRACT 
This paper discusses the issues associated with correcting GOES spacecraft magnetometer data for the 
effects of the spacecraft platform. The effects discussed include: varying fields due to moving permanent 
magnets, stray spacecraft fields resulting from the flow of electric currents, the effects of spacecraft noise, 
and magnetometer shift due to temperature. Issues associated with the interpretation of on-orbit data are 
discussed, and approaches to overcoming these issues are offered. The use of ground processing to 
compensate for spacecraft magnetic effects is analyzed based on the results from on-orbit data and pre- 
launch test data. The results from analyzing GOES-8 and GOES-9 on-orbit data indicate that the 
combined effect of the errors associated with torquer current ambiguity, torquer corrections, other un- 
corrected stray fields, results in a root of the sum of the squares (RSS) error of 0.4 nT. The most 
significant concern in achieving high accuracy in magnetic measurements of the earth’s magnetic field 
with these GOES Spacecraft was found to be the control of magnetic contamination on the magnetometer 
boom. 

Keywords: magnetic fields, earth’s fields, magnetometers 

2. INTRODUCTION 
The magnetic field measured by the magnetometers on board the GOES Spacecraft can be considered to 
be a combination of the following components: 

1.  The Earth’s magnetic field. 
2. Non-varying Fields due to permanently magnetized materials on-board the 

spacecraft. 
3.  Varying Fields duc to moving permanently magnetized materials on-board the 

spacecraft. 
4. Stray Spacecraft Fields resulting from the flow of Electric Currents. 
5. Measurement Noise. 
6. Steady State Sensor Error after Temperature Correction. 
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The Specification’ for the GOES Spacecraft puts limits on errors due to: 

1. 
2. 
3. Measurement Noise. 
4. Temperature Corrected Sensor Error. 

Varying Fields due to Permanently Magnetized Materials. 
Stray Fields from of Electric Currents. 

Steady state fields, due to permanently magnetized materials on-board the spacecraft, are compensated for 
based on the results of on-orbit measurements. 

2.1 Varying fields due to moving permanent magnets 
The primary items of concern are: 

1 .  The permanent magnets in the X-Ray Sensor (XRS) which are rotated about two axes by the Solar 
Array Drive Assembly (SADA) and the X-Ray Positioner (XRP) .  

2. Movable magnetic materials which may reposition as the result of the firing of the spacecraft 
propulsion thrusters. 

2.1.1 XRS permanent magnets 
A model has been developed to provide the correction for the-XRS magnets as a function of the pointing 
angle of the SADA and the XRP. The description of the model and tabular listing of the corrections are 
presented in Reference Two. 

2.1.2 Movable magnetic materials 
The movement of magnetic materials on the magnetometer boom is by far the most critical concern. The 
region closest to the sensors is the most important due to the inverse cube relationship of magnetic fields 
in the far field. The solution is to remove all magnetic material from the magnetometer boom except for 
the magnetometers. 

2.2 Stray spacecraft fields 
A Stray Magnetic Field is a “Magnetic Field resulting from the flow of c ~ r r e n t ” ~  The stray magnetic field 
generated by the Spacecraft magnetic attitude control torquer is the primary stray field at issue. The 
torquer current telemetry for the GOES Spacecraft is limited to 9 significant bits. This results in a 
resolution of magnetic torquer current of .78 milli-Amps, which corresponds to an ambiguity of up to 0.5 
nT at the magnetic sensors. 

2.3 Measurement noise 
This refers to relatively small errors not otherwise accountable or suitable for modeling. An example of 
noise encountered in the GOES Spacecraft is the error associated with the noise in  the torquer current 
telemetry. The magnetometer readings are corrected for the magnetic torquer generated magnetic field by 
ground processing based on the magnetic torquer telemetry. Noise spikes due to anomalous torquer 
current telemetry can translate to magnetic field measurement ambiguities of up to 5 nT. 

2.4 Sensor temperature corrected measurements 
This error relates to the accuracy of the sensor after temperature compensation and is dependent on the 
sensing instrument. 

The following table s h w s  estimates of the above contributing effects, and the resultant Root of the Sum of 
the Squares of the Mag,.. tic Field Measurement Accuracy for GOES-8&9: 
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Magnetic Field Measurement Accuracv per Axis 
Varying Root of 

Permanent Stray S/C Measurment Sensor T- Sum of 
SIC Fields Fields Noise Corrected Squares 

Goal +-0.5 nT +-OS nT +-0.3 nT +-1.0 nT +-1.3 nT 
GOES-8 (Mag. #1) +-2.0 nT +-0.6 nT +-1.1 nT +-1.0 nT +-2.6 nT 
GOES-9 +-1.0 nT +-0.6 nT +-1.1 nT +-1.0 nT +-1.9 nT 

3. MEASUREMENT ACCURACY 
The relative significance of the components which contribute to the total error can be seen from this table. 
The larger errors dominate the overall performance indicated by the Root of the Sum of the Squares 
(RSS). The specific cause of the most significant errors are varying permanent fields. 

3.1 Varying permanent fields 
The largest source of error in measuring magnetic fields with the GOES-8 magnetometers is the varying 
magnetic field. This is caused by small pieces of magnetic hardware on the magnetometer boom in the 
proximity of the magnetic sensors which can move when thrusters are fired. The majority of these items 
were eliminated from the GOES-9 magnetometer boom and all have been removed from GOES-K. The 
effect of the magnets in the X R S ,  moving with the solar array and the XRS Positioner ( X R P )  is typically 
less than 0.2 nT, and can be compensated for4*'. 

3.1.1 Strav fields 
The most significant stray fields, generated by a spacecraft electrical currents, are the magnetic fields 
generated by the magnetic torquers. Other sources, such as bus currents and heater currents have been 
controlled by limiting the cross-section of current loops. Particular attention was paid to the design of the 
solar panel, which is a movable magnetic field source. Excluding the magnetic torquer, there are no other 
current loops that effect the magnetometers by more than 0.2 nTb. 

3.1.2 Measurement noise 
The largest part of the noisc contribution is ambiguity errors due to imperfect correction of the magnetic 
torquer generated fields. 

3.1.3 Sensor error 
The resultant sensor error after temperature correction have been found to be +-OS nT7. 
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4. MAGNETOMETER DATA CORRECTION ALGORITHM 
The correction algorithm for the GOES magnetometer measurements is: 

Where: 
B A C N A L i  = Ambient field w/o S/C effects, ith axis 
Btwm i = Un-correctable measurement errors, ith axis 
B-.-i = Temperature corrected measured field, ith axis 
B s / c s - D y F m m  i = Spacecraft induced steady fields, ith axis 
B S / C V A R Y w C - s  i  = Spacecraft induced varying fields, ith axis 

For: i = x, y, z axes 

4.1 Ambient field wlo macecraft effects 
Magnetic field to be measured. The value the actual magnetic field cannot be separated from the un- 
correctable measurement errors. 

4.2 Un-correctable measurement errors 
Effects which are not correctable and the error associated withcorrections. 

4.3 Temperature corrected measured field 
Magnetic field measurements corrected for the effects of temperature on the sensor and the electronics 
box. 

4.4 Spacecraft induced steady fields 
The measurement of spacecraft induced steady magnetic fields is accomplished as part of the on-orbit Post 
Launch Test procedure, EF 0403, Satellite Intrinsic Magnetic Field/Sensor Axis Orientationsq9. This data 
is gathered during on-orbit testing in  which the spacecraft is rotated about its principal axes to allow for 
measurement of the magnetometer zero off-sets. This test can only be performed prior to the deployment 
of the solar sail. The results of these tests are summarized in the following tables. 

GOES 8 Spacecraft Induced Steady Fields, B s / c b - D y F E L D S  i  (nT) 
Magnetometer 1 Magnetometer 2 

{PRIVATE } x-axis & & & z-axis 
Bs/c.-Y-si + 21.00 + 2.47 + 1.77 + 9.00 + 9.58 + 1.04 
Std. Dev. 0.14 0.57 0.01 0.03 2.47 0.1 1 

GOES 9 Spacecraft Induced Steady Fields, B s / c s m D y F m D S  i  (nT) 
Magnetometer 1 Magnetometer 2 

{PRIVATE } x-axis & & 
Bs/c S T U D Y  m D s  i +6.65 -7.93 +3.30 +10.25 - 12.70 -7.30 
Std. Dev. 0.13 0.68 0.28 1.06 3.10 0.28 

4.5 Spacecraft induced varyin? fields 
The discussion of this category is divided into two topics: the effect of the magnetic torquers, and the 
effect of all other stray fields. The latter is the category of least concern. 
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4.5.1 Other than torqucr strav fields 
The review of magnetometer data during solar eclipses, when electric loads are abruptly changed, reveal 
that the measurement error due to stray magnetic Fields, other than the magnetic torquers, is on the order 
of +-0.2 nT. These findings correlate with the results of the ground based stray magnetics testing”. 
Because of the low level of these fields and the difficulty of tracing the origin of fields associated with 
thermostatically controlled heaters, it is not feasible to correct for these fields. This means that the effects 
of these currents are part of the un-correctable measurement errors 

4.5.2 Magnetic torquer fields 
The measurement of the effect of magnetic torquer induced magnetic fields is performed as part of the on- 
orbit test procedures. Torquer currents were individually manipulated to facilitate data collection’*”. The 
results of these tests, for GOES-8&9 are summarized in the following tables: 

GOES-8 SPACECRAFT INDUCED VARYING FIELD CORRECTIONS 

Torauer #2 
- 0.0769 12 (mA) 

Magnetic Axis Off-set Torauer # 1 
-I- 0.1 000 B s/c VAI(YW(: I;II~DS x (nT) = + 0.4092 11 (mA) 

GOES-9 SPACECRAFT INDUCED VARYING FIELD CORRECTIONS 

Magnetic Axis Off-set Torauer #1 Torauer #2 
B S/cVARmCPtELDS (nT) = +0.0595 + 0.4121 11 (mA) - 0.0784 I2 (mA) 

B s/c v m y w ;  1.7u~s  ,(nT) = -0.1020 + 0.3351 I I  (mA) - 0.1227 I 2  (mA) 

B s/c vmYw(: F u s  z (nT) = -0.3248 + 0.0052 11 (mA) - 0.1867 12 (mA) 

The magnetic field coefficients associated with the torquer currents for GOES-8&9 are virtually identical. 
The differences in the off-sets are 0.5 to 2.0 mA for the x and y-axis and 2 to 4 mA for the z-axis. The 
effect of the differences in these off-sets is less than one nanoTesla. The magnetic torquer currents have 
almost identical effects on the magnetometers for GOES-8 and GOES-9. 

4.5.3 Effect of X R S  magnets 
Compensation for the effect of the varying field caused by the movement of the X R S  magnets can be 
added to the above Bs/cvmy,NomLDs i ,  to increase accuracy of the correction. For convenience this correction, 
which is dependent on the time of day and the time of year, may be ignored. The magnitude of this effect 
is typically less than 0.2 nT, and is independent of the other error mechanisms. The impact on the total 
error, i.e. the root of‘ the sum of the square of the errors, is almost negligible. 

5. Algorithm validation, using on-orbit data 
Validation of the magnetometer data correction algorithm was performed for both GOES-8 and GOES-9 
data. The validation of the algorithm for GOES-8 was complicated by the existence of random noise and 
“beat frequency” noise on the magnetic torquer current telemetry’’. These noise effects were removed 
from GOES-9 by installing low pass filters on the torquer current signal inputs to the telemetry units. 
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5.1 Goes-8 magnetometer - data correction algorithm validation 
Validation of the magnetometer data correction algorithm for GOES-8 was done for data collected during 
a time period when the current for the magnetic torquers was updated every twenty minutes. Results for 
filtering with 21 point averages, which cause a five second delay, showed good results. Even better results 
are obtained by averaging over a greater number d data points. Transitions in  torquer current, and 
segments of torquer current data with “beat frequericy” noise can be automatically detected using a 21 
point moving variance”. 

5.1.1 Data sample used for algorithm testing 
Figure 1 shows a plot of the data used for this validation. This data provides a good sample of GOES-8 
data due to the diversity in  the data. It includes torquer current with and without the “beat frequency” 
noise. It contains a torquer current transition in the midst of the “beat frequency” noise; torquer current 
transitions of the same magnitude as the noise; and a transition which is an order of magnitude greater 
than the noise. 

5.1.2 21-point movinp, variance threshold 
Figure 2 shows a comparison of the 21-point variance with filtered and un-filtered torquer current. The 
variance clearly indicates the step change in the torquer current.. The 21-point moving variance is a good 
indicator for determining when the 21-point moving average filter is creating unwanted artifacts. 

5.1.3 2 I -point movinp average filter uerfonnance 
Figure 3 shows the results of filtering the magnetic torquer current telemetry data using a 21-point 
moving average filter. The scale for the filtered data has been changed to avoid overlap in the plots. The 
21-point averaging filter provides good filtering of the spiky noise and a good filtering of the “beat 
frequency” noise with a delay of 5 seconds plus processing time. Figure 4 shows a portion of the data in  
figure 3 which is centered around the torquer change in current. There is a period of about 11 seconds for 
which the moving average filter yields a bad result. 

5.1.4 Component of data with eight minute ueriod 
The “beat frequency” noise has two principle components. The first of these components has a time 
period of about 1.5 seconds. This component is adequately removed by the 21-point moving average as 
shown for torquer current #1 in figure 4. The second component has a time period of about 8 minutes. 
This component can be seen as the envelope of the “beat frequency” noise on the torquer #1 current as 
shown in figure 3, and in figure 5 which is scaled for better visibility of this component. From figure 5 it 
can be seen that the zero to peak magnitude of this component is about 1.8 mA. In order to remove this 
component, a filter with a span larger than the 8 minutes period is required. 

5.2 GOES-8 magnetometer data correction validation results 
Figure 6 shows the un-corrected x-axis magnetometer flux data and the unprocessed magnetic torquer 
data for both torquers. After the torquer current data was filtered with a 21-point moving average filter, 
the magnetometer data was corrected for the magnetic torquer current generated fields per the 
magnetometer data correction algorithm. A threshold for the 21-point moving variance was used to 
identify ranges of data that are not appropriate for correction with the averaged torquer data. A threshold 
variance of 0.0001 was effective in identifying data that was unsuitable for correction; yet yielded a 
relatively small amount of discarded data. Figures 7 shows the before and after results of this correction 
process. Reference ten contains further details of this validation and additional examples of results. The 
scheme of filtering the torquer current data with a 21-point moving average and correcting the 
magnetometer data for torquer current with a moving variance under 0.0001 provided excellent results for 
the data sample used. 
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5.3 GOES-9 magnetometer data correction algorithm validation 
Due to the fact that the random noise and the “beat frequency” noise found on the GOES-8 magnetic 
torquer current telemetry data is not found on the GOES-9 data, the validation of the magnetometer data 
correction algorithm for GOES-9 was considerably more straight forward. Figure 9 shows a plot of the 
torquer currents and the un-corrected magnetometer data. Figure 10 shows a plot of the results of the 
magnetometer data correction for the effect of the magnetic torquer generated magnetic fields. A constant 
1.8 milli-second delay of the magnetic torquer current telemetry was used to compensate for temporal 
misalignment of the magnetometer and magnetic torquer current telemetry, including the effects of the 
magnetometer anti-aliasing filter in  the magnetometer electronics box. 

5.3.1 GOES-9 maenetometer data correction validation results 
Figures 11, 12, 13 and 14 show a comparison of an x-axis magnetometer signal before and after filtering. 
The torquer currents are also shown in order to highlight the effect of the correction on the magnetometer 
signal. Within the time period plotted in these figures there is a region around the epoch 53:46 where the 
ambiguity in  the torquer current is apparent. Figure 1 1  shows that the correction process introduces 
artifacts related to the torquer current ambiguity. 

5.3.2 Lessening the amearance of torauer current ambiguity 
Two possible approaches to lessening these artifacts were explored. The first was to apply recursive 
filtering to the torquer current signal before it was used to correct the magnetometer data. Figure 12 shows 
the before and after results of applying that technique. As can be seen from Figure 12, the effect of the 
torquer current ambiguity is greatly lessened. The second technique to reduce the effect of the torquer 
current ambiguity on the corrected magnetometer data was to perform a 5 second average on the 
magnetometer data subsequent to the correction process. The results of this approach are shown in figure 
13. Again there is a significant reduction in the appearance of the torquer current ambiguity in the 
corrected magnetometer data. Figure 14 shows the results applying both of these techniques. As can be 
seen from this figure, the effect of using both of these techniques almost eliminates the appearance of the 
torquer current ambiguity artifacts. 

6. SUMMARY OF RESULTS 

6.1.1 Magnetic material effects 
The most significant error is that associated with the magnetic measurements on both GOES-8 and 
GOES-9 is the presence of magnetic material on the magnetometer boom which has the ability to move in  
relation to the magnetometer sensors. 

6.1.2 Telemetry accuracy effects 
The effective nine bit accuracy of torquer current telemetry results in an ambiguity of +- 0.4 mA which 
can effect the magnetometer correction by +- 0.2 nT. This ambiguity can be seen in the torquer current 
telemetry signal in  both figures 9 and 10 on the torquer 1 signal centered around the 54:OO epoch. The 
effect of this ambiguity on the corrected x-axis and y-axis magnetometer data can be seen in figure 10. 
The effect of the magnetic torquer current ambiguity is of the same order of magnitude as the glitches 
resulting from the correction for torquer currents. 

6.1.3 Telemetn, noise effects 
The torquer current averaging is not required for GOES-9 (and subsequent spacecraft) to overcome the 
torquer current noise found on the magnetic torquer current telemetry on GOES-8. This is a result of the 
anti-aliasing filter that was added to the torquer current signal on board the GOES-9 spacecraft. Some 
averaging or filtering may be desirable to lessen the appearance of the torquer current ambiguity related 
artifacts on the corrected magnetometer data. This doesn’t necessarily improve the accuracy of the data 
but may eliminate the misinterpretation of’ these artifacts. 
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6.1.4 Combined effects 
The combined effect of the errors associated with torquer current ambiguity, torquer corrections, other un- 
corrected stray fields, and ignoring the X R S  changing field; each of which has an impact on the order of 
0.2 nT, results in a root of the sum of the square of these values of 0.4 nT. 
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Design and calibration of the GOES-8 solar x-ray sensor: the XRS 

Frederick A. Hanser and Francis B. Sellers 

Panametrics, Inc. 
22 1 Crescent St., Waltham, Massachusetts 02 1 54 

ABSTRACT 

The GOES-8 Solar X-Ray Sensor (XRS) detects solar x-rays in two ( 2 )  wavelength bands of approximately 0.5 
to 3 A and 1 to 8 A. The XRS uses a dual ion chamber design with beryllium windows and Xenon or Argon gas fills to 
provide the x-ray detection, and which determine the wavelength response functions. GOES (and SMS) spacecraft before 
GOES-8 were spinning, and the previous XRS design used this property to measure the solar x-rays as a "pulse" above 
the ambient particle background during the time when the XRS FOV scanned across the sun. GOES-8 and later spacecraft 
are three-axis stabilized, and the XRS now views the sun constantly from a mount on the solar panel yoke. This puts a 
severe requirement on the XRS for shielding of the ion chamber, since the background current from ambient particles must 
be well below the current from the design threshold x-ray fluxes. The design and calibration of the XRS is described, 
as are results from electron irradiation which were used to verify the immunity to ambient particle fluxes. 

Keywords: x-rays, solar x-rays, x-ray detectors, spacecraft x-ray sensors 

1. INTRODUCTION 

The GOES spacecraft have monitored the solar x-ray emission since the launch of the SMS-1 spacecraft in May 
1974.14 The ion chamber detector design has not changed since the first units, so the basic wavelength response has been 
constant for the entire SMS/GOES archive of solar x-ray flux. Up to GOES-7 all of the XRS units were designed for use 
on a spinning spacecraft, and this was used to aid in eliminating the background from ambient particles, mostly electrons 
and their associated bremsstrahlung, by measuring the solar x-ray "pulse" as the XRS field-of view (FOV) scanned across 
the sun. For the 3-axis stabilized GOES-8 and later spacecraft this is not possible, since the XRS is now located on the 
solar panel yoke on the south side of the spacecraft. This provides the XRS with a constant view of the sun, but it also 
results in the spacecraft providing minimal particle shielding for the XRS. Thus the XRS must use tighter FOV 
collimation and improved shielding to reduce the ambient particle background to well below the desired x-ray threshold 
response. The XRS electronics processing of the ion chamber currents is also different for the units on GOES-8 and on, 
since the response is now a DC current rather than the solar x-ray pulse of the previous units. The following sections 
contain descriptions of the GOES-8 XRS design, with special attention to the ion chamber shielding and the x-ray 
calibration. 

2. DESIGN AND RESPONSE OF THE XRS 

The external appearance of the XRS is shown in Fig. 1, while details of the x-ray collimation and ion chamber 
shielding are shown in Fig. 2. Since electrons in the MeV energy range can penetrate the ion chamber window and 
produce ionization in the fill gas, a strong permanent magnet and baffles are used in the telescope collimator to prevent 
electrons below several MeV from being able to reach the ion chamber directly. Since electrons scatter very strongly, and 
produce a significant bremsstrahlung (x-ray) flux, the collimator design is extremely important. The collimators closest 
to the ion chamber are of a layer design, using aluminum in front to reduce the bremsstrahlung production, and copper 
or lead in the rear to provide better particle and x-ray shielding. The front collimator is made of copper which provides 
better particle and x-ray absorption than aluminum, and is far enough from the ion chamber so that the electron 
bremsstrahlung are still well absorbed. The entire ion chamber is well shielded by lead in all directions except the FOV, 
so response to bremsstrahlung generated in the outer XRS housing is strongly reduced, particularly since the outermost 
layer 3s beryllium. "his is important since the XRS location on the GOES-8 solar panel yoke means that the spacecraft 
provides minimal particle shielding for the XRS, less than 2 x  sr, so the XRS housing is exposed directly to most of the 
ambient particle fluxes at geosynchronous orbit. A more detailed discussion of the ion chamber shielding is given in 
Section 4. The bucking magnet is not essential for the XRS operation, but is added to provide cancellation of the remnant 

344 I SPIE Vol. 281 2 0-8 T 94-2200-2/96/$6.00 



TELESCOPE ,-SWEEPER MAGNET 
DUAL 1011 CNA-R 
AND PREAWLWlER 

UNIT IDPUl 

X 
BUCKING MAGNET 

6.75 

Figure 1. External view of the GOES-8 XRS. Figure 2. Detailed view of the XRS x-ray collimation 
Dimensions listed are in inches. and ion chamber shielding. Dimensions listed are in 

inches. 

dipole field from thc sweeping magnet, reducing the effect of the XRS on the GOES magnetometer. 

The x-rays are detected by a dual ion chamber, with the characteristics given in Table 1. The wavelength 
dependent response of the ion chambers to x-rays is given byS 

where q, is the electron charge, A is the ion chamber window area, W is the energyhon pair for the ion chamber gas , 
pBe(h) is the absorption coefficient of Be for x-rays of wavelength h , tBe is the Be window thickness, pg(h) is the 
absorption coefficient of the gas f i l l  for x-rays of wavelength A, tg is the ion chamber gas thickness along the FOV 
direction, and C&) is a correction for fluorescent radiation escape.’ For long wavelengths C,(h) = 1 , while for 
wavelengths shorter than the gas fill K or L absorption edge 

CF@) = 1 - 0.032h, 0.358 A < h < 2.59 dr 
= 1 - 1.6h, h < 0.358 A, 

for the Xenon-filled A chamber and 

CF(h) = 1 - 0.015h, h < 3.87 A (3) 

for the Argon-filled B chamber. The nominal values of the various constants are given in Table 1 for the 0.5 to 3 A A 
chamber and for the 1 to 8 A B chamber. Using the x-ray absorption coefficients for Be,6 Ar6 and Xe7s8 the nominal ion 
chamber response functions are plotted in Fig. 3. The actual calibrated XRS A and B chamber response functions are 
modified slightly from the nominal values, as described in Section 5. The response constants for the ion chambers are 
calculated for a flat (in wavelength) x-ray spectrum, using 

G(Ah) = I;G(h) dUAh (4) 

where Ah = 3 - 0.5 = 2.5 A for the A chamber and Ah = 8 - 1 = 7 A for the B chamber. For the nominal responses shown 
in Fig. 3 the results are 

S P l E  Vol. 28 12 1 345 



G(A) = 1 . 8 ~ 1 0 - ~  A-m2/W 
G(B) = 4.6~10" A-m2/W. 

Item 

Nominal x-ray detection range 

The XRS FOVs are designed to be as narrow as possible to minimize the background from particles entering the 
telescope opening. The two sets of electron baffles help reduce the electron background, which is usually the dominant 
particle flux at geosynchronous orbit. The low energy x-ray FOV is calculated from the shielding of the ion chamber 
windows by the baffles and the front collimator edges. For the Y direction (see Fig. 1 for coordinate orientation) the A 
and B chambers have the same symmetrical FOV plotted in Fig. 4. The FOVs in the Z direction are different for the A 
and B chambers, and are plotted in Figs. 5 and 6. Positive angles denote an x-ray source displaced in the positive Y or 
Z direction from the XRS FOV axis. The FOV responses are within 97.5% of the peak for a width of 0.74" in the Y 
direction, and for a width of 0.68" (A chamber) and 1.06' (B chamber) in the Z direction, which allows coverage of the 
full solar disk of 0.5" diameter. These results are similar to the Z FOYs of the previous spinner XRS design, where the 
calculated values agreed reasonably well with in-orbit measurements. 

~~ 

A Chamber B Chamber 

0.5 to 3 A I t o 8 A  

I Table 1. Dual ion chamber properties I 

Beryllium window thickness, tBe 20 mils 2 mils 

Fill gas and pressure Xenon/l80 mm Hg Argon/800 mm Hg 

Window area, A 5.80 cm2 1.90 cmz 

FOV direction gas thickness, tg 5.051 mg/cm' 6.831 mg/cm2 

Energy to produce an electron- 22.0 eV 26.2 eV 
ion pair, W 
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Figure 3. Nominal response function G(h) for the XRS. 
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Figure 5. Figure 6. XRS B chamber FOV response in the Z 
direction. direction. 

XRS A chamber FOV response in the Z 

3. DESIGN OF THE XRS ELECTRONICS 

A block diagram of the XRS electronics design is shown in Fig. 7. The GOES-8 XRS covers an x-ray flux range 
of 5x1O9 to 5x104 W/m2 for the A chamber and 2x10.' to 2xlOS3 W/m2 for the B chamber. The XRS units up to GOES-7 
covered l o 9  to IO4 W/m2 and 10" to 10" W/mz for the A and B chambers, but this resulted in saturation at some of the 
largest solar x-ray flares."' Since large x-ray flares have the most effect on the earth's ionosphere, it is important to avoid 
saturation at the high flux end, and the XRS range was shifted upward starting with GOES-8. The nominal response 
constants from Eq. 5 give ion chamber currents of about 9 . 0 ~ 1 0 - ' ~  to 9 . 0 ~ 1 0 ~  A for the A chamber and 9 . 2 ~ 1 0 ' ~  to 
9 . 2 ~ 1 0 ~  A for the B chamber. The low threshold x-ray flux currents of A put stringent requirements on the XRS 
preamplifier electronics and on the ambient particle shielding for the ion chamber. 

The x-ray flux ranges of five decades are covered by four linear ranges of the output analog signal, accomplished 
by changing the preamplifier gain by a factor of 100 and by attenuating the output signal by a factor of 10. The four 
possible combinations of preamplifier gain and signal attenuation provide the four analog ranges for each chamber, with 
adjacent ranges differing by about a factor of 10 in gain. The spacecraft telemetry system digitizes the x-ray analog output 
signal (range 0 to 5 V) to an 8-bit word, so in order to reduce the effects of digitization resolution, the analog signal has 
an added 0.5 V offset. The range switching takes place when an increasing x-ray signal reaches 95% of full scale (4.8 
V output of a 5 V maximum; with the 0.5 V offset this is a net x-ray signal of 4.3 V), or when a decreasing signal reaches 
about 8% of full scale (0.9 V output; with the 0.5 V offset this is a net x-ray signal of 0.4 V). The range switch points 
are adjusted to allow about 25% hysteresis so that frequent range switching ("hunting") at the range boundaries is 
minimized. Since the XRS output signal has a 1 second time constant, the XRS output is set to mid-range (2.5 V) after 
a range switch to minimize the time to approach the new output voltage value. 

The electronic gains for all four ranges are monitored in-orbit by an In-Flight-Calibration (IFC) cycle, which 
measures the zero level and 60% of full scale for each range. Since the ion chambers are not disconnected from the 
preamplifier input during the IFC, any solar x-ray fluxes present will be added to the IFC signals. Normally the IFC will 
be valid for the two or three highest ranges, with only the lowest having a significant probability of solar x-ray flux 
interference. If desired, the XRS can be pointed off-sun to eliminate the x-ray flux interference with the IFC, but this is 
not usually necessary. Stable 1FC data for the higher ranges indicates proper operation of the XRS electronics, and with 
high probability also verifies the lowest range when x-ray fluxes are present. The lower range IFC data can be corrected 
for the presence of solar x-ray signals by subtracting the pre- and post-IFC solar x-ray signals, although this ieads to 
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greater signal uncertainties. If the solar x-ray signal is not in the lowest range, then the lowest range IFC signals will be 
saturated and of no use. Normal in-orbit operation performs an IFC measurement once per week, and this is sufficient 
to verify proper XRS operation over long time periods. 

The GOES environment has high radiation levels, with expected maximum radiation doses for the five year 
lifetime being lo5 rad(Si) for a spherical shielding thickness of about 1 g/cm2 AI.' The electronics are designed for 
radiation hardness by use of radiation-hard devices or by shielding individual packages when necessary. 

2' R A W  UlT B 

M O R  WCLOW PA88 FLTCR 

Figure 7. Block diagram of the XRS electronics. 

4. DESIGN OF THE ION CHAMBER SHIELDING 

The ion chamber response functions in Fig. 3 show that both chambers have some response to high energy x-rays 
with h < 1 A (E, > 12.4 keV), particularly the A chamber. The worst case >2 MeV omnidirectional electron flux at 
geosynchronous orbit (160" W) is about 3.4~10~ e/(cm2-s); while the XRS design specifications for GOES are that the 
XRS operate without interference from >1.9 MeV electron fluxes of 1.5~10' e/(cm*-s). This requires considerable care 
in the design of the ion chamber shielding to minimize the effects of direct electron irradiation and of electron 
bremsstrahlung. 
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The basic ion chamber shielding configuration is shown in Fig. 2. Direct electron irradiation is minimized by 
the sweeper magnet, the electron baffles, and the various collimator assemblies. The sweeper magnet consists of sets of 
rare-earth-cobalt magnets with a soft iron return yoke. The field at the gap center is >1.3 kG and rises to >4 kG at the 
pole faces, which are 1 inch in diameter and separated by 1.5 inches. The magnetic field direction is such that electrons 
are bent up toward the B chamber, since this is a more effective shield for the larger window area A chamber. The 
integrated field strength along the FOV axis is >4.5 kG-cm, which is sufficient to shield both ion chamber windows from 
electrons below about 4 MeV on the worst-case trajectory. The baffles serve to collimate the incoming electrons parallel 
to the telescope FOV, and thus make the electron shielding by the magnet more effective. The ion chambers are shielded 
from electrons up to several MeV for most of the possible entering directions of the telescope aperture. The various 
collimators help shield the ion chambers from scattered electrons and from the electron bremsstrahlung. 

An important part of the ion chamber shielding is from the electron bremsstrahlung produced in the outer walls 
of the XRS housing, especially the part surrounding the ion chamber. Since bremsstrahlung production is proportional 
to the square of the atomic number (Z) of the target material, while the x-ray absorption cross sections are larger for high 
Z materials, the best shielding design is to use a low Z material on the outside to reduce bremsstrahlung production and 
a high Z material inside to absorb the bremsstrahlung more effectively. In the XRS the ion chamber has walls of a 
minimum of 0.060 inch stainless steel (about 1.2 g/cm2 Fe equivalent, Z = 26) and has 0.062 inch thick Pb (Z = 82) 
shields attached directly to the sides, top and bottom. A 0.062 inch thick enclosure of AI (Z = 13) with a 0.062 inch thick 
Pb shield attached encloses the entire ion chamber except for the FOV aperture. The outer housing for the ion chamber 
section is 0.100 inch thick AI with a final outer later of 0.062 inch thick Be (Z = 4). In this manner the outermost layers 
which stop the electrons are of low Z material (Be and AI), while the inner x-ray shielding is mostly by high Z material 
(Pb). Note that the collimators in the telescope assembly are also constructed in this low-Zlhigh-Z pairing. 

An approximate upper limit response of the ion chambers to the electron bremsstrahlung was calculated using 
approximate functions for the electron stopping power, and bremsstrahlung yields for Be, AI, Fe and Pb of Berger and 
Seltzer.” The bremsstrahlung spectrum was approximated by a flat (in energy) spectrum ‘I, which is most accurate at low 
energies, but should still be a reasonable approximation up to a few MeV. Since electrons scatter significantly while 
stopping in matter, the bremsstrahlung generated were taken to be isotropic. A numerical integration was then used to 
approximate the ion chamber current generated by the worst case electron spectrum. This calculation took account of the 
fact that electrons generated in the ion chamber gases generally have a range longer than the chamber dimensions, and 
so only a part of the electron energy is absorbed by the gas.’* A similar calculation was made for the current generated 
by direct electron irradiation through the shielding magnet, and gave results that were about 8% (A chamber) and 23% 
(B chamber) of the bremsstrahlung generated currents.” The calculated results are given in Table 2, along with the 
threshold x-ray flux currents and some beta source measurements. 

The ion chamber responses to a 100 mCi Sr-Y-90 beta source (2.5 MeV end point energy) were measured with 
an Engineering Model (EM) XRS. The measurement is difficult, especially for the direct electron response which is easily 
contaminated by the bremsstrahlung produced in the beta source itself. The procedure and corrections have been described 
in detail, and the results compared with the threshold x-ray currents.’* The results are listed in Table 2, along with the 
above discussed calculations. The agreement between the measurements and the calculations is reasonable, and both the 
calculations and the data show that in-orbit electron fluxes should not compromise the solar x-ray measurements. Note 
that the calculations and measurements take no account of the shielding by the XRS DPU or the spacecraft, so the results 
are upper limit, worst case responses, and in-orbit responses should be lower. This has been verified by in-orbit operations 
o f  the GOES-8 and GOES-9 XRS units, which have shown no noticeable effects from the ambient electron fluxes. 

The XRS ion chambers may show some background current generation from high energy protons in solar particle 
events. Since we are currently near the minimum of the solar sunspot cycle there have been no significant solar proton 
events since the GOES-8 launch in April 1994. A large, high energy proton event will produce some background ion 
chamber currents, since it is impossible to shield the ion chambers from protons above a few tens of MeV, and the 
shielding magnet is not effective for protons in the MeV range. For such conditions the XRS will have to be pointed off- 
sun several times during the solar proton event to measure the proton-induced background current for subtraction from 
the on-sun current to provide the net x-ray flux current. The GOES EPS and HEPAD data’’ should be able to allow 
calculation of the XRS proton-induced background by interpolation between XRS off-sun measurements. 
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I Table 2. Calculated and measured ion chamber electron responses I 

Nominal response threshold x-ray flux current 

Calculated maximum electron flux bremsstrahlung response 

I Item I A Chamber I B Chamber I 
9 . 0 ~ 1 0 ' ~  A 9 . 2 ~ 1 0 - l ~  A 

2 . 5 ~ 1 0 ' ~  A 1 . 0 ~ 1 0 - ~ ~  A 
~~~~ ~ 

Calculated maximum electron flux direct response 

Corrected measured beta source bremsstrahlung response 

Corrected measured beta source direct remonse 

2 . 1 x 1 0 ~ ~  A 2 . 3 ~ 1 0 "  A 

3.9x10-l4 a 1 . 1 ~ 1 0 ~ ~  A 

G . 4 ~ 1 0 - I ~  A < 2 . 7 ~ 1 0 " ~  A 

5. CALIBRATION OF THE XRS 

The actual XRS ion chamber responses differ from the nominal responses of Eq. (5) because of slight variations 
in the Be window thicknesses, slight differences in fill gas pressure, and variations in the shielding of the charge collection 
anodes (which is actually neglected in the Eq. (5) responses). The ion chamber Be window thicknesses are obtained by 
measuring the area and mass before the windows are epoxied onto the ion chamber body. The gas fill pressures are 
nominally for 25"C, but the filling is usually done in a vacuum chamber at elevated temperature with the actual pressure 
at f i l l  time being adjusted for the measured ion chamber temperature. The response of the completed ion chamber is 
checked with radioactive sources at several points on the window areas to verify window uniformity and the absence of 
epoxy wiped onto the sensitive area. The fill gases contain 0.4% He which is used to check the finished chamber for 
leaks, and the gas densities in Table 1 take this factor into account. 

The first five XRS ion chambers for SMS and GOES were calibrated at a number of x-ray wavelengths by 
Unzicker and Donnelly', but for later ion chambers the calibration has been limited to use of one wavelength from 
calibrated radioactive sources. Since the detailed calibrations showed good agreement with the theoretical form of Eq. 
(l), the time and expense of doing a multiple wavelength calibration for later ion chambers has been replaced by 
calibration at one wavelength. The later ion chambers are calibrated by measurement of the ion chamber responses to a 
strong "Fe x-ray source, which has been calibrated against a standard "Fe source purchased from NIST (formerly the 
NBS). The absolute ion chamber response at the 5.9 keV (2.2 A) x-ray line is used with the calibrated response of the 
XRS electrometer to produce the overall ratio of XRS signal current to input ion chamber x-ray flux. 

Strong "Fe sources (sources are in the tens of mCi range) are calibrated against a NIST "Fe Standard Reference 
Material, which has a calibrated forward emission in K x-rays/(s-sr). Note that "Fe sources emit predominantly two Mn 
x-ray wavelengths: the Ko1,2 x-rays at 5.895 keV (2.103 A) with an intensity of 0.2268; and the KPI., x-rays at 6.490 keV 
(1.910 A) with an intensity of 0.0303. The different intensities and absorptions of these x-rays must be taken into account 
to produce accurate source and ion chamber calibrations. The source cross-calibrations are performed using a proportional 
counter and polyethylene attenuators. Since attenuations in excess of a factor of 10 are used, all attenuation data must 
account for the presence of the two different x-ray energies with different attenuation coefficients. The "Fe half life of 
1009 days must also be taken into account to correct all measurements for source decay. The ion chambers are calibrated 
in vacuum using a fixture which holds a number of the calibrated strong "Fe sources at a fixed distance from the ion 
chamber. The ion chamber currents are then measured and used with the fixture geometry (there are correction factors 
for source parallax, and for x-ray intensity variation over the depth of the ion chamber because of I/? variation with 
distance from the source), the absolute source intensities, and the response of Eq. (1) for the "Fe x-rays using the true 
window thicknesses, to derive a calibration constant for the chamber response. The result is a pair of calibration constants 
for the A and B chambers, given by 

B, = G,(5sFe)/~,(5'Fe). (6) 
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G,(”Fe) = I,,f5Fe)/J, (7) 

where I,(”Fe) is the measured ion chamber current and J, is the corrected effective x-ray flux intensity at the ion chamber, 
and 

G,(”Fe) = (0.2268 G,(2.103 A) + 0.0303 Gc(1.910 A))/0.2571 (8) 

where G,(h) is the calculated response of Eq. (1) using the actual ion chamber Be window thickness. J, must be calculated 
in A-m2/W to match the units of Eq. (1). The calibration constants obtained from Eq. (6) are generally found to be close 
to 1.0, with the average for several chambers being within 5% of 1.0, and almost no ion chambers deviating from 1.0 by 
more than 10%. The estimated absolute accuracies of the calibration constants B, are *IO% for the A chamber and +15% 
for the B chamber, on a three standard deviation basis. 

The response of the ion chamber in the XRS has two additional factors which must be included along with the 
absolute calibration constant of the bare chamber obtained from Eq. (6). First, the effect of the Be UV shield (0.3 to 0.5 
mil thick) must be included in the calibrated response function, G,,(h), and second the shielding effects of the electron 
baffles must be included. The Be UV shield was essential for the spinner XRS design, since the induced photoelectron 
current pulse on the ion chamber window when the FOV scans across the sun produces a small feedthrough into the ion 
chamber x-ray produced currents, and this would interfere with low level x-ray flux measurements’. The Be UV shield 
is not essential for the GOES-8 XRS design, but was retained to avoid possible problems from the photoelectron current 
and to provide some protection to the ion chamber from solar heating and long term UV irradiation. The Be UV shield 
also ensures that the .XRS response curves, especially that for the B chamber, are nearly identical to the previous XRS 
units. The shielding effects of the electron baffles is purely geometric from the 0.015 inch thick stainless steel baffles, 
and are given by Felbf = 0.924 for the A chamber and Felbr = 0.963 for the B chamber. 

The calibrated response functions are calculated from 

where G,(h) is the response function of Eq. ( I )  calculated with the actual ion chamber Be window thickness and the Be 
UV shield transmission is given by 

where tBeUV is the measured thickness of the Be UV shield. The calibrated response constant for a flat (in wavelength) 
spectrum is calculated from 

&(Ah) = jTG-,(h) d?JAh (1 1) 

which is identical to Eq. (4) except for the use of the calibrated response G,,(h). Solar flare x-ray spectra are generally 
not flat in wavelength. For more accurate x-ray flux values the actual response functions G&) can be used to provide 
better estimates of the actual solar x-ray ~pectrum.~ Thus use of the GOES XRS A and B chamber data can provide both 
a solar x-ray flux intensity and effective temperature. 

The remaining part of the XRS calibration is the electronic gain for each chamber in each of the four output 
ranges. The calibration is made with a calibrated picoampere source during thermal vacuum testing of each XRS. These 
calibrations must be made in hard vacuum, since moisture in the air can affect the preamplifier feedback resistance in the 
highest gain range. The electronic calibrations are made at temperatures of -20°C and +2YC to allow for temperature 
correction of the in-orbit data. The calibrations provide both the offset voltage C, (V) and the range gain S ,  (AN). The 
measured x-ray telemetry signal V, (V) then gives the measured solar x-ray flux from 

JW) = (V, - C,)/(S, G,,(Ah)). (12) 
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Each GQES XRS unit is provided with a Calibration Report, which contains tabular listings of the G,,(h) from 
Eq. (9) and the G,,,(Ah) from Eq. (IO) for the A and B chambers. The Calibration Report also provides the calibrated 
values of C, and S, for each of the four ranges, and the IFC output values for each of the four ranges, all at two 
temperatures (generally -20°C and +25"C) for both the A and B chambers. The Calibration Reports are designated bx 
the XRS Serial Number (SN), with the 3-axis stabilized XRS designs starting at SN/OOl; GOES-8 has XRS SN/002, 
while GOES-9 has X R S  SN/OOl." 
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Design and calibration of the GOES3 particle sensors: the EPS and HEPAD 

Francis B. Sellers and Frederick A. Hanser 

Panametrics, Inc. 
22 1 Crescent St., Waltham, Massachusetts 02 154 

ABSTRACT 

The Energetic Particle Sensor (EPS) and the High Energy Proton and Alpha Detector (HEPAD) measure protons, alpha particles 
and electrons in several energy ranges. The latest version of the EPS for GOES-8 and succeeding GOES spacecraft detects 
protons in 7 energy ranges from 0.8 to 500 MeV, alpha particles in 6 energy ranges from 4 to 500 MeV, and electrons in 3 
integral channels of 0.6,2 and 4 MeV. The HEPAD measures protons in four energy ranges from 350 to greater than 700 MeV, 
and alpha particles in 2 energy ranges from 2560 to greater than 3400 MeV. Most of the particle channel responses of the EPS 
and HEPAD have been calibrated directly at available accelerators. The GOES particle data are used to monitor the ambient, 
trapped, particle radiation, which is predominantly MeV electrons, and the proton and alpha particle fluxes from solar particle 
events. The data are used for various types of warnings and are archived by the NOAA Space Environment Center. 

Keywords: Solar particle detection, particle detectors, spacecraft instruments, proton sensors, electron sensors 

1. INTRODUCTION 

The GOES spacecraft have had ambient particle monitors since the initial SMS spacecraft in the 1960s. The initial spacecraft 
had only an EPS which measured protons, alpha particles and electrons. The HEPAD was added later to provide early warning 
of very high energy solar proton fluxes which could be a hazard to high altitude aircraft flying over the earth's polar cap regions 
and to manned spaceflight missions. 

The EPS consists oftwo separate units, the Dome and the Telescope, with the Dome covering the upper end of the -1  to 500 MeV 
energy range measured by the EPS. Actually, the GOES particle sensors operate as a single sensor system, as shown in the block 
diagram in Fig. 1. The Signal Analyzer Unit/Data Processing Unit (SAU/DPU) provides all interfaces with the spacecraft, and 
it controls and receives data from the three sensor assemblies. 

The EPS is located in the main body of the spacecraft, with the Dome and Telescope view directions in the West, Le., detected 
particles travel East at the GOES location. The HEPAD is located next to the EPS and views in the anti-Earth direction. On the 
spinning GOES-7 and earlier spacecraft the EPS and HEPAD viewed in the spacecraft equatorial plane, which allowed viewing 
of a large range of particle arrival directions and a measurement closer to the local isotropic particle flux. For the 3-axis stabilized 
GOES-8, the location near the outer boundary of the earth's magnetosphere provides some scattering of solar particles, so the 
measurements are not expected to differ significantly from those of the earlier, spinning GOES. 

The following sections contain descriptions of the GOES-8 particle sensor designs and operation, with special attention to the 
calibration data. 

2. DESIGN AND OPERATION OF THE EPS 

The present EPS uses two detector sets, the Telescope and the Dome, which detect and sort the particles by suitable energy 
deposition measurements. The EPS Telescope consists of two silicon surface barrier solid state detectors (SSDs) operated in a 
coincidence/anti-coincidence mode for particle selection in a series of energy bins, while the Dome utilizes three independent 
SSD sets in highly-shielded configurations, to measure particles above several integral energy thresholds. The Telescope detects 
protons (0.8 - 15 MeV) in three energy bins, and also alpha particles (4-60 MeV) in three energy bins. The Dome detects 
electrons (>0.6 to > 4.0 MeV) above three integral energy thresholds, protons (1 5-500 MeV) above four such energy thresholds, 
and alpha particles (60-500 MeV) above three such energy thresholds. These two units, the Telescope and the Dome, are 
described in detail below. 
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2.1 Telescope 

The block diagram of the Telescope in Fig. 2 shows the interfaces to the SAUDPU (Fig. 1). The detailed design of the 
Telescope, provided in Fig. 3, shows how the two SSDs are mounted to form the aperture's Field-of-View (FOV), with a 50- 
micron thick, 100 mm2 front detector, and a 500-micron thick, 200 mmz rear detector (detectors D1 and D2). Tungsten is used 
for the collimators, and as shielding for out-of-aperture particles. Magnets shield the detectors from direct irradiation by electrons 
of less than about 100 keV. 

Figure 1. Particle sensor - system block diagram. 

Figure 2. EPS Telescope block diagram. 

Fig. 4 shows the calculated energy losses in both the front and rear 
detectors, for normally-incident protons and alpha particles. The 
parametric values along each curve are the energies of the incident 
particles that produce the energy losses at those particular points on the 
curves. The maximum half-angle of incidence allowed by the 
collimation is 35", and that is taken into account in defining the 
average energy widths of the bins, determined by the energy 
deposition threshold levels (numbered 1-5) in the figure. Table 1 
shows the actual values of these energy loss threshold levels, the 
coincidencehti-coincidence logic associated with each of the energy 
bins, and the channel designations, as shown in Fig. 4. 

ELECTRON 
SHIELDING ALUMINUM 
MAGNETS DETECTOR HOUSING 

TUNGSTEN 
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DETECTORS LIGHT SHIELD 

(TWO) 

Figure 3.  EPS Telescope detector cross section. 

2.2 Dome 

The block diagram of the Dome in Fig. 5 shows the interfaces to the SAUDPU (Fig. 1). The detailed design of the Dome, 
provided in Fig. 6 ,  shows how a set of two 1500-micron thick, 25 mmz silicon surface barrier detectors is mounted in each of the 
Dome assemblies (detectors D3-D5). The two output pulses are summed, to produce the energy deposition signal analyzed by 
the threshold circuitry. Tungsten shielding of > 20 g/cm' is used for collimation and for out-of-aperture shielding. This shields 
completely for protons below about 120 MeV. Hence, it is very effective for the two lowest energy Domes (D3 and D4), but 
the response becomes significantly omnidirectional for the highest energy particles detected by D5. These effects were measured 
during the calibrations reported in Section 4.2. 

Energy deposition calculations were carried out for all three Domes shown in Fig. 6?'** in order to define the threshold levels 
required to define the energy bins of interest. A typical set of calculations is shown in Fig. 7, for the D4 Dome. The maximum 
half-angle of incidence is 60", at which angle the particles miss the second detector, and the pathlength is the same as for a normal 
incidence particle penetrating both detectors. These angles produce the minimum pathlength. The maximum pathlength occurs 
for a 45" half-angle particle, which just penetrates both detectors. For electrons, the energy deposition is severely affected by 
scattering. Shown in Fig. 7 are the two limits: the lower two curves are based simply on stopping power calculations2, while 
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Detector 
Front/D 1 
Front/D 1 

I Front/Dl I 3 I 2.92 

Threshold Energy Loss (MeV) 
1 0.325 
2 0.49 

I Rear/D2 I 4 I 3.20 

Channel 

P1 
P2 
P3 
A1 
A2 
A3 

I ReadD2 I 5 I 14.2 

Particle 
Logic 

Type Energy (MeV) 
Proton 0.8-4.2 1 -2.74 
Proton 4.2-8.7 1 *2-3*4*3 
Proton 8.7-14.5 1 -2.4.3 
Alpha 3.8-9.9 1 *3*? 
Alpha 9.9-2 1.3 1-3.4 
Abha 21.3-61.0 1 ~2.3.5 
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Figure 4. EPS Telescope energy loss and threshold levels diagram. 

the upper curve assumes that the entire energy remaining, after passing through the moderator, is deposited in the detector--due 
to multiple scattering effects. Thus, for example, threshold 10 is used with the D4 Dome to define the 4 MeV integral-type 
energy bin for electrons. 

Table 2 shows, for all three Domes, the actual values of the energy loss thresholds, the coincidence/anti-coincidence logic 
associated with each of the energy bins, and the channel designations (with E3, P5, and A5 being shown in Fig. 7). Note that 
the EPS units on GOES-7 and earlier only had one electron channel, equal to the E2 channel of the GOES4 design. 
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Figure 5 .  EPS Dome block diagram. 

ALUWNW MODERATOR 
D3. 0.123 a/cm .THIS BEOOMES 0.158 O/cm AL EOUIVALENT 

WHEN THERMAL BLANKET IS INCLUDED 

FOV lt25.1 / 

DETECTORS I iWO,y TUNGSTEN COLLIMATOR 1 

Figure 6. EPS Dome detector cross section. 

Figure 7. EPS Dome D4 energy loss and threshold levels diagram. 

3. DESIGN AND OPERATION OF THE HEPAD 

The HEPAD is designed to measure high energy (relativistic) protons and alpha particles in the presence of intense fluxes of 
lower energy particles. The basic design is a solid state detector (SSD) telescope with a quartz Cerenkov radiator/PMT for 
detection of the relativistic particles. 

The block diagram of the HEPAD in Fig. 8 shows the interface to the SAUDPU (Fig. 1). In contrast to the Telescope and Dome, 
the HEPAD contains the necessary logic circuitry to define the digital outputs, for the channel designations shown. These 
channels are discussed below. 
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Detector Threshold Energy Loss (MeV) 

D3 I 8 I 10.5 

D3 

D3 

6 0.25 

7 1.77 

D4 

D3 

D4 

1 1  

9 40.0 

10 1.53 

5.6 

D4 

D5 

12 30.0 

13 1.6 

D5 

Particle 

Energy (MeV) Type Channel 

14 

Logic 

3.5 

P6 

P7 

A4 

D5 I 15 I 28.0 

Proton 80-1 80 13.1 4.- 

Proton 165-500 13--I7 

Alpha 60- 180 9 

A5 

A6 

Alpha 145-250 12 

Alpha 320-500 15 

E2 

E3 

El I Electron I 2 0.55 I 
Electron 22 6-7.8 

Electron 24 10.n 

6.7 

The detailed design of the HEPAD detector assembly is provided in Fig. 9. The principal energy-determining sensor is the 
Cerenkov radiator, which is inherently discriminatory against low energy particles (s 350 MeV for protons, s 640 MeVhucleon 
for alpha particles). The front surface of the Cerenkov radiator is painted black to reduce response from rear entry particles. In 
order to define the approximately 0.9 cm2-sr geometric factor, the radiator output is placed in coincidence with the two 500- 
micron thick silicon, 3 cmz (SSD) surface barrier detectors. The outer aluminum housing and shield stop most electrons and 
reduce bremsstrahlung production. The tungsten inner shield stops lower energy protons and shields the SSDs from 
bremsstrahlung. In flight calibration is provided by light pulses from the “alpha lamp,” a combination of a low-intensity 241Am 
alpha-emitting radioactive source with a plastic scintillator. 
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Energy deposition calculations for the SSDs' were combined with the theoretical Cerenkov radiator response3 to define the SSD 
energy loss and PMT photoelectron thresholds required to establish the desired energy bins. The results are provided in Fig. 10. 

5j 
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u) c 

I- 
3 

The HEPAD SSD energy losses show almost no variation for protons > 350 MeV, so the proton energy separation is only through 
the Cerenkov light variation. The latter saturates above 1000 MeV, so in practice it becomes difficult to separate proton energies 
above about 700-800 MeV. Alpha particles are separated from protons by the SSD energy losses, as well as the Cerenkov light 
pulse amplitude. The general features of the theoretical calculations shown in Fig. 10 are, in fact, valid, but the actual proton 
energies are somewhat different, based on the calibration data (Section 5). Table 3 shows the actual values of the energy loss 
and photoelectron thresholds, the coincidence/anti-coincidence logic associated with each of the energy bins, and the channel 
designations. In addition to these channels, diagnostic measurements are also made of four singles and one fast coincidence 
channel, designated Sl-SS in Fig. 8. 
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Figure 8. HEPAD block diagram. Figure 9. HEPAD detector cross section. 
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Figure 10. HEPAD energy loss and threshold levels diagram. 

The particle energies required to exceed any particular HEPAD pe threshold (Table 3) depend on the PMT gain, which is 
adjustable by changing the HV setting through ground command. The gain is monitored by measuring the count rates of the two 
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lowest thresholds, LSI and LS2 (= S3 and S4 counts), for the alpha lamp light pulses. One HV step changes the PMT gain for 
the thresholds by about 5%, and, in general, changes the S4/S3 count rate ratio by about 0.1 (at S4/S3 = 0.5). The actual detected 
particle energies may thus vary with time if the PMT gain changes and is not adjusted by the necessary HV step changes. 

Detector 

4. CALIBRATION OF THE EPS 

Energy loss MeV) 
Threshold or photoelectrons tpe) emitted 

The EPS was calibrated with protons and alpha particles up to about 40 MeV at a tandem Van de Graaff accelerator at 
Brookhaven National Laboratory (BNL), and with protons up to about 150 MeV at the Harvard University Cyclotron. 
Additionally, the Dome electron channels were calibrated at the Rome Air Development Center (RADC) electron linear 
accelerator, at Hanscom AFB, MA. In all instances, we were able to rotate the sensor assemblies in such a way as to determine 
the angular response for at least one energy--usually more than one. The purpose of the cyclotron measurements for the 
Telescope was to determine the SDurious response to such out-of-aperture high energy protons, over entrance angles up to 180" 
from the entrance direction. 

PMT 

PMT 

PMT 

PMT 

Rear SSD 

Rear SSD 

Front SSD 

Front SSD 

Table 3. HEPAD Thresholds and energy bin logic 

LS3 114 pe 

LS4 164 Pe 

LS5 608 pe 

LS6 729 pe 

LS7 0.125 MeV 

LS8 0.500 MeV 

LS9 0.125 MeV 

LSlO 0.500 MeV 

Channel 

P8 

P9 

PI0 

PI I 

A7 

A8 

PMT I LS 1 I 13.5 pe 

Particle 

Energ Logic 
Type (MeVlnucyeon) 

Proton 350-420 P*csZ 

Proton 420-5 10 P.LS2.cS3 

Proton 5 10-700 P L S 3 . m  

Proton > 700 P.LS4.T;sS 

Alpha 640-850 A . L S 5 . m  

Alpha > 850 A-LS6 

PMT I LS2 I 69 pe 
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If it is assumed that the incident particle spectrum j(E) (cm'-sr-s-MeV)-' is isotropic within the aperture of the sensor, then the 
detector count rate c (cps) can be written 

c = J; j(E) G(E) dE (1) 

where G(E) (cm2-sr) is the geometric factor for energy E (MeV), and is obtained from the calibration data. The measured in-orbit 
count rates c are converted to a frst-order spectrum point by assuming that j(E) is independent of energy. Under this assumption 
the integral in (1) can be evaluated and the particle flux obtained from the measured count rate c, as 

where Eo (MeV) is the average energy of the detected particles and GE (cm2-sr-MeV) is the energy-geometric factor. The values 
of E, and GE are calculated using the calibrated values of G(E) from 

GE = J; G(E) dE 

Eo = (J; E G(E) dE)/GE (4) 

The calibration values of G(E) are calculated from detection areas measured at several angles in the FO . and integrating over 
solid angle. The detection areas are obtained by comparing the measured channel count rate against that of a pair of calibrated 
monitor detectors, in  a monoenergetic particle 

4.1 Telescope 

The EPS telescope was calibrated at the BNL tandem Van de Graaff accelerato? for protons up to 25 MeV and for alpha particles 
up to 40 MeV. Extensive angular response measurements were made up to a 40" entrance angle at 5" intervals. At the Harvard 
Cyclotrons, proton measurements were made at energies between about 33 and 144 MeV at 0" entrance angle, and at several 
energies between 60 and 90 MeV for angles up to 1 SO"-mainly to determine the spurious response. 

At BNL the accelerator-produced proton beam impinged upon a scattering foil, and the Telescope, and a scattered-beam intensity 
monitor detector, were set up at angles p to the beam direction, on opposite sides of the beam. The BNL experimental angular 
response data obtained were integrated over entrance angle, including the effect of solid angle variation with entrance angle, to 
provide the results given in Figs. 11 and 12. 

Two factors require explanation in the proton data shown in Fig. 11. At high energies (channel P3), some particles are not 
counted due to their loss below threshold level 1 (Fig. 4) as a result, principally, of energy loss straggling in the front detector. 
Thus, the P3 decrease at high energies is not sharp. In fact, the maximum value of G(E) near 12 MeV does not quite reach the 
theoretical maximum of about 0.056 cm2-sr because of this effect. 

In the low energy proton bin, PI, the geometric factor exceeds that expected (the alpha particle low energy geometric factor, Fig. 
12, is generally as expected). The scattering cross section from the foil is proportional to the factor sin4(p/2>, which varies 
strongly with scattering angle p. A 20% variation in scattered intensity is caused by about 1 variation in p. Such a variation 
could easily be caused by the earth's field (for 1-5 MeV protons) following the last focusing magnets in the beam line. The effect 
would be much less for alphas due to their greater mass. A similar effect was also seen in the GOES B and C instruments6.. We 
believe the P1 channel low energy proton data should be normalized downward somewhat, in such a way that the peak of G(E) 
is located as expected, while the variation of G(E) with E is retained. 

With the exception of channel PI, all of the measured results are within f 8% of an analytically determinedS maximum G(E) value 
of 0.0557 cm2-sr. We cannot, however, state with certainty that any particular experimental problem caused this effect. 
Nevertheless, we know no reason that it should be higher than the analytical maximum. Our best judgment is that the correct 
value is nearer 0.056 cmZ-sr, within the experimental uncertainties. 
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Figure 1 1. Telescope proton energy dependent geometric 
factors. 

Figure 12. 
geometric factors. 

Telescope alpha particle energy dependent 

The only significant spurious effects expected are due to very energetic protons that can penetrate the out-of-aperture shielding 
of the Telescope. Although all alpha channels are affected to a small degree by > 100 MeV protons, none are affected 
significantly by lower energies, except for a very narrow region near 90 MeV that affects A2. The method of approach was to 
determine the results expected analytically, correlate these with experimental data, and combine the two approaches to obtain 
the best estimate of the spurious geometric factors. Because the problem is one of, essentially, finding the background effects 
in the primary channels, the variation of the spurious G(E)s with E was not measured in the same as it was for the in- 
aperture particles. Since both the out-of-aperture solid angle, and the sensitive energy range (10 to 100 MeV) are large, the 
resulting spurious counts would be significant for essentially flat energy spectra. Nevertheless, for the Telescope these spurious 
counts will usually be only a small correction to the primary count, because the shape of solar particle spectra are such that the 
flux normally decreases rapidly with energy. A condition in which this is not true, however, can occur in the first few hours of 
a solar particle event, when only the most energetic particles have had time to arrive. In that instance, the Dome data should be 
used to calculate the corrections, and these should only be applied when they represent small corrections to the observed 
Telescope count rates. 

A summary of the above calculations has been provided in a detailed report (Ref. 7, Table 3.15), with the results being reproduced 
in Section 6 below. 

4.2 Dome 

The EPS Dome was calibrated with protons at the Harvard Cyclotron7 up to about 144 MeV. Because of the wide angular 
response of the three Domes (Fig. 6), it was necessary to make measurements over the entire angular response range for each 
dome, usually in 10" or 15" intervals. Results for the P5 and E3 channel in the D4 Dome (Fig. 7) are shown in Fig. 13, where 
the proper solid angle values have been used to obtain the angle-integrated geometric factors. As can be seen from the energy 
loss curves in Fig. 7, sufficiently energetic protons can lose small enough amounts of energy in these detectors to be counted in 
the E3 channel (Le., below threshold Il)--hence the form of proton response shown in Fig. 13 for E3. 

The spurious, out-of-aperture, energy-dependent geometric factors were calculated for all three Domes7. The results show that 
it is necessary only to include the in-apemre G(E) data for Domes D4 and D5, because most solar proton event spectra decrease 
rapidly with E. For Dome D6, however, it is necessary to include both the spurious and in-aperture G(E) data. A summary of 
these calculations has been provided in a detailed report (Ref. 7, Table 3 . 1 9 ,  with the results being reproduced in Section 6 
below. 
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The electron response of the Dome electron channels El,  E2, and E3 (Table 2) was measured at the RADC electron linear 
acceleratof. The facility can provide analyzed beams in the range 5- 15 MeV. The 5 MeV beam was degraded by use of 
aluminum absorbers to obtain three lower energies, down to about 1 MeV. We also supplemented these measurements for the 
D3 Dome El and E2 electron channels with Sr-Y-90 and Ru-Rh-106 beta sources. The total air path to the Dome detector was 
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Figure 13. D4 Dome proton energy dependent geometric 
factors. geometric factors. 

Figure 14. Dome electron channels energy dependent 

about 0.15 g/cm2, and this was used to correct the beta spectra in the data analysis. The Sr-Y-90 beta source has 546 keV 
(maximum) electrons from Sr-90 and 2.27 MeV (maximum) electrons from Y-90, so the source can be considered as emitting 
only a Y-90 spectrum. For the Ru-Rh-106 beta source, the Ru-106 has a 39-keV endpoint and Rh-106 a 3.54-MeV endpoint, 
so the source is effectively only Rh-106 for calibration purposes. 

Angular response measurements were made up to entrance angles of about 60", and those were used, along with the angular- 
dependent solid angle factors, to calculate the energy-dependent geometric factors in Fig. 14. These response curves demonstrate 
clearly the integral character of these particular channels. Hence, it is not possible to obtain meaningful values of GE and E, by 
use of Eqs. (2), (3), and (4), as it is for the proton responses. Accordingly, in order to determine an on-orbit electron spectrum 
by use of the three El,  E2, and E3 counts, it would be necessary to utilize the energy dependencies shown in Fig. 14, and 
determine the assumed electron spectrum parameters by fitting the count data. 

5. CALIBRATION OF THE HEPAD 

The HEPAD has been calibrated extensively with high energy protons at the BNL Alternating Gradient Synchrotron (AGS), using 
a secondary beam, magnets for coarse energy selection, and a time-of-flight (TOF) system for fme energy selection9. We verified 
earlier angularre~ponse~ measurements which showed that the response at a 12" entrance angle was the same as that averaged 
over the entrance aperture, including the solid angle variation. The relative response for the P8-PI 1 channels (Table 3) is shown 
in Fig. 15. We were able to normalize the curves to obtain the actual geometric factors by use of the absolute count rate of the 
front SSD, the PMT, and the known areas. We also measured the response to rear entry protons, where we found that the PI0 
and PI 1 channel responses can be neglected for essentially all energies. There are small correction factors for the P8 and P9 
channels' response to very relativistic particles. 

The cross-over points between the energy bins shown in Fig. 10 are marked in Fig. 15. The initial Cerenkov emission 
calculations3 neglect the effects of collection efficiency variation in the Cerenkov radiator PMT due KO emission cone half angle 
variation with energy. These are largely responsible4 for the differences between the measured bin cross-over energies and those 
calculated earlier.' 
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6. SUMMARY OF GEOMETRIC FACTOR RESULTS 

The 1995 Calibration Report' on the EPS Dome proton response was used to summarize all of the earlier geometric factor results 
described above, as given in Table 4. Note, in particular, that these electron channel responses are for protons (Section 4.2); their 
response to electrons is provided in Fig. 14. 

I Table 4. Summary of EPSD-IEPAD channel response factors 

2980. I 613. I 2560 - 3400 
A8 (HI (> 3400.) (G = 0.73 cm*-sr)** > 3400 

638. 686. 15 - 1000 El (D) 
E2 (Dl 348. 536. 15 - 800 

E3 (D) 360. 480. 38 - 800 

* T  EPS Telescope; D: EPS Dome; H: HEPAD. 
+*G is the geometric factor for an integral flux (cm2-sr-s).', above the energies shown. 

NOTES: Pi channel responses are for protons; Ai channel responses are for alpha particles. Ei channel 
responses are for protons. The HEPAD channel responses are for the PMT gain set to the correct 
value. 
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Design and performance of the GOES-8 high resolution magnetometer 

Warren D. Dunham, Steven A. Macintyre and Charles R. Upton 

Macintyre Electronic Design Associates (MEDA). lnc. 

ABSTRACT 

The GOES-8 Magnetometer is one of the most sophisticated and highest performance flusgate magnetometers to be flown 
in space. Its 16-bit Analog-to-Digital converter (ADC) can resolve magnetic field strengths as low as 0.03 nT. It can 
measure fields to an accuracy of 1 nT over a temperature range of -8OOC to 72OC. This paper describes the GOES-8 
Magnetometer design and performance. The magnetometer consists of a very low noise thee-axis analog magnetometer. a 
high resolution dual slope integrating ADC, and a redundant digital serial spacecraft interface. Another feature of the 
magnetometer is its ability to generate a calibration sequence upon command. The 16-bit ADC design was the most 
challenging. There were no 16-bit Grade 1 ADCs on the market at the time (1986), so it was necessary to design the ADC 
using the limited number of Grade 1 parts that were available. 

Keywords: GOES-8, flwgate, magnetometer, analog-todigital converter, ADC. instrument sensor 

1. INTRODUCTION 

The flwgate magnetometer has been the primary instrument used to map the magnetic field of space since the space age 
began. Flwgate magnetometers are rugged, reliable, small, and require very little power to operate. The first i n s m e n t s  
were relatively crude by today’s standards. The typical accuracy of the early flwgate magnetometer was on the order of 5% 
and its resolution was in the nanotesla (nT) range. Since these early days, there have been steady improvements in the 
quality of the magnetic cores and materials used to construct flwgate sensors and in the topology of the electronic circuits 
which excite the sensor core and convert the sensor signal into a dc voltage. These improvements have resulted in analog 
magnetometers that have high accuracy, wide dynamic range and very low noise. An analog fluxgate magnetometer can 
now be produced with an initial accuracy of 0.01% and a dynamic range greater than 85 dB. Unfortunately, space qualified 
analog-to-dlgital converters (ADC) that have the dynamic range to exploit these improvements have been slower in 
development. 

The flwgate magnetometer used on the MAGSAT satellite’ (launched in Oct. 1979) was the earliest high resolution 
magnetometer to be used in space. It made precise measurements of the geomagnetic field vector in support of the work 
being performed by the international science community to improve the geomagnetic field model. The MAGSAT 
magnetometer used an analog magnetometer with a fixed 12000 nT field range followed by a 12-bit ADC to achieve a 
resolution of 0.5 nT. Field offsets in increments of 1000 nT were applied to the sensors to keep the magnetometer output on 
scale. This technique gave the MAGSAT magnetometer an effective operating range of 64,000 nT. 

There were two high resolution flwgate magnetometers on the Galileo satellite’ launched ten years later ( a t .  1987). These 
magnetometers were used to investigate the structure and dynamic variations of Jupiter’s magnetosphere. Each 
magnetometer had two analog ranges (outer: f32 and f512 nT; inner: f512 and f16.384 nT). These signals were digitized 
using a 12-bit ADC with 15 bit accuracy. The digital data were averaged to achieve a resolution equivalent to a 16-bit ADC. 
The resolution of the magnetometers, which was limited by their noise level. was about 0.1 nT. 

The Ulysses satellite3 launched in Oct. 1990 carried a flwgate magnetometer that was quite similar to the Galileo satellite 
magnetometers. It had four analog magnetometer ranges (f8, fb4, f2,048 and f44.000 nT) and used a 12-bit ADC to 
convert the analog signals. Resolution was 0.0039 nT on the f8  nT range. There was no noise performance data provided in 
the cited publication. 

The Mars Observer satellite4 carried two flusgate magnctometers. Both magnetometers were mounted on a boom outside 
the spacecraft. The outer unit was at the end of the boom, and the inner one was 2/3 of the distance between the outer unit 
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and the spacecraft body. This arrangement allowed for the first order correction of the spacecraft generated magnetic field. 
The magnetometer design was similar to the Galileo and the Ulysses magnetometers. The only real difference was the 
number of analog magnetometer ranges. The Mars Observer magnetometer had eight ranges. The resolution on the most 
sensitive range (k4.0 nT) was 0.002 nT. The magnetometer noise level was reported to be 0.006 nT rms over a 10-Hz 
bandwidth. 

These magnetometers had to resort to analog magnetometer range changing or the application of magnetic field offsets to 
achleve a wide dynamic range because space qualified ADCs with spans greater than 12 bits (72 dB) were not available. 
Changing ranges or applying magnetic field offsets requires complex hardware arrangements and controlling software. 
Whenever the magnetometer changes ranges or a magnetic field offset is applied, some time must be allocated to allow 
transients in the system to die. Since the basic dynamic range of the analog magnetometer section is better than 85 dB, 
being able to use a 16-bit ADC (96 dB dynamic range) would have significantly reduced or eliminated the number of analog 
ranges or offset fields required to cover the desired field range. 

The GOES magnetometer design took advantage of the basic dynamic range of the analog magnetometer by custom 
designing a 16-bit ADC using available (in 1986) space grade electronic parts. The GOES magnetometer had to meet the 
highest level of reliability so only Grade 1 (S level) parts could be used. The resulting magnetometer has a resolution of 
0.03 nT over a field range of rtl000 nT and requires no range changing or magnetic field offsets. It has an absolute 
accuracy of 1 nT over the sensor temperature range of -8OOC to +72OC. 

2.DESIGN OVERVIEW 

Table 1 lists the overall magnetometer performance requirements. 

Table 1. GOES Magnetometer performance requirements 

PERFORMANCE 
Range: 
Sensitivity: 
Non-linearity : 
Noise: 
Bandwidth: 
Initial accuracy: 
Resolution: 
Sensor alignment error: 
ENVIRONMENT 
Sensor Temperature Range: 
Electronics Temperature Range: 
OUTPUT DATA 

Format: 
ADC span: 

Sample rate: 
RELIABILITY 
Mission Life: 
MTBF: 

+lo00 nT 
10 mV/nT 
I 0.02 YO of 111 scale 
5 0.1 nT rms 
dc to 0.5 Hz 
1 nT (over temperature) 
0.03 nT 
I ;  0 . 2 5 O  

-80°C to 72OC 
-4OOC to 72°C 

16-bits no missing codes 
48-bit serial stream representing the X, Y, Z 
magnetic field values 
2 sampledsecond 

7 years 
232 years 

Figure 1 is a block diagram of the GOES magnetometer. The magnetometer consisted of a sensor unit (SU) and an 
electronics unit (EU). The EU mounts inside the spacecraft main body. The SU mounts on a boom outside the main body of 
the spacecraft and is subjected to a much wider operating temperature range than is the EU (see Table 1). 
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The EU is divided into five separate modules: the analog signal processor module, the anti-alias filter module, the ADC 
module, the spacecraft interface module and a dc-dc converter module. Each of these modules was built and tested 
separately and then integrated into the final EU. Error budgets were assigned to each module so that the only adjustments 
required after final assembly were the scale factors and zero offsets of the analog signal processor. 

1 ~ ~ -..- ~. 

~ 

ANALOG 0.5Hz 16-BIT SPACECRAFT 
INTERFACE ANTI-ALIAS ANALOG-TO-DIGITAL 

FILTERS CONVERTER 
BLi-? SIGNAL +- 

PROCESSOR , 

a DC I DC 

i I :  ! 

I ELECTRONICS UNIT I 

' * ~ _ _ _ _ L _ _ _ . _ _ . _ - - . - . . -  

Fig. 1 Block diagram of the GOES Magnetometer 

The SU along with the analog signal processor module constitute the analog magnetometer portion of the instrument. The 
SU consists of three Schonstedt type flwgate sensors mounted at right angles to one another and aligned to the base plate 
surface and one of its edges. The EU analog signal processor provides sensor excitation and sensor signal processing. 

The outputs of the analog signal processor module are filtered by a five-pole Butterworth low pass filter to prevent aliasing 
of the signal by the ADC process. This provided about 30 dB of attenuation at the Nyquist frequency (1 Hz). 

The three filtered analog signals are applied to the input of the ADC which sequentially converts each signal into a sixteen 
bit dgital representation. A dual slope integration technique is used to perform the conversion. The output of the ADC is 
serially transmitted to the spacecraft interface module which stores the data until it is interrogated by the spacecraft data 
acquisition system. 

The spacecraft interface module processes timing and control signals received from the spacecraft data acquisition system. 
These signals control the start of data sampling and conversion and the transfer of data from the magnetometer to the 
spacecraft data acquisition system. A magnetometer calibration circuit is included in this module. When commanded by the 
spacecraft, it generates a sequence of known magnetic field steps that are superimposed on the ambient field being 
measured by the SU. A dgital output signal indcates the state of the calibration circuit. 

The dc-dc converter converts the 28 volt nominal input power into the f14 volts and 5 volts that are used to power the other 
EU modules. A digital input signal from the spacecraft controls the on/off state of the dc-dc converter. A digital output 
signal indicates the state of the converter. 

Figure 2 shows the EU mechanical assembly with the cover removed. Each module is encapsulated as a separate unit. The 
modules are then stacked one on top of the other with a grounded aluminum shield sandwiched between each layer to 
minimize electromagnetic interference between the modules. The cover and modules are secured by four long screws which 
pass through the top of the cover, through collinear mounting holes in the modules and then into tapped standoffs in the 
analog signal processor module. 

lnternal electrical connectors were not permitted because of their poor reliability, therefore all wires between modules were 
terminated in a solder joint. Each wire passes through a strain relief hole before being terminated. All five modules can be 
separated while remaining electrically connected when performing final adjustments. 
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Spacecraft IF 

Fig2. Magnetometer EU mechanical assembly 

3. ANALOG MAGNETOMETER 

The block hagram given in figure 3 of the analog magnetometer portion of the instrument is typical of a second harmonic 
field feedback magnetometer. A brief description of its operating principle follows. Refer to Primdahl’ for a comprehensive 
description of fluxgate magnetometer theory. 

Rf 

F 
SYNCHRONOUS 
DEMODULATOR 

I 
! 

SENSOR 

i I 

Fig. 3 Block dagram of the analog portion of the magnetometer 

The sensor is driven into saturation twice each excitation cycle (F). Thls produces a signal in the sensor signal winding that 
is at twice the excitation frequency (2F) and has an amplitude that is proportional to the magnetic field vector component 
along the sensitive axis of the sensor. The sensor signal is tuned, amplified and then synchronously demodulated to produce 
a dc voltage with a magnitude proportional to the magnitude of the field and a polarity that corresponds to the direction of 
the field vector. 

The demodulated signal is integratc 3 (low pass filtered), and the output voltage of the integrator is fed back through a 
resistor to a second (feedback) winuing wrapped around the sensor. The current passing through the feedback winding 
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produces a magnetic field that opposes the ambient field along the sensor’s sensitive axis thus forming a negative feedback 
loop. This circuit topology produces a very linear and stable magnetometer with controllable performance characteristics. 

The feedback loop includes a summing amplifier that is used to sum the signals from the integrator output with a zero offset 
adjustment signal and the calibration signal. 

4. ANTI-ALIAS FILTER 

The block hagram of the antialias filter is show in figure 4. A front end differential amplifier provides ground isolation 
between the analog magnetometer and the filter. Since the value of the least sigIllficant bit of the ADC is 153 pVolts. it was 
important that every precaution be taken to minimize potential error sources. The overall filter transfer function was 
realized by cascading a passive single pole low pass filter with two active two pole low pass filters. 

1 
s2 + 0.6180s +1 

_L 1 
s+ 1 s2 + 1.68181s +1 

Fig. 4 Block diagram of the anti-alias filter 

Stable 1% Polycarbonate capacitors and 0.1 YO wirewound resistors were used to provide the necessary transfer function 
stability over the operating temperature range and the lifetime of the satellite. Precision wirewound resistors were selected 
instead of the more common fixed film resistors since their aging factor is significantly lower. When operated at less than 
10% of its power rating. a wirewound resistor has an aging factor of 0.03% over seven years whereas a fixed film resistor 
has an aging factor of 1 YO over the same period. 

5. ANALOGTO-DIGITAL CONVERTER 

The most challenging pan of the GOES magnetometer design was the ADC. There were no commercially available Grade 1 
(S level reliability) 16-bit ADCs in 1986. The ADC was designed using CDlOOO series CMOS logic circuits and the limited 
selection of analog 1Cs that could be procured to the S level reliability requirement. 

At first a successi\’e approximation technique was investigated using two 12-bit digital-to-analog converters (DAC). 
Unfortunately the lincanty of the 12-bit DACs was inadequate. The GOES ADC had to have monotonic linearity @e., no 
missing codes) over the complete 16-bit dynamic range. A range change technique was not satisfactory because it &d not 
maintain the speclfied resolution. The field offset technique could provide adequate resolution, but it introduced transients 
when the offset fields were applied, and the offset field generator had to be monotonic and have 16-bit accuracy and 
stability. It was decided that the dual-slope ADC technique (which is inherently monotonic) would provide the required 
accuracy and stability at the lowest level of circuit complexity. The reduced circuit coniplexity also improved reliability. A 
simplified schematic of the GOES ADC is given in figure 5. 

The input stage of the ADC consists of a four channel multiplexer that is used to select the axis to digitize followed by a 
summing and inverting ampllfier that conditions the bipolar (-Vnf to +V,f) analog magnetometer output voltage so that the 
integrator input voltage ranges from 0 to -Vrcf. Semiconductor switches on the input of the integrator are used to select one 
of the following signals for integration : the output of the conditioning amplifier, the reference voltage or zero volts. 

The integrator is an operational ampllfier with a very stable capacitor ( C ) connected from the amplifier’s output to its 
negative input and a resistor ( R ) connected from the amplifier’s negative input to the signal to be integrated. The 
integrator output is amplified and applied to the input of a comparator. The comparator output controls the gating of clock 
pulses to a 16-bit counter. 
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VOLTAGE 
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REGISTER 

CONVERT > 
CLOCK < 
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Fig. 5 Simplified schematic of the ADC 

A 4 M H z  clock controls the ADC timing and provides the clock pulses to the counter. Signals from the spacecraft interface 
module select the channel to be digitized and initiate the conversion process. The timing diagram for a single conversion is 
given in figure 6.  

START 
CONVERSION 

I 

CONVERT 

2 
q 1  

s2 1 
2 

ON 
s3 OFF 

ON 

s4 OFF 

ON 

s5 OFF 

SHIFT 
CLOCK 
ENABLE 

Vint 

INTEGRATOR 
OUTPUT 

0 

Fig. 6 ADC timing dlagram 
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The analog-to-digital conversion process begins on the falling edge of the Convert pulse. The integrator input is set to zero 
volts for the first 8 milliseconds (ms) of the conversion cycle, with the integrator circuit configured as a voltage follower (Ss 
closed). This causes C1 to charge to the input zero offset of the integrator. Upon completion of the zero offset acquisition, 
the integrator circuit is configured for integration by opening Ss. At the same time, the integrator input is switched to the 
input signal (SI in position 2) and integrated for 216 clock cycles (approximately 16 ms). During th~s period the counter is 
inhibited from counting. 

Once the input signal integration period is completed, the integrator input is switched to the reference voltage (S, in 
position l), and the counter is enabled for counting clock cycles. The integrator output voltage declines at a constant rate 
and the counter accumulates clock cycles. When the integrator output voltage crosses zero, the comparator switches states. 
thereby disabling the clock input to the counter. This completes the conversion process. The counter output is then 
transferred to a paralleYserial shift register and serially shifted out to a 64-bit storage register on the spacecraft interface 
module. 

Between conversions the integrator input resistor is shorted (S) closed). and the integrator input is connected to zero volts 
(SI in position 1) to discharge the integrator capacitor and prepare it for the next conversion process. Also note that tlie 
integrator input is opened briefly ( S4 open) during switching operations to minimize switching transient errors. 

The integrator capacitor determines the overall linearity of the ADC. A Polypropylene capacitor was selected for this 
function. A Polystyrene capacitor would have been the best choice since it has the lowest hssipation factor and dielectric 
absorption, but it was not approved for S level space applications. The ADC is not sensitive to changes in R, C or clock 
frequency since these items drop out of the scale factor and zero offset equations. 

The stability of the voltage reference and the resistors in the first stage determines the overall accuracy and stability of the 
ADC. The sensitivity of the scale factor is 1 for changes in the reference voltage. The zero offset sensitivity is 0.5 for 
voltage reference changes. The sensitivity of the scale factor is also 1 for changes in the ratio of the feedback resistor to the 
input resistor. Neglecting aging effects, the worst case scale factor stability for the ADC is 486 parts-per-million (ppm) (0.5 
nT N 1  scale), and zero offset stability is 35 counts (1 nT). If aging over the seven year lifetime of the satellite is taken into 
account, the scale factor could change as much as 2,322 ppm ( 2.3 nT full scale), and the zero offset could change by 162 
counts (5 nT). The reference voltage aging accounts for 90% of these changes. 

6. SPACECRAFT INTERFACE 

The Spacecraft Interface module transforms the spacecraft data bus control signals into the signals that execute the 
required magnetometer functions. These functions include analog-todigital conversion. data transfer. startinghtopping a 
calibration sequence and turning power on or off. 

6.1 ADC controller 

Figure 7 is a block dagram of the ADC controller portion of the Spacecraft Interface. 

A frame sync pulse from the spacecraft arrives at the magnetometer every 5 12 ms and initiates the analog-todgital 
conversion function. The ADC controller then sequentially selects the magnetometer axis to be converted and sends a 
convert signal to the ADC. M e r  each conversion the 16-bit digital data from the ADC is serially clocked from the ADC 
into a 64-bit storage register. When all three magnetometer channels plus the ADC zero input have been digitized, the 
ADC resets and waits for the next frame sync pulse. 
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Fig. 7 Block Qagram of the ADC controller 

During conversion the clock input to the 64-bit storage register is connected to the ADC serial clock output. This input is 
switched to the Read Clock signal from the spacecraft after the conversion function is complete to allow the spacecraft to 
serially transfcr thc data 10 the spacecraft data bus. A timing Qagram for the ADC controller is shown in figure 8. 

FRAME 
SYNC 
PULSE 

A0 

A I  

CONVERT 

SIGNAL 

6.2 Calibration circuit 

+ + 24ms 

I 
I _. 

, 

:32ms --+ 'I 
I I 
I L 

Fig. 8 ADC timing diagram 

A block diagram of the calibration circuit is shown in figure 9. The spacecraft can initiate or terminate a calibration 
sequence. When a calibration (CAL) command is received, it causes a flip flop to change states. If a calibration sequence is 
in progress, it is immediately terminated otherwise a new calibration sequence is initiated. The calibration function 
sequentially superimposes five different field levels on the ambient field being measured by the magnetometer. Each field 
level has a fixed duration of 32 Frame Sync pulse periods (16.38 seconds). After the fifth step the circuit resets and waits 
until a new CAL command is sent. 
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Fig. 9 Block diagram of CAL circuit 
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The field levels are generated by applying the digital outputs from a sequencer to the inputs of a 3-bit digital-to-analog 
converter PAC) . .  Figure 10 is a simplified schematic of the DAC. 
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Fig 10. Calibration circuit 3-bit ADC 

The ADC voltage reference is also used by the DAC. The semiconductor switch in series with the feedback resinor of the 
summing amplifier partially compensates for the on resistance of the semiconductor switches Sl.S2. S3 and S4A. 
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7. CONCLUSIONS 

Table 2 lists the measured performance of the GOES-8 magnetometer over its operating temperature range. 

Table 2 GOES-8 Magnetometer Performance 

PARAMETER VALUE 
Scale Factor Stability 0.30 nT 
Zero Stability 0.68 nT 
Non-linearity 0.2 nT 
Noise 0.1 nT pk-pk 
Alignment Error 0.1 1 degrees 

The overall magnetometer linearity and noise performance were determined strictly by the analog magnetometer section. 
The ADC linearity, resolution and noise were under 1 least si@icant digit (0.03 nT), thus the objective of using a 16-bit 
ADC was met: the GOES magnetometer performance was limited only by the analog magnetometer’s characteristics and 
not by the limitations of the analog-to-dlgtal conversion process. Using a wide dynamic range, ADC eliminated the need 
for range changing or the application of field offsets to achieve the needed magnetic field measurement range and 
resolution. 
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ABSTRACT 

An engineering design of an Imager upgrade is under consideration for the GOES-N/Q d e s .  The upgrade 
consists of adding up to three new IR channels at 4 km resolution and doubling the earth coverage rate. The design 
approach htmduce advanced technol~  as needed to minimize impacts to the sensor optical and mechanical configuration, 
eledronks box layout, data CormnMicatiOn links and pmd systems. By operating presently redundant portions of detector 
arrays and developing double rate signal proaxwn, the scanning servo system and electronics modules are largely retained. 
Bicolor detectors and optical coatings are used to add channels while retaining the present relay optics and radiant cooler 
layouts. Lossy data compression of visible imagery and lossless data compression of IR imagery are used to preserve the 
sensor data and processed data relay COmmLmicatiollS links. System UEDT and SNR performance and implementation issues 
for new technologies are addressed. 

Keywords: GOES, i&ared design, bicolor detectors, data compression 

1. INTRODUCTION 

Based on the success of GOES-8 and -9, N O M  is planning on the continued use of the present design through 
the GOES-Q l d  in roughly 2008. Improvements to GOES sensors in this timeframe will be modifications of the present 
designs' rather than completely new designs. A modification to the GOES I/M Imager is being considered that would add 
up to 3 IR bands at 4 km resolution and double the earth coverage rate. The engineering philosophy for the design is to meet 
requirements with minimum impact to the entire GOES system. It is assumed that all present users should have access to 
expanded double rate dah  Table 1 lists the basic requirements for the Imager upgrade. Minimum impact is interpreted as: 

avoid signdkant changes to the optical and mechanical configuration of the Imager, 

continued use of the present detector materials; 

continued use of the present frequency allocation and modulation for data transmission. 

avoid sigmficant hardware changes at CDNSOCC and at direct readout sites 

This work was sponsorct oy the National Oceanic and Atmospheric Administration under Air Force Contract NO. F19628- 
95-C-0002. 
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Table 1. Imager Upgrade Basic Requirements 
~~ ~ 

Channel No. Bandpass 
(w) 

0.52 - 0.72 

3.73 - 4.07 

13.0 - 13.7 

10.2 - 11.2 

5.8 - 7.3 

11.5 - 12.7 

5.2 - 5.5 

1.5 - 1.7 

112 

112 

112 

112 

112 

112 

112 

~~ 

NEDT (K) or SNR 

200 at 100% albedo 

0.20 K at 300 K 

0.70 K at 300 K 

0.20 K at 300 K 

0.30 K at 230 K 

0.25 K at 300 K 

0.30 K at 250 K 

250 at 100% albedo 

2. IMAGER UPGRADE SYSTEM DESIGN 

The system schematic for the Imager upgrade is shown in Figure 1. 

RELAY OPTICS 

DETECTORS \ \ COOLER SCAN SERVO \ 

DECOMPRESS, I 2x RATE PROCESS 
\ DATA COMPRESS 

2 h  RATE PROCESSORS 
DECOMPRESS, 

BICOLOR 
OPTICAL ’ u\ RECOMPRESS 
COATINGS USE REDUNDANT DETECTORS 

2x RATE PROCESS. BICOLOR InSbiHCT DETECTORS 
I 

?x  NS STEP 

ENGINEERING CHANCES REQUIRED FOR UPGRADE 
~ -~ ~ 

Figure 1. Engineering approach to imager upgrade design. 

The approach to doubling the coverage rate is to activate the presently redundant set of IR detectors and use them 
to form a wider scan line. An extended 1x16 array of Si detectors is used for the VIS channel. Only very minor servo system 
modifications axt needed; the east-west scan rate is unchanged while the north-south step size is doubled. In order that the 
power and volume used for signal processing electronics not significantly increase, double rate signal processing circuits 
are used. 
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The approach to addmg channels to the optical system is based on the observation that a single path in present relay 
optics will focus a range of wavelengths at slightly different focal positions. Therefore, if suitable optical coating can be 
developed to direct two bandpasses along a single relay optics path and a detector developed that independently senses both 
bandpasses, then channels can be added without changing the relay optics configuration. These m&cations are r e f d  
to as bicolor optics and detectors. The signal processing required for the bicolor channels are additional double rate circuits 
in spare slots in the present electronics box 

The approach to data handling system modifications is based on making suitable alterations of the sensor data to 
preserve the present communidons links. Since the unmodified raw data rate from the Imager upgrade would exceed the 
present link capacity, data CDmpTeSsion is used. Artifacts of compression are made insigmficant and the final decompressed 
images meet all requirements. 

For conciseness, only the bicolor optics and detector for the channel 2/4 combination are described in detail here. 
Extension of the bicolor design approach to the channel 7/6 combination is straightforward. Furthermore, the addition of 
channel 8 at 1 . 6 ~  is not described in detail here. It is assumed that channel 8 can be added by a straightforward extension 
of the visible relay optics using an unmled InGaAs detector. 

3. BICOLOR OPTICAL COATINGS 

Bicolor optical coatings are used to separate, transmit and filter the required spectral bandpasses through the IR 
relay optics. A total of 17 specific coatingsz are used in this approach, as listed in Table 2. Figure 2 shows where each 
coating is used in the relay optics and which channels are directed in each path. 

Table 2. Bicolor Optical Coatings 

Coating ProDerties 
~~ 

Filter 1: Dual Bandpass 3.7-4.0 m 10.2-1 1.2 
Filter 2: Dual Bandpass 5.2-5.5 pm, 11.5-12.7 pn 

Beamsplitter 1: Transmit 5.2-5.2,11.5-12.7 pn; 
Reflect 3.7-4.0, 10.2-1 1.2 pn 

Beamsplitter 2: Transmit 5.8-7.1 pm 
Reflect 13.0-13.7 j.un 

Beamsplitter 3: Transmit 5.8-7.1, 13.0-13.7 w, 
Reflect all other bands 

ARI: Antireflect5.8-7.1, 13.0-13.7 pm 
AR2: Antireflect 5.8-7.1 pn 
AR3: htireflect 5.8-7.1 pm 
AR4: Antireflect 13.0-13.7 pm 
AR5: Antireflect 5.8-7.1 p 
AR6: Antireflect 13.0-13.7 pm 
AR7: Antireflect 5.2-5.5,5.8-7.1, 10.2-1 1.2, 11.5-12.7 p 
AR8: Antireflect 5.2-5.5,11.5-12.7 pn 
AR9: Antireflect 5.2-5.5, 11.5-12.7 pn 
ARlO: Antireflect 3.7-4.0,10.2-11.2 p 
ARl I:  Antireflect 5.2-5.5, 11.5-12.7 pn 
AR12: Antireflect 3.7-4.0. 10.2-1 1.2 urn 

Substrate 
~~ 

Ge@Odeg 
Ge@Odeg 

ZnSe @ 45 deg 

ZnSe @ 45 deg 

ZnSe @ 45 deg 

ZnSe @ 45 deg 
ZnSe @ 45 deg 
ZnSe @ 0 deg 
ZnSe @ 0 deg 

Ge@Odeg 
ZnSe @ 0 deg 
ZnSe @ 45 deg 
ZnSe @ 0 deg 
ZnSe @ 0 deg 

Ge 0 dee 

Ge@O&g 

@@O&g 

No. of Layers 

136 
TE3D 

61 

20 

92 

6 
4 
4 
4 
5 
3 
10 
6 
6 
6 
7 
5 
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Figure 2. Bicolor IR relay optics. 

As an example, Figure 3 shows the thin film design and predicted transmission spectrum of beamsplitter 3. Figures 
4 and 5 show the combined spectral transmission for the complete bicolor relay optics for the channel 2/4 path. In these 
figures, the bandpass Bter transmissl ‘an is taken firom measurements of an actual prototype filter. Note that the transmission 
of the combined coatings prior to the bandpass filter is narrowband, therefore minimidng the optical heat load into the 
radiant cooler. 

ZnSel.12G .4452 1.27G .45219 .156G 3.872 .168G ,4782 .323G ,3952 .453G ,1332 1.2752 
.315G .2752)8 .442G ,9462 ,8556 1.612 .73G .612112 1.42ZIAIR. 45O 

Wavelength (pn) 

Figure 3. Bicolor optics beamsplitter 3. 
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Figure 4. Spectral bandpass for channel 2. Figure 5. Spectral bandpass for channel 4. 

Table 3 liststhe average inband t . 'on for each bicolor coated component and the complete path transmission 
for all channels. Small amounts of substrate absorption are included as appropriate for channels greater than l o p .  The 
complete path transmissions are used to estimate NEDT performance. 

Table 3. Average In-Band Transmission for Bicolor Optics 

3.7-4.0 pn 5.2-5.5 p 5.8-7.1 pn 10.2-1 1.2 pn 11.5-12.7 c ~ m  13.0-13.7 p 

0.75 

0.87 

0.99 

0.98 

0.95 

0.95 

0.95 

0.82 

0.86 

0.99 

0.92 

0.98 

0.99 

0.98 

0.96 

0.96 

0.96 

0.75 

0.96 

0.99 

0.90 

0.98 

- 
0.91 

0.98 

0.96 

0.96 

0.96 

0.75 

0.96 

0.83 

0.92 

0.90 

0.98 

0.94 

0.94 

0.94 

0.82 

0.94 

0.99 

0.92 

0.98 

0.90 

0.98 

0.96 

0.96 

0.96 

0.75 

0.90 

Beamsplitter 3 

Collimating Lens 

Fold Mirror 

Beamsplitter 2 

Beamsplitter 1 

Fold Mirror 

FOCUSLens 

Vacuum Window 

Radiator Window 

Bandpass Filter 

Aplanat 

Complete Relay 
optics 

0.99 

0.92 

0.98 

0.99 

0.98 

0.98 

0.98 

0.98 

0.75 

0.91 

0.56 0.55 0.50 0.43 0.47 0.38 

Mirrors and 
VIS/IR BS 

0.83 0.86 0.86 0.82 0.82 0.82 

0.46 0.43 0.37 0.46 0.39 0.3 1 Complete Optics 
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Only ZnSe and Ge layers are used in the thin iilm design of each bicolor coating. The bicolor coatings, particularly 
the beamsplitter and bandpass coatings, require more layers than the coatings they m replacing in the present design. In 
order to assess manufacturability of the coatings, transmissions were calculated assuming small random layer thickness 
variations. The results indicate that bicolor coatings have no greater sensitivity to layer thickness variations than 
conventional coatings. Probably the most challenging aspect of bicolor coating manufacturability is achieving extremely 
accurate placement of both cut-on and cutsff wavelengths for the dual bandpass filters. 

4. BICOLOR FOCUSING OPTICS 

A ray trace of the present 10.7 pn relay optics path (neglecting coatings) shows that a 3.9 pm focus is produced 
on the optical axis at a position about 160 pm closer to the aplanat than the 10.7 pn focus. Figure 6 shows the @tion of 
the 10.7 pn focus after refraction by a 270 pn thickness of lOOK InSb placed at the 3.9 pn focus. The 10.7 pn focus 
position is about 90 p f h n  the back surface of the InSb. Note the nominal size of the detector. At the respective 3.9 pn 
and 10.7 pn focal positions, the geometric focus size is insigrdlcant compared to the detector size and diffraction effects. 
For either wavelcngth, the relay optics contribution to overall system MTF is small. 

Figure 6. Channel 2/4 bicolor optics geometric focus. 

The 270 pn InSb thickness and 90 pn gap form a basis for the design of an InSb/HCT bicolor detector. Other 
combinations of InSb thickness and gap could be used. Since the relay optics do not allow separate adjustment of the 3.9 
pn and 10.7 pn focal positions, it is important that the InSb thickness is carefully controlled. The effects ofrelay optics 
focal length variations, tilts and decentrations are similar for both 3.9 pm and 10.7 focuses. 

Due to the optical prOpertia ofInSb', radiatian less than about 5.5 pn is absorbed very near the InSb h n t  d a c e .  
The trannrussl ' 'on of 10.7 pn radiation through the InSb layer is determined by a small amount of absorption within the InSb 
and renectionS at the b t  and back surfkes. With perfect antireflection coatings applied to both surfaces, the transmission 
through the layer would be about 0.93. Realistic performance of actual high quality coatings will likely produce a 
transmission of 0.80. 

5. BICOLOR InSb/HCT DETECTOR 

An InSbMCT bicolor detector assembly consisting of an InSb detector 270 pm thick positioned 9Opm above an 
HCT detector allows the present 10.7 pn relay optics (with suitable bicolor coatings) to be used as the channel 2 4  bicolor 
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relay optics path The bicolor detector consists of coaligned InSb and HCT 1x4 detector arrays with 0.002” nominal square 
elements. Based on review of actual detectormanufkhing processes at EG&G Judson Inc., the InSb thickness, InSb-HCT 
gap and coalignment tolerances can be maintained to less than 5 pm. The bicolor detector is housed together with a 
bandpass filter and aplanat and has the same mounting footprint as the present HCT detector, although with more electrical 
leads. A structural analysis of the detector assembly indicates that natural resonant frequency is sufficient high (500 kHz) 
to insure compatibility with the required launch mechanical environment. Figure 7 shows a cross section of the bicolor 
detector assembly. 

0.0 

Figure 7. Channel 2/4 bicolor InSbfiCT detector, cross section. 

Smce the detedor types used in the bicolor assembly are used in the present Imager, it is reasonable to assume that 
D* and responsivity will be identical to the present values, except for losses through the InSb layer. 

As shown in Figure 8, the InSb element active area uses a grounded p-type guard ring to control potential out-of- 
area response surrounding the active p-n junction. The InSb element metal contacts slightly obscure longwave radiation 
passing to the underlying HCT elements. Based on the ratio of area obscured, it is estimated that this metal contact causes 
about a 3% longwave transmission loss. An oversized opaque metal mask placed on the front InSb surface reduces the 
potential for internal reflections of longwave radiation leading to out-of-area response of the HCT elements. 
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Figure. 8. Channel 214 bicolor InSbMCT detector, InSb a-. 

EG&G Judson Inc. has identified a processing sequence for manufacturing bicolor detectors that minimizeS 
handling risks and maximizes yield of high quality assemblies. Both HCT and InSb detectors can be separately tested as 
modules and screened prior to assembly. The InSb module can be replaced after assembly if needed. No sigm6cant optical 
or electrical crosstalk is anticipated betweea HCT and InSb elements. 

The addition of detectors to the focal plane and the operation of presently redundant detectors lead to increased heat 
load to the radiant cooler. It is estimated that the heat load increases about 4OmW compared to the present heat load of 
lOlmW (equinox) and 158 mW (summer). The bicolor detector approach does not increase heat load more than simply 
adding the correspanding number of discrete detectors. Without changing the cooler design, the added heat load would lead 
to a 6K increase in detector operating temperature. There are several cooler modifications that can be used to offset the 
added heat load and maintain the present operating temperatwe including electropolishing to reduce cooler interstage 
radiative coupling and the use of a speckally selective patch coating to reject astromast heatload. It is assumed the cooler 
is suitably modified and that the new detector codguration with bicolor detectors operates near the present 100K. 

Table 4 lists NEDT estimates based on 
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Table 4. NEDT Estimates 

I Channel Number 2 5 1 4 1 6 1 7  E Av (cm-') 

1.1 1.3 1.3 1.3 1.3 1.1 

6.5 10.7 12.0 5.3 

315 88 85 105 

230 300 300 250 

3.9 13.3 

223 40 

300 300 

I dN, - , m W  . 0.038 1.7 

4.OE10 1.OE12 D' (1 OOK) (cm &WW) 1.4E11 7.7E10 4.4E10 1.OE12 

0.46 0.31 

1 .o 1 .o 1 .o 0.8 0.8 1 .o 
0.15 0.09 0.18 0.1 1 0.09 0.42 

f = 52m; Af = 1650 Hz; F d  = 58 p; A,, = 720~m' 

- where: a - 
f 
Ai = 
Ad = 
% =  

D* - 
Av = 
dNldT = 

- - 

- - T 
- 

detector excess low frequency noise factor 
optics focal length 
electrical white noise bandwidth 
detector active area 
optics collecting area 
transmission 
detector detectivity at operating temperature 
optical bandwidth 
thermal derivative of sou~ce at specified temperature 

6. DOUBLE RATE SIGNAL PROCESSOR 

Modification to the present signal processing circuit allows two independent signals to be processed by a single 
circuit thereby preserving the electronics box layout. Figure 9 shows a schematic of the double rate signal processor. In 
this circuit the clamp, samplehold and digital conversion functions are shared between two separate inputs. The circuit 
preserves the low noise and independent gain selection of the separate inputs. More complex timing functions are required 
and the two resulting samples are offset in time by one half of the sampling period. Other circuits based on further 
downstream placement of the mux hc t ion  can be considered to allow nearly simultanaus dual channel sampling but with 
fewer shared components. 
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Figure 9. Double rate signal processor schematic. 

A prototype of the double rate IR signal processar was manufactured and tested. The circuit preserved circuit card 
arca, power consumption and number of components. Table 5 lists the results of the circuit tests. 

Table 5. Double Rate Signal Processor Prototype Test Results 

worst case clamp offset +I- 2.5 volt 
noise level 0.0286 volt 
dual channel isolation ~0.3 % 
number of op amps 13 
sampling period 90 pec  
power consumption 1.2 w 

7. DATAHANDLING 

The Imager upgrade results in more than twice the sampling rate of the present Imager. Sensor data rate, Ft, can 
be calcdated by 

R = 1 nsnb CR ni + OWUD 
i At IFOV 

where 
b0lAt = east west scan rate 
IFOV = instantaneous field-of-view 
n, 
n, 
CR = compression ratio 
q - - 

number of east west samples per IFOV 
number of bits per sample 

number of north south samples per channel i 

- - 
- - 

The present Imager generates about 2.6Mbps. Without data compression, the Imager upgrade would genmtite 
about 5.5h4bps. Assuming that 10 bit data and the present 7:4 east-west oversampling are maintained, data compression 
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with an average ratio of about 2.1 : 1 must be used to maintain the sensor data rate and preserve the present Communication 
links. 

Data caqmssion is lossless if the original data stream can be exactly reproduced. Lossless compression can be 
based on the process of taking differences between successive samples in a data stream and encoding Erequently OcCuniDg 
differences with fewer bits than infrequently occurring differences. The degree of lossless compression achieved varies 
depending on the scene entropy. Computer simulations of lossless compression show that GOES IR images can be 
compressed with a compression ratio (CR) of about 1.7: 1. 

Data cOmpreSSiOn with CR of more than about 1.7: 1 will necessarily result in some degradation (or noise added) 
to the data. Since the visible data is used primarily for visual intqretation rather than quantitative derived products, it is 
more suitable for lossy compression than the IR data. The most widely used version of lossy compression far image data 
is based on the direct Cosine trdormation (DCT) and sometimes referred to as PEG compression. It operates on blocks 
of 8x8 pixels based on a quantization table derived fiom a standard image and a desired CR. Lossy compression can be 
performed at arbitrary CR resulting in various amounts of compression noise. The root mean squared (rms) difference 
between pixels of the original and decompressed images is a measure of the compression noise. A conservative estimate 
of the total noise &er decompression is the root sum square of the electronic and campression noise. 

Assuming that lossless compression is used on the IR data, lossy compression at 3 : 1 CR is needed for the visible 
data to maintain the present Imager data rate at all times. If scan data is transmitted during scan turnaround periods, then 
the required CR is less thm 3: 1 depending on the image size. Figure 10 shows the compression noise for various degrees 
of lossy compression on visible data compared to the visible channel electronic noise. Note that at 3: 1 CR, the rss noise 
is 10% higher than the electronic noise only. The resulting visible SNR is about 220. No 8x8 blocking artifacts can be 
observed in decompressed images at 3 : 1 CR. 

4.5 I 1 300 

200 

100 

COMPRESSION RATIO 

Figure IO. Compression noise for W E S  visible images. 

The sensor implementation of data compression is shown in Figure 1 1 and is based on the USES chip, a space 
&ed component developed by NASNGSFC. A space qualified component for the DCT function must be developed. 
Since the output data rate following compression is variable, packetization and buffering of the data are required. Several 
quantization tables representing less than 3: 1 CR can be made available for the lossy compression and selected depending 
on the occupied size of the beer. The packet header indicates the quantization table being used at all times. 
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Figure 11. Data compression sensor implementation. 

The impact to ground systems is shown in Figure 12. Decompression is accomplished in special hardware at 
CDA/SOCC followed by double rate image processing in sohare. Recompression of the data is used on the p"essed data 
link. No additional degradation of the visible data will occur if the same algorithm is used on the same pixel boundaries. 
Decompression is accomplished in hardware at the direct readout sites. 

PDR DOWN: 

BPSX; 2 0 2 7 . 7  MI42 
DOUBLE RATE DATA, 1.1 Ilbp. 

DIRECT 
READOUT 
S I T E  r n L  I 

QPSXi 2 W; 1 6 8 1 . 5  Mhr RECEIVE DEMOD D 
sx1,etc 0 . 5  Mbp. 

SPACECRAFT FCTS L 6TATIONI;EEPINQ 
IS/W:.-COnPRESS. DOUBm. RATE DATA. . I  

IINDICILTESLCIULN~E I 

Figure 12. Imager upgrade ground systems impacts. 
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8. CONCLUSIONS 

The Imager upgrade design uses bicolor optics and detectors to preserve the optical and mechanical radiant cooler 
configuration of the sensor. Data cOmpreSSion is used to praave both sensor data and processed data communications links, 
while the image data meets all SNR and NEDT requirements. Modest changes are required at CDNSOCC and direct 
readout sites. 

Efforts are underway to resolve the following issues: 

Bicolor optical coatings need to be flight qualified, with special attention given to achieving the required 
spectral definition in the bandpass iilters and high transmission in all components. 

Bicolor InSbMCT detector need to be flight qualified, with special attention given to achieving accurate 
IFOV, low out-of-area response and low crosstalk among InSb elements. 

A double-blind test with users is being conduded to insure that a slight decrease in SNR compared to the 
present Imager does not af€& the utility of visible data. 

A space qualified implementation of lossy compression electronics and resulting Imager output data 
format need to be developed. 

The required hardware to decompress data at ground stations needs to be demonstrated. 
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Overview of GOES high-resolution interferometer sounder (GHIS) 
brassboard development and test program 

' Altitude Range Temperature Humidity 
Sfc-300 mb 1K 10% 
300-100 mb 1K 20% 

Above 100 mb 1K 

W. E. Bicknell 

Vertical Resolution 
1-2 km layers 
2-3 km layers 
3-6 Ian layers 

i 

MIT Lincoln Laboratory 
244 Wood Street, Lexington, Massachusetts 02 173 

ABSTRACT 

Replacement of the sounder filter wheel in one of the clones of the GOES I-M satellite series with a Fourier 
Transform Infrared (FTIR) interferometer would improve retrieval performance and could be a pathfinder for techology 
employed in the next generation Geostationary Operational Environmental Satellite (GOES) series. Based on examination 
of an earlier proposal, NOAA decided to pursue the feasibility of a such a FTIR replacement. 

The FTIR interferometer is to be as nearly a "plug-in" replacement for the sounder filter wheel as possible. This 
imposes some interesting and challenging optical, mechanical, and electronic constraints on the design and fabrication of 
the interferometer. 

This overview describes a brassboard design for a replacement FTIR interferometer and provides the background 
and the status of GHIS brassboard work-in-progress at MIT Lincoln Laboratory. 

1. BACKGROUND OF GHIS BRASSBOARD EFFORT 

Based on research that demonstrated improved sounding retrieval accuracy can be achieved by use of more and 
higher-resolution infrsed channels, a team headed by the N O M  Cooperative Institute for Meteorological Satellite Studies 
(CIMSS) at the University of Wisconsin prepared a proposal in 1988 for the development of a FTIR interferometer sounder 
for the GOES.'J Action on the proposal was postponed at that time until completion and launch of the then ongoing 
development of the GOES I-M 18-channel filter wheel sounder.' 

As the first GOES I-M series satellite launch of April 1994 approached, NOAA turned attention to future sounding 
requirements. Motivated partly by the possibility of sounding improvements foreseen from use of more and higher-resolution 
channels, NOAA stated requirements for future sounders that were a significant improvement over those achievable With 
the 18-channel filter wheel.' The observational accuracy requirements are given in Table 1. 

Table 1. Observational Accuracy Requirements (RMS Error) 

In addition, N O M  set a reqUirrment to achieve, within 1 hour, a soundmg of a synoptic 3000 km x 3000 km area 
as well as, when needed, a mesoscale 1000 km x 1000 km area. 

Since a new design and replacement of the GOES I-M satellites is not foreseen until the 2005 t h e  period, an 
interest developed in the possibility of modlfylng one or more of the later GOES I-M satellite sounders so that the desired 
improvement in observational accuracy and sounding time could be achieved, or nearly achieved, before then. 

This work was sponsored by thc National Oceanic and Atmospheric Administration under Air Force Contract No. 
F19628-95-C-0002. 
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MIT Lincoln Laboratory was asked by NOAA to review the 1988 CIMSS proposal for a FTIR interferometer 
sounder to determine if such an instrument could be used as a replacement for the filter wheel. The concept is illustrated 
in Figure 1. There, the filter wheel is shown in the GOES I-M sounder located between a beam-splitting and wavefiont- 
dividing relay optics assembly and the Northeast panel, behind which are cooled detectors and associated optics. The filter 
wheel itself is cooled to approximately 220K by a dedicated thermal radiator. The idea was to determine if an FTIR 
interferometer with its optics, metrology reference and zero phase difference (ZPD) sources, moving mirror, and support 
structure could be built and installed in place of the filter wheel and cooled to 220K. The telescope and the cooled detectors 
were to remain unchanged. And the relay optics assembly housing was to remain in place. 

The MIT Lincoln Laboratory review study proceeded in two phases: In the first phase the feasibility of an FTIR 
interferometer replacement was examined fim a conceptual viewpoint. Upon finding no insurmountable issues, the second 
phase examined a point design that was developed for a replacement interferometer. 

The major conclusion of the review was that a replacement appeared feasible.5 It was also concluded that the FTIR 
interferometm would significantly improve sounding performance, although would not fully meet the N O M  requirements 
cited in Table 1. This is illustrated in Figure 2 which shows the results of simulated temperature retrieval for 2 lan layers 
using a 0.4 sec scan time mode of the FTR interferometer and using the 0.1 sec duty cycle, 18 channel filter wheel! TO put 
the comparison on equal footing, it was assumed that 4 samples were averaged by the filter wheel for each interferometer 
scan It is seen that in the altitude range of about 900 to 100 mb (1 hPa = 1 mb) that a 1 K RMS error can be achieved by 
the interferometer. At other altitudes the error is greater than 1K RMS, but is generally smaller than the filter wheel result. 

The review did reweal some concerns: The required compactness of the interferometer would make it a challenge 
to fabricate and assemble. Its placement between two optical systems that are not rigidly registered to an optical bench 
introduces issues with regard to both initial alignment as well as maintaining alignment upon cooling to 220K. 

The review concluded with three recommendations: The first was that a brassboard of a flight-sized FTIR 
interferometer by built and tested. The second was that a science team be formed to quanw the merits of sounding 
improvement predicted for the FTIR instrument. Finally, it was recommended that an effort be initiated to develop a plan 
and schedule for the filter wheel replacement and to evaluate its effect on the ongoing GOES I-M program. 

2. GHIS BRASSBOARD OBJECTIVE AND PLAN 

NOAA decided to pursue the possibility of an FTIR interferometer replacement with a plan of making a decision 
on whether to proceed or not at the end of the second quarter of FY 1997. MIT Lincoln Laboratory was asked to build and 
test a brassboard NOAA also formed a science team and asked NASA Goddard Space Flight Center (GSFC) to formulate 
a plan for fabricating a flight FTIR interferometer replacement with Space Systems Loral, Palo Alto, CA, and ITT, Fort 
Wayne, IN, the manufacturers of the GOES I-M satellite and the filter wheel sounder.’ 

The brassboard is being built and tested both at ambient and at 220K at MIT Lincoln Laboratory. It is currently 
planned that the brassboard will be installed, aligned, and tested in an early development model (SN02) of the GOES I-M 
sounder at ITT in Fort Wayne. The objective is to accomplish this in time to provide N O M  with information &om the tests 
in support of the decision on whether or not to proceed. 

NASA GSFC is significantly contributing to several areas of the brassboard effort. Contributions include optical 
a a c t i o n  and scattering analysis, procurement and testing of beamsplitters, development of a space-qualified metrology 
reference source, and examination of magnetic bearing moving mirror designs. 

3. BRASSBOARD DESIGN 

The wavelength coverage and the operating modes of the brassboard are shown in Table 2. 
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Table 2. Summary of Wavebands and Operating Modes 

Band , 
Wavenumber Range (cm ') 
Operating Modes 
Mode Dwell (Sec) 
Full Res 0.4 
Fast Scan 0.125 
Low Res 0.10 

I I Midwave Shortwave Longwave 
620- 1 150 1210-1 740 2 150-2721 I 

Resolution (cm-') 
0.63 1.25 2.5 
0.68 5.0 5.0 
3.85 5.0 5.0 

The moving mirror stroke length is set by the highest required resolution. Both the Medium and Low operating 
modes employ double-sided strokes. The Fast Scan mode is a single-sided stroke that rapidly moves through (without 
collecting data) the mid optical phase difference (OPD) range. The Fast Scan mode provides nearly the same resolution as 
the Full Resolution in the Longwave band, but requires a si@icantly shorter Dwell time. Reduced resolution in the 
Midwave and Shortwave bands for the modes results Grom recording data for less than a 1 1 1  stroke extent for those bands. 

The estimated RMS noise-equivalent difference temperature (NEDT) for these modes is plotted in Figure 3. 

3.1 Optics 

Figure 4 shows the optical ray-trace and layout of the FTIR interferometer sounder.' There are three subsystems: 
the GOES I-M sounder telescope, the interferometer, and the existing GOES I-M sounder detectors. 

The fll1.9 telescope brings an earth image to focus at the exit of the GOES relay optics housing. A field stop 
aperture is placed at the telescope image to define four, 244 micro-radian instantaneous field of views (IFOVs), each 
providing an = 9 km instantaneous ground field of view (IGFOV). The interferometer subsystem, placed in the filter wheel 
volume, collimates the bundle of four beams and passes the bundles through a FTR interferometer. Mer passing through 
a Lyot stop, the bundles are focused to an U42 cone and divided into three wavebands. The field stop is re-imaged at the 
location of a cold glare stop in fiont of each of the three waveband detector optics. The glare stop is a 20% oversized 
aperhue for each IFOV. The detector optics form an image of the Lyot stop at the detectors. For simplicity, the ray trace for 
only one IFOV bundle is shown. 

The location of the field stop at the telescope image insures that all three wavebands have overlapping IFOVs. 
However, special thermal and mechanical design is required to maintain alignment with the visible sounder IFOV upon 
cooling the interferometer to 220K. 

A de-centration budget of 0.002 inch and an angular alignment budget of 0.02 degrees is required for the 
positioning all but the active interferometer components. D&ction analyses and scattering analyses have been undertaken.' 
Scattering analysis to date has led to a proposed baf€ling system that isolates the components on either side of the Lyot Stop. 

The mirrors are aluminum and have diamond tumed surfaces with vacuum- deposited gold coatings. Both a ZnSe 
and a KBr design will be compared in the brassboard testing." 

3.2 Mechanical 

The mechanical design of the GHIS brassboard uses an aluminum bench to support the planar optical design." 
Figure 5 shows a top view of the brassboard mounted on a surrogate filter wheel K-bracket support. The unit is quite 
compact owing to space constraints. The telescope image plane occurs at the field stop cap in the lower right hand comer 
of Figure 5. The three separate waveband bundles pass out of the housing through a field lens bracket shown in the upper 
right. The moving mirror is a leaf-spring porch swing that is suspended below the housing and is not sh~wn. '~  
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The bench is held with titanium thermal insulation posts that are located and sized to cause a 220K cooldown zero- 
shrink point to lie along the centerline of the input telescope image plane and the Longwave band output bundle. This 
provides design control of cooldown de-centration of the Midwave and Shortwave optical output bundles. 

Because of the cmstrained space, very few of the aluminum component mounts are identical. Figure 6 shows the 
design of mirror 3 that represents the general approach. As indicated in Figure 4 this mirror is a turning flat just on the 
telescope side of the interferometer components. It services a metrology reference beam on top and the infrared beam on 
the bottom. It employs a cantilevered support that provides good thermal conduction from the reference bench while also 
imparting low stress to the mirror. 

The baseline brassboard design does not include a dynamic alignment system for the porch Swing moving mirror. 
It does, however, employ a commandable mirror for the non-moving arm of the interferometer, which is labeled number 4 
on Figure 4. The commandable mirror is illustrated in Figure 7. It employs two piezoelectric PZT stacks to control the 
mjITor tilt The PZT stacks have a nearly zero coefficient of thermal expansion over ambient to 220K and are held by a an 
invar support bracket that minimizes mirror tilt shift upon cooldown. Strain gauges mounted to the actuator are used to sense 
and control its length. The mirror tilt has about a 350 microradian dynamic range and can be set to a precision of about 1 
microradian. 

Vibration testing of the brassboard is not scheduled for the current phase of work. However, the mounts and 
components have been designed to withstand and maintain alignment under vibration and acceleration loads of an Atlas class 
rocket launch. 

3.3 Electronics 

The electronics for the brassboard is being developed for laboratory testing and is not aimed at flight packaging.'' 
Figure 8 shows the overall electronics architecture. Experiment control and data storage will use PC based software. Data 
processing, display, and archiving will done at an accompanying workstation. 

Data procesSing will emulate a technique that could be employed in flight hardware: Interferogram data from each 
waveband is sampled at a rate to satisfy the Nyquist criterion with margin. The sampled data will be decimated prior to 
transmission fiom the satellite to earth The data rate resulting from this process is about 360 kBits/Sec and can be 
accommodated by changes in the GOES telemetry transmitter power rationing between the sounder, imager, other 
instrumentation, and housekeeping. 

Operation of the brassboard and data collection will utilize a 16 bit A/D converter and a digital signal processing 
board Analog electronic bandpass filters having a flat phase delay characteristic will be fabricated for handling up to four 
detectors at a time. This will be sufficient to simultaneously measure either 1 detector in each of the three wavebands or all 
four detector channels in any one waveband. 

Real time control of the brassboard employs a metrology reference beam fiinge counter. This counter utilizes 
quadrature zero crossing signals derived from a stable reference source that operates in parallel with the infrared beam in 
the interfemmeter.'' As illustrated in Figure 9, by use of an eighth-wave plate retarder in the fixed arm of the interferometer 
for the metrology beam p a 4  two interferograms having orthogonal linear polarization are derived. The two interferograms 
are electrically 90 degrees out phase when intensity detected. 

Two orthogonal reference signals implement sensing the direction of moving mirror motion. Zero crossing counts 
&om the two signals can be maintained through moving mirror turn-around. This facilitates keeping track of the absolute 
position of the moving mirror and eliminates the need for a separate zero phase difference (ZPD) source and detector. The 
zero crossings are used to derive sample triggers for the A/D converter and to control the speed of the moving mirror. 

The metrology reference beam is introduced into the interferometer through an optical elevator that is held on a 
loft shelf situated just below the top plate of the interferometer housing. Mounting chucks for the fiber optic cables that 
receive and transmit the reference beam, along with the optical elevator are shown in Figure 10. 
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4. BRASSBOARD ASSEMBLY AND TESTING 

The objective of the brassboard assembly and testing is to assess the feasibility of using the GHIS interferometer 
as a low-risk substitute for the existing GOES sounder.'5 

Assembly and testing of the brassboard has involved four steps: First, testing mirrors and mounts upon 
procurement and fabrication for initial performance and testing for changes in alignment and wavefiont error upon cooldown 
to 220K Second, assembly and testing of the components and mounts at ambient temperature. Third, examhhg alignment 
changes in the assembled GHIS brassboard for changes in ensquared energy and co-registration upon cooldown. Finally, 
assembling the GHIS brassboard with infrared components and testing its performance at ambient and at 220K. 

4.1 Component testing 

Murm and mounts were tested using a small dewar and a Zygo interferometer. Changes upon cooldown in mirror 
wavefront error indicated that for this application diamond turned, vacuum-deposited gold coated aluminum mirrors are 
superior to polished aluminum mirrors that require a nickel overcoat to achieve final surface finish polish. The latter were 
found to exhibit wavehnt error distortion upon cooldown due to differences in coefficients of thermal expansion of the bi- 
metallic nickel coating and the aluminum substrate. Diamond turned mirrors were determined to have about 10-50 
nanometer RMS surface roughness. The impact of the surface roughness at infrared wavelengths on instnunent background 
scatter signature was judged less than that of wavefront error distortion, but is still to be assessed. 

4.2 Assembly and testing at ambient temperature 

Assembly and positioning of the brassboard components and mounts on the optical bench was facilitated by use 
of a Cordax measurement table used in the MIT Lincoln Laboratory mechanical inspection shop. The table provided 
measurement of position over the bench to an approximate 1 0.0001 inch accuracy. Components were mounted to within 
10.00 1 inch uncertainty in accordance with the optical prescription. By pre-setting the elevation angle of each optical 
component to be orthogonal to its mount base, fmal alignment required adjustments in azimuth. These adjustments were 
accomplished by use of a Zygo alignment interferometer operating at 0.6328 microns. 

Ensquared energy and co-registration for the three wavebands were examined at ambient temperature for the 
assembled GHlS brassboard Tests were undertaken at 0.6328 microns to characterize the overall, hnt-to-back wavehnt 
error, mapfication, and alignment. Results indicated that ambient assembly wavefiont mor, magnification, and alignment 
achievable will meet GOES co-registration and ensquared energy requirements. 

4.3 Cooldown testing 

Figure 1 1 is a picture of the laboratory used for both ambient and cooldown tests. Cooldown tests are conducted 
by placing the interferometer in a vacuum chamber with optical input and output ports. In the chamber the interfmmeter 
is cooled to 220K by coupling it via braided copper straps to a liquid nitrogen cold plate. Steady-state temperature is 
controlled to within *lK. 

Figure 12 illustrates a nominal chamber test setup. The Zygo interferometer emits a collimated 0.6328 pm beam 
that is focused by an input lens and transmitted through a window into the vacuum chamber and into the interferometer. 
Refening to Figure 4, it may be noted that an 81 1.9 beam that emulates the telescope cone and passes into the interfmmeter 
through the field stop at the telescope image will be reflected back out of the interferometer by both mirror #4 and mirror 
#6. For fiont-end testing, this is exactly what the input lens shown in Figure 12 accomplishes. A beam blocker can be placed 
at or near the Lyot Stop to prevent spurious reflections from components #7 through #18. 

By blocking either mirror ##4 or #6 a single r e m  beam is obtained. The reflected beam is collimated by the 
focusing lens shown in Figure 12 and returns to the Zygo interferometer. The Zygo compares the wavehnt of the 
collimated, emitted beam to that of the returned beam. The Zygo instrument both displays the resulting interference pattern 
as well as can be commanded to compute a variety of statistics on the interferogram, including the RMS wavdont error. 
The wavefront error measured is for a double pass through the components in the optical path and for single reflection off 
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of either mirror #4 or #6. Use of mirror #6 allows testing the beamsplitter assembly, component #5, in reflection while use 
of mirror #6 assesses that component in transmission. 

Referring again to Figure 4, it may be noted that the re-imaging mirror set #7,#8, and #9 turn the collimated 
working beam that passes through the Lyot Stop into a cone that forms a re-image of the input field stop outside the rear exit 
of the interferometer housing. The re-imaging mirror set forms an ff33 cone and the field lenses # 16, # 17, and # 18 convert 
this into the required ff42 cone. During tests the field lenses were not in service. 

Continuing to refer to Figure 4, it can be seen that if the interferometer housing were reversed, so that the 
interferometer exit ports faced the Zygo in Figure 12, a situation analogous to the fiont-end tests described would exist: An 
fB3 beam emulathg the exit beam cone that is focused at the field stop image plane and transmitted into the interferometer 
will be reflected by both mirror #4 and #6. In this case a beam blocker can be placed in the interferometer to prevent 
spurious reflections from mirrors # I ,  #2, and #3. This set-up is referred to a back-end test. 

The fiont-end and backend wavekmt errors may be analytically combined to provide a measurement of the overall 
front-to-back wavefiont error of the GHIS brassboard. 

Figure 12 also shows some reference flat mirrors employed in the chamber. These mirrors are placed in the 
collimated beam emitted by the Zygo. The measured tilt of the return wave monitors GHIS table, test bracket, and box 
motion. The Zygo information is used to assess the changes in alignment of these structures upon cooldown. 

Figure 13 shows also a typical interferometer pattern shown on the Zygo display There are several interference 
patterns displayed each serving a purpose just described. 

Dial gauges have also been employed to measure GHIS housing and surrogate K-bracket support de-centration 
upon cooldown and warm-up to a resolution of 0.0002 inches. 

It has been found that changes in the housing support, housing orientation, and internal front-end optics of the GHIS 
brassboard retain alignment upon cooldown to satisfy GOES co-registration and ensquared energy requirements. To date, 
tests on the b a c k 4  optics indicate that the Longwave band optics also satisfjr these requirements. Midwave and Shortwave 
band alignment exhibits some alignment change on cooldown that is thought attributable to tilt of the dichroics, #10 and #I 1. 
Data has been taken, but has not yet analyzed to ascertain if the observed change is within specification. 

4.4 Infrared testing 

Installation of inbred components into the brassboard is being undertaken at the time of the preparation of this 
manuscript. It is planned that testing will include a repeat of cooldown alignment and performance evaluation in the test 
chamber. It is also mently planned that the brassboard will be evaluated by a test installation into the ITT prototype model 
SN02 for determination of suitability for substitution into the GOES production filter wheel sounders. 

5. SUMMARY 

The current GOES sounder is providing data to the National Weather Service that will improve weather products. 
However, higher spectral resolution instrumentation is recommended by the meteorological community to further improve 
weather prediction. Within the context of the GOES sounder production now in progress, an FTIR filter wheel substitute 
instrument is proposed as method of providing improved weather prediction obtainable fiom such a higher spectral 
resolution instrument with a minimum current sounder modification. 

A brassboard of an FTIR interferometer brassboard suitablc for filter wheel substitution has been developed and 
is under test. The major subject investigated to date is maintaining alignment upon cooldown to 220K. To date, brassboard 
testing has revealed no impediment to utilization of such an instrument. 
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1. INTRODUCTION 

This is a report of some intuim results from an on-going study being conducted at MIT Lmwh Laboratory. The study is 
examining IR sounding imtmments to be employed on geosynchronous weather satellites in the early 2000 time period. The aim of 
the study is to detaminesomderiastrumen t designs and configurations that could improve performance and reduce cost. The purpose 
of this report is to describe a point design that illustrates some of the technical issues being wnsidered. 

Performarm improvement could result fiom using a small, cooled FPA. The FPA would inmasc radiometric sensitivity as 
well as reduce time required for sounding a givea geographical area. Combining the IR sounder with a mimwave sounder would 
improve over811 retrieval performance, particularly h m  cloud c~vered m. 

Cost could be reduoed by utilidng smaller, less Cxpensive boosters for launching satellite payloads into geosynchrcmus orbit. 
To accomplish this the current GOES payload oonsisting of an IR sounder, imager, and several other instruments might be separated 
into two packages. Figure 1 illustrates this concept where a microwave and IR sounder are on a separate satellite that is opaated in 
close orbital proximity to a satellite for the imager and associated instruments. The idea is that of replacing a few large satellites with 
a constellation of d l e r  ones. This would lower individual launch costs and would also allow upgrading satellites with improved 
instnunentation on a less expensive and more timely basis. 

Spacecraft weight savings may be achieved by using lightweight alloy structures, lithium batteries, and plasma tbrustas. 
Weight saving could be achieved for an imager and an IR sounder by using lightweight optics and high density electronics packaging. 
Further weight reduction of an IR sounder might be achieved by utilizing a smaller telescope apature than currently used. 

Table 1 illustrates a weight budget far projected combined IR and mimwave sounder. 

Table 1. Projected Weight (lbs) of GOES Instruments 

This work was sponsored by the National Oceanic and Atmospheric Administration under Air Force Contract F1%28-9S-C-O002. 
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It is seen fiom Table 1 that a total weight reduction of about 200 lbs is sought. Combined with a possible, 150 lb weight 
reduction in the spacecr& the total dry weight of an Wmiaowave sounder could then be brought into the Delta 2 and Ariane 4 
geosynchronous payload launch capability. 

Altitude Range 

Sfc-300 mb 

300-1 00 mb 

Above 100 mb 

An estimate of the radiometric and retrieval performance that might be achieved with a geosynchronous IR sounder that is 
mated to a microwave sounder has been developed. The IR sounder point design employs a cryogenically cooled FPA and a 15 cm, 
rather than the current GOES 3 1 cm, telescope aperture diameter. 

Temperature Humidity Vertical Resolution 

1K IO?! 1-2 lan layers 

1K 20% 2-3 lan lay- 

1K 3-6 km layers 

2. IR SOUNDINGREQUIREMEN'IS 

Next generation GOES sounding instnnnentation should satisfy geosynchronous sounding requirements of the National 
Weather Service (NWS). Table 2 shows a summary ofthenquired temperature and moisture sounding accuracy.' In addition to Table 
Lrequirements iucludethecapability of sounding both a 3000 x 3000 lanz synoptic scale area and a 1OOO x IO00 km2mesoscale area 
in 60 minutes. 

The N W S  will require high IR spectral resolution soundings with a mlut ion on the order of that achievable with FTnl 

completion ofthe study. However, this report Coosiders a point design for a compact FTIR intedierometcr of the type being developed 
for the GOES High-Resolution Interfkerometer Sounder (GHIS) brassboard?A 

grating, dalon, or other relatively high-resolution interfer0meters.l Other high-resolution instnrmen ewillbeexaminedbefore 

3. MICROWAVE SOUNDER 

There is a benefit from shu l ta r~~us ly  combining geosynchronous IR sounding with microwave sounding.s A microwave 
scmder has the capability to ptovide temperature and humidity profiles m the presence of clouds. Although not a major subject of this 
study, several aspects of a microwave design will be described to illustrate mating a microwave and IR sounder. 

I famimave  sounder and IR sounder operate together, both will need to meet the N W S  coverage rate requirements. This 
requirement is assumed to necessitate an hourly 45 minute synoptic scale coverage, a 5 minute mesoscale coverage, and an allowance 
of 10 minutes for IR calibration and satellite positioning. 

A 2 meter antenna microwavC sounder strawman design being considered by a geosynchronous microwave sounder working 
group study has been adapted to the N W S  merage and rate requiremexk6 The operating frequencies are at 1 18 and 400 GHz for 
temperahrre sounding m oxygm bands and at 183 GHz for water vapor sounding. The 400 GHz frequency was chosen to provide high 
resolution with a 2m antenna with the howledge that watavapor continuum absorption may prevent sounding below a few km altitude 
in the tropicat latitudes. Table 3 shows a summary of the microwave sounder parameters. 
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Table 3. Microwave Sounder Parametem 

Nominal Frequency (GHz) 

Wavelength, X ,  (rnm) 

IGFOV (Dim.) at 36,000 km (lan) 

IGFOVs in 3000' kmz 

IGFOV Integration Time, Ti (Sac) 

Noise Temperature, TN (K) 

DT,(K) BW 100 - 400 MHZ 

Azimuth SCanRate (Degrees/%) 

118 183 400 

2.54 1 .a 0.75 

60 38 18 

2600 6200 28000 

1.1 0.43 0.10 

lo00 lo00 2000 

0.1 - 0.05 0.15 - 0.08 0.64 - 0.32 
0.09 

The instantaneous ground field of view (IGFOV) is evaluated over a 3000 krn x 3000 km plane n m a l  to the equatorial 
satellite projection axis as indicated in Figure 1. The plane subtends a 4.8 degree x 4.8 degree solid angle at the satellite. No spherical 
geometric projection factors have been used. 

The 50% beam response IGFOV shown in Table 3 is given by 

1.3a IGFOV = - x 36000 km D 

where D is the antenna diameter. The IGFOV integration time is then 45 minutes (2700 Sec) divided by the number of IC3FOVs in 
3OOO2 km2. 

The receiver sensitivity, AT,,,,,, is given by 

AT, = TN 
~ B W X  T 

The h t  end mixer noise temperatures in Table 3 are projected values assuming about a factor of two reduction firun thme 
that are currently available. With this assumption, which is not considered unreasonably optimistic, a receiver sensitivity less than 1K 
would be achieved at all fiequencies. 

Since the IGFOVs of the three fresuencies are different, it is assumed that the 183 GHz and 400 GHz IGFOVs arc raster 
scannedoverthelarger, 60 km, 118 GHz IGFOV while all three are being scanned in azimuth. The raster scan might be achieved by 
scanning the antenna feeds. The overall azimuth scan rate is then given by the requirement of 50 (3000 lad60 lan) azimuth scans over 
a 4.8 degrec swath in 2700 seconds. The scan pattern is illustrated in Figure 2. One method for scanning the microwave antenna and 
IR sounder might be to scan the entire satellite using incremental braking and acceleration of sets of otherwise b a l d  momentum 
wheels. 

4. INFRAREDSOUNDER 

A point design IR sounder is assumed to anploy a small, 6 x 6 or 8 x 8, array of cooled HgCdTe photovoltaic detectors. Each 
detector will view an approximately 9 km diameter patoh with a 10 lan patch spacing. A scan pattern for obtaining a s i m u l w  
microwave and IR sounding then becomes an issue. 
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4.1 Scanpattern 

IFov (Pad> 

Diag. FOV (mrad), 6x6 Array 

Entrance Pupil Diameter, (cm) D, 

Primary Mirror Focal Length (cm) & 
collim. Mirror Focal Length (cm) f, 

Micro-field Lens Focal Length (cm) f ,  

Re-Image Mirror Focal Length (cm) 

Primary to Entrance Pupil (a) S,  

Figure 2 shows the IGFOV footprint of the 6 x 6 array co-aligned with the 1 18 GHz microwave sounder footprint. Figure 2 
illustrates one mode of simultanmus operation of the two instruments. A turning flat in the IR sounder optical train will be used to 
carmter-scan against the mimave  ezirmrth scan, thereby holding the IR field of view (FOV) steady during an integration period. The 
Colmter-sCanIllirmrwillpaiodically be reset in step with the motion of the 118 GHz azimuth scan and the raster scan of the 183 GHz 
and 400 GHz receivers. For integration time estimates to be described, a 25 mSec counter-scan mirror reset time is assumed 

244 Collimator to Lyot Stop (cm), Sw 11 

2.36 Lyot Stop Diameter (cm), D,, 1.25 

15 IFOV Micro-Field Lcns Diameter (mm) 1 

120 FOV Micro-Field Lens Diameter (mm) 10 

10 Interferometer IFOV Angle (mad) 3 

35 Interferometer Diag. FOV Angle (mad) 28.3 

0.14 Detector Focus Distance (mm), fd 1 

5 Detector Si (mm), Ddet 0.05 

4.2 Optics 

Then sounder optical train is d t o b e  areimagingdesign similar tothe current GOES, three-waveband sounder except 
that it, like GHIS, employs an FTIR interferome&x rather thsn a filter wheel. The design is illustrated in Figure 3 for one waveband. 
A field stop at the telescope focus deiines the overall field of view (FOV). A collimating mirror with its focus at the telescope focus 
collimates the incoming radiation and directs it into an FTlR interfiermeter. The collimating mirror images the entrance pupil at the 
Lyot stop that lies at the end of the FTIR interferometer working distance. A reimaging mirror images the front field stop onto a set 
of microlenses. The diameter of the microlens defines the instantaneous field of view (IFOV) which, in tum, determines the IGFOV. 
Finally, the microlenses in combination with the re-imaging mirror image the Lyot stop onto each detector of the 65K FPA. 

Figure 3 does not show two dichroic filters after the Lyot Stop that are used to separate the sounder into three waveband 
channels. And, although a detector bandpass filter and the microlens array should be cold, the cryogenic configuration is illustrative 
only. Figure 3 does contain notation for optical parameters for a point design described in Table 4. 

Table 4. Point IR Sounder Optical Design Parameten 

I DesinnParameters I I DeDendent param- I I 

Table 4 describes a point optical design based on simple paraxial ray formulae. The design parametem in the left column 
determirae the dependeat partrmeters shown in the right column. The JFOV is the same as the current GOES filter wheel sounder. The 
15 cm entrance pupil, is just less than one-hdf the ament GOES sounder. An E/8 telesxpe with a 120 cm effective focal length, $. 
is indicated. This can be compared to the approximately 370 cm effective focal length of the GOES m.9 telescope. 

A 10 cm focal length c o u  minrx is indicated. This gives a 1 1 cm interfixmeter working distance, Sw, which is tight, 
but is similar to the compact GHIS brassboard design. The ratio of the telescope and the collimating focal lengths, fp/fc. gives a x12 
magnification of the FOV angle for the FTIR interferometer working angle. This may be compared to a x36 magnification for the 
proposed GHIS system. This smaller magtdication helps reduce self-apodization effects in the FTIR interferometer. 
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The microlens array employs lmm individual lenses operating at fl1.4. A detector size of 50 pm is nominally matched to 
HgCdTe IR photovoltaic FPA sizes? The detectar FPA and the microlens array are items that arc not m t l y  available. However, 
they are developable and within the range of current technology.' 

The use of detedor- inkgrated circuits (ROICs) pose a challenge to timing requirements needed for accurate sampling 
of an intdkr~gram.~ It is likely that a 6 x 6 HgCdTe photovoltaic a m y  can be implemented with direct leads which will circumvent 
this issue. However, employment of an 8 x 8 or larger array may require ROIC development' 

Figure 4 shows a ray trace of an optical system based on the parameters of Table 4. The figure shows a twwduncnt 
unobscured telescope. It also shows the use of a visible/IR beamsplitter to provide a visible image of the sounding that is used in 
retrieval. Figure 4 shows use ofdichroics to divide the radiation into three wavebands. 

It has been estimated that approximately 200 mW of cooling would be sufficient to obtain 65K o p t i o n  of a thermally 
insulated bandpass Glter, mimlens, and 6 x 6 FPA. Rquired rctiigeration for three wavebands might then be achieved with Stirling- 
cycle or pulse-tube! c rymle r s  that wuld maintain a 65K cold tip while providing a total of600 mW of oooling. One nfirigeration 
configuration that might achieve this is the employment of three miniature 250 mW, 65K cold tip pulse-tube csyocoolas.'O This 
reliigeratmn package would weigh abu t  20 lbs and raquire about 50 watts of electrical power. Isolation of the FTIR porch Swing fiom 
the small, but finite, cryocmler vibration is an important consideration that remains to be investigated. 

Detailed layout of the instrument depends on the supporting spacecraft design. However, Figure 5 is an artist's illustration 
ofaninstnrmen t package. The illustration indicates use ofa scanning minw similar to the current GOES instrument Also shown are 
two North-fkhg radiationcoolers. One radiation cooler is wexi to maintain the optics interferometa at 220K while the other radiates 
heat from the c r y m l e r  refrigerator. 

4.3 Radiometric performanes 

Detector sensitivity is a major issue, particularly for the longwave (LW) band For a photovoltaic detector, the peak D* is 
given by 

where 
q =  
k =  
h =  

h =  

T =  

C "  

Q =  

vna = 
A d =  
k =  v =  

charge of an electron 
Boltanan's constant 
Planck's constant 
velocity of light 
quantum ficiency 
detector photon flux 
detector temperature 
preamp noise voltagdfliz 
detector area 
detector -bias resistance 
detector bias (< 0) 

Figuse 6 shows a plot of Eq.(3) for a peak D* at 650 cm-' using ambitious, but achievable, detector parameter values.' "he 
background flux, Q, assumed was besed on calculations of 220K GHIS FTIR instrument NEAN." The plot indicates that with modest 
bias at 65K. a peak D* of 1.2 x can be obtained. This is within about 80% of BLIP. Also shown is a nominal photmductive 
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HgCdTe peak D*. The use of the biased, 65K photovoltaic detector provides a gain of about x4 in sensitivity. This and other 
parameters assumed for the IR sounder are given in Table 5. 

Band 

Wavelength (cm-') 

Spectral Resolution (an-'), Av 

scene Flux (Ph/an2-sec) 

220K Instnunent Flux (Ph/cmz-seC) 

Table 5. Geosynchronous IR Sounder Performance Parameten (1 5 cm Aperture) 

Longwave Midwave Shortwave 

650 - 1 150 1210 - 1740 2150 - 2721 

0.625 1.25 2.50 

1 x lot6 1 x 1015 0.4 x 10'4 

8 x 1OI6 6 x lo1' 1 x 1014 
~~ ~~ 

Total Detector F~UX (P~/c I I I~ -S~~) ,  Q 

65 K PV HgCdTe a (Ohm-cm) 
9 x lot6 

1.2 

~~ ~ ~~ 

7 x 1015 1.4 x 1014 

lo00 loo00 
~ 

Preamp Noise (Volt/JHz), V, 

Quantum Efficiency, q 

~~~ ~ 

4 

0.7 

PV D&*(cm&dWatt) 

GI-fIS D&*(cmMat t )  

~~~~ ~~ ~ 

1.2 x 10" 2.90 x 10" 1.12 x 1OI2 

3.0 x 10'" 1.37 x 10" 1.07 x IO" 

Table 5 cites the wavebands and resolutions that are being used for the GHIS brassboard system. The Table indicates that 
the background flux on the detector is dominated by instrument radiation in the Longwave and Midwave bands. Decrease of the 
ktmment temperature to below 220K is m option tha! might be considered. It would improve achievable sensitivity in all wavebands. 

Diffraction loss contribution to an instrument transmission, T, has been estimated. At 650 cm" the geometric IFOV stop 
diameter lies just outside the second dark ring of the Airy function at the focus of the 31 cm GHIS system, giving a diftiaction 
transmission loss factor of 91%.12 For the 15 cm aperture system the geometric IFOV stop diameter (image of microlens diameter) lies 

<DiffLoss/<GHIS D B L o s s  

Detector Size (cm9 
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0.93 0.96 0.98 

2.5 10' 
I 

GHIS Detector Size (an2) 

Focal Plane Array Size 

Max. Self-Apodizaton Factor 

Integration Time, Ti(Sec), 

<NEDN> (mwM-cni'-Sr) 

GHIS Integration The, T,(Sec) 

GHIS <NEDN> (mwM-cm-'-Sr) 

Noise Factor 

GHIS Noise Factor 

3 x 10' 6 x  lo5  7 x  10' 

6 x 6  8 x 8  6 x 6  8 x 8  6 x 6  8 x 8  

0.993 0.987 0.9% 0.993 0.997 0.9% 

1.06 1.90 1.06 1.90 1.06 1.90 

0.80 0.60 0.16 0.12 0.05 0.03 

0.10 

2.5 0.36 I 0.06 

0.09 1 0.070 

0.283 



just at the first dark ring, giving a loss factor of 82%. The ratio of the loss factors of the 15 cm aperture to the 3 1 cm apert\lre is 0.9 
at 650 ern-'. Table 5 shows the ratio: 

where 43ffLoss is a~ average over the waveband. The effect of Waction on allowable IGFOV cross-talk is a subject to be further 
explored. 

Interferometer self apodization has been ~0nsidered.l~. I' The estimate uses an unpublished analysis of self-apodization 
developed at MIT/LL that employs Lommel functions.'* The effects are mall and are smaller in the Shortwave band than in the 
Longwave because of the decreased optical phase difference (OPD) used to achieve the required resolution. 

For an FTIR intdmometer system the noise equivalent differential radiance, NEAN, is given by 

where 
A =  
n =  
Av = 
z =  

D* = 

% =  
Ti = 

Entrance pupil aperture area 
IFOV solid angle 
Optical transmission 
Wavenumk resolution 
Detector specific detectivity 
Detector area 
Integration time. 

Equation (4) shows that reduction in entrance pupil aperture diameter increases the NEAN by the square of the duction 
factor. The equation also shows that changes in optical transmission, T. and in D* scale the NEAN by the ratio of the change, while 
hcreases in the integration time or decreases in the detector area decrease the NEAN by the square root of the ratio of the change. 

Results summarized in Table 5 indicate that the combination of improvement in peak De, increased integration time, and 
slb&tly d e r  detector size is adequate to offset the approximately x4 increase in NEAN due to reduction in entrance pupil area and 
the effects of difhction loss and self +tion. Further, the improvements appear d c i e n t  to reduce the WAN in each waveband 
to a value less than that for the 3 1 cm aperture GHIS system. For the LW band the improvement is most significant and critically 
depends on an improvement in the peak D*. 

Results in Table 5 include a noise factor for the LW band which can be used to estimate the effects of improved NEAN on 
temperature retrieval error. 

5. ESTIMATED TEMPERATURE RETRIEVAL ERROR 

During the course of the GHIS effort. retrieval analysis simulations have been undertaken to estimate the performance 
improvement over the current GOES iilter wheel sounder. The current simulations use a subset of TOVS Initial Guess Retrieval (TIGR) 
abnospheric profiles for training and a second, independent, TIGR set for statistically evaluating retrieval performance fm a given set 
of GHIS waveband NEANs.lS 

Analyses have shown that the temperature retrieval is most sensitive to the LW band NEAN. Providing W N s  of the 
Midwave and Shortwave bands are not sigdicantly Merent, changes in temperature retrieval error have been found to almost 
Singularly depend a the LW <NEAN>. This has led to the development of a simple scaling factor applied to the LW band N A N > .  
Qkd the noise factor, that can be used in predicting and describing results.I6 A set of noise factor scaling results from recent retrieval 
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simulations has been made available and are used to estimate the improvement in temperature retrieval due to the pmjected 
improvement in <=AN> suggested in Table 5. The results used are for a 1 km vertical resolution layer. 

The noise factor, nf, is a scaling fador used for the effect of the LW band NEAN. It is given by 

where the notation has been previously described and the subscript "0" refers to a reference <NEAN> value used to compare one 
retrieval simulation to another. The factor NS is the number of number IGFOV sounding samples averaged. For a given g o d  cell 
size being evaluated by sounding, it is given by 

Averaged cell Size 
IGFOV Spacing 

NS = (I - Percent Cloud Cover) 

Typically, a 50% cloud cover is assumed for a 50 km cell size with a 10 km IGFOV spacing, giving NS = 12.5. For the IR 
sounder being considered compared to GHIS 

and 
Q0 = Q Avo = AV 

The parameter ey reflects noise factor scaling due to fixed design paramem. 

Figure 7 shows an estimate of the improvement in average RMS temperature error sounding provided by the 15 cm aperture, 
mled  photovoltaic FPA sounder. The temperature error is an average from 1000 to 300 mb. The GHIS temperature mors are from 
a study which preecllded exrors using an average over the TIGR data sets. The advanced sounder RMS sounder errors in Figure 7 were 
obtained by scaling the GHIS results using the improved noise factors shown in Table 5 that result fiom the lower LW +JEDN>. 

If is s e e n h  Figure 7 that the projected perfolmaece is an improvement over the GHIS design, as expected. The temwatm 
retrieval mor also falls within the N W S  requirement boundary. That the estimated error only "clips" or somewhat marginally falls 
within the boundaxy is not unexpected: It has been found in simulations that reduction in LW <MAN> by a factor of 2 reduces the 
retrieved temperahae error by approximately 20%. Also, it should be considered that the estimate here does not include improvement 
that will be derived from incorporating microwave sounding with the IR retrieval. In addition to a providing larger sounding 
measurement data base, the microwave sounder will greatly diminish the effect of cloud cover. 

6. SUMMARY 

This report describes interim results of an MIT/LL study on development of an advanced GOES IR sounder. The study is to 
explore possibilities for reducing cost and improving performance. A point design example has been given of a potentially smaller, 
oompact IR sounder based on GHIS technology, lightweight, smaller aperture optics, and a 65K 6 x 6 or 8 x 8 photovoltaic HgCdTe 
FPA. The IR sounder operates with a microwave sounder housed in the same satellite. The example illustrates some of the issues 
encountered in providing an advanced geosynchronous sounder instrumentation system. 

Results suggest that the retrieval perfoxmance from such a sounder system will be improved over the current GHIS design, 
will meet N W S  requirements, and will provide soundings much less susceptible to cloud wver conditions. 
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Possible further improvement in IR performance might be achieved by operating the FTIR interferometer at a temperature 
lower than 220K Operating the FPA at slightly higher than 65K temperature might be traded against a slightly larger aperture to arrive 
at an overall minimized weight. 

It has been projected that the payload weight of such a combined microwave and IR sounder could be less than the current 
GOES series combined sounder and imager instruments. This invokes separation of the c m t  imager and other inshuments into a 
separate companion satellite. Interim results of ongoing studies of advand  IR and microwave geosynchmnous sounders have been 
described Final results on the merit and feasibility of a combined IR and microwave sounder instrumention awaits the completion of 
both studies. 

Technology that might be further pursued in preparation for development of an IR instrument includes LW photovoltaic 
HgCdTe FPAs, ROICs, microlens systems matched to such WAS. and continued development of space-qualified cryocmlers. 
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I '  Figure 3. Schematic IR sounder optical design. 
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An advanced imager concept for GOES-R 

D.E. Lencioni and D.R. H e m  

Lincoln Laboratory, Massachusetts Institute of Technology 
244 Wood Street 

Lexington, MA 02173 

ABSTRACT 

The results of a conceptual design study of an advanced Imager for GOES-R is presented. Tentative ped'ommce 
requirements are established fim N O M  operational and science communities. A performance scaling law is developed which 
provides a quantitative measure of sensor capability and insight into the key design parameter tradeof&. The basic design concept is 
described and estixnates for sensitivity and resolution are given. 

1. INTRODUCTION 

The spacecraft and Imager and Sounder instruments in the current geoStationq operational environmental satellite series 
(GOES I-h4) provide a significant improvement in measurement capability over the previous GOES series. The Imager and Sounder 
insbuments are deweloped by the AerospacdCommunications Division of ITT Corporation under subcontract to Space SystemdLoral 
(SSL).  The program which began in October 1985 had a suwessful launch of GOES-I in April 1994. 

TheNatianaloceanicandAtmosphericAdministration(NOAA)GOESprOgramis~i~gadditionalinstnunentsbeyond 
the current series which provide enhanced capability at minimum risk by making evolutionary upgrades to the GOES I-M series. 
Potential Imager upgrades include the addition of three new IR bands improving the resolution of the 6.5 pm band to 4 lan, and doubling 
coverage (reduced frame time) by adding eight new visible band detectors, using the redundant sets of IR detectors and using data 
compression. At this t h e  there is no oficid decision on implementation. 

NOAA has also initiated a process to define the next generation (GOES-R) system. MITLincoln Laboratory is providing early 
support to N O M  for this effort "le initial operational and science requirements12 which have emerged fiom this process indicate the 
need for a signifcant improvement in the capability of the Imager. This is driven by requirements for improved resolution, increased 
Signal-to-noise ratio, increase in number of spectral bands and more rapid imaging rates. The technology strategies requked to meet 
this performance and a design concept for an advanced Imager for GOES-R are discussed below. 

2. REQUIREMENTS 

At this time there is no official comprehensive set of NOAA requirements for the GOES-R system which can be used for the 
designs of the spacar&, instruments and ground segment. There has been, however, considerable progress in defining measurement 
requirements and goals for the various NOAA offices. In particular the National Weather Service ( N W S )  has defined' 
hydrometeorological observational data requirements for the GOES-R Imager. These have been incorporated into a tentative set of 
requirements used as the focus of the advanced Imager design concept described in this paper. 

The requirements for other elements of the NOAA GOES Program are also being developed.2 For example, the NESDIS 
ocean reseafch community has expresd a strong interest in geostationq ocean color observing capability. The requirements for this 
capability have also been incorporated into the tentative requirements for future programmatic review. These specifications are 
summarized in Tables 2- 1 and 2-2. 

This work was initiated by the National Oceanic and Atmospheric Administration under Air Force contract no. F19628-95-C-OOO2. 
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Table 2-1. Advanced Geostationary Imager Tentative Requirements 

Band Wavelengths (p) S N R  or NEAT 

0.402 - 0.422 
0.433 - 0.453 
0.480 - 0.500 
0.500 - 0.520 
0.545 - 0.565 
0.660 - 0.680 
0.745 - 0.785 
0.845 - 0.885 

I 0.55 - 0.75 1 

300: 1 
300: 1 
300: 1 

300:1 
300: 1 
300: 1 

300:1 

300: 1 

600: 1 

10 1.3 - 1.9 
1 1  3.8 - 4.2 
12 6.5 - 7.0 
13 7.0 - 7.5 
14 10.2 - 11.2 
15 11.5 - 12.5 
16 13.2 - 13.8 

300: 1 
0.1 K @ 270 K 
0.3 K @ 240 K 
0.3 K @ 240 K 
0.1 K@300K 
0.1 K@300K 
0.4 K @ 270 K 

This report does not a&= the requirements for improved calibration or improved image navigation and registration. 

N W S  Bands 
(1, 10 - 16) 

Ocean Color Bands 
(2 - 9) 

Full Earth 3000 x 1000 lan 1000X1Ooolan 

15 min. 5 min. 1 min. 
( S ~ ~ t a n e o u s  and independent) 

60 min. 60 min. 60 min. 



3. DESIGN APPROACH 

The Advanced Imager requiranentS contained in the previous d o n  represent a revolutionary increase in capability compared 
to the current GOES Imager. This is driven by a factor of two improvement in instantaneous geometric fieldsf-view (IGFOV) in all 
bands clown to 2 km at 14 pm wavelength; a factor of two improvement in signal-&noise ratio (SNR); and an increase in the number 
of spectral bands from the current five to sixteen with the inclusion of the eight ocean color bands; a reduction in the imaging or fhme 
time with the ability to simultaneously and independently do one minute imaging of mesoscale and local storms and do 15 minute full 
disk imaging. 

A quantitative measure of the improved capability and insight into the key tradeoffs can be obtained fiom the performance 
scaling law derived here. Figure 1 illustrates a linear array of N detectors, each subtending a square IGFOV, which scans a fieldsf- 
view (FOV) in some total fiame time OF). The dwell time (rD) per ground sample distance (GSD) is given by 

IGFOV' rD a TF N - 
FOV' 

This represents the mount of time a detector can collect photons fiom one GSD. If the sensor is scene photon noise limited then the 
signal to noise ratio (SM) is given by 

SNR L* [@x 0' x IGFOV' x rd" (2) 

where @is the scene photon radiance in the spectral band and D is the effective aperture diameter of the optical system of the Imager. 
This expresion can be rewritten as 

SNR' x FOV' a 0 2  

@ x Tp x IGFOV' (3) 

This performance scaling law contains the critical system requirements on the left as a "figure of merit" for the system capability. The 
right hand side contains the two key design parameters and represents a measure of the technical complexity (cost) of the sensor. 

T 
1 
> 
0 
L 

Figure 1. Linear array of Ndetectors which scans a scene FOVx FOVin size at scan rate K 
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As can be seen a given level of system capability can be achieved by trading aperture area and numbex of detectors. Both 
parameters can be varied within restricted regions of parameter space. Increasing the diameter, for example, rapidly increases the 
weight of the optical system (approximately as D'.') which of course can have major impact on the total system. At the other extreme 
the diameter can be redwed until &action effects limit the Imager resolution. In the case of the number of detectors the maximum 
limitmaybedetermuKd by the availability of appropriate large count focal plane arrays or by the fact that a large numbez of detectors 
occupies a large optid field-of-view with adequak image qual@ to support the resolution requirements. This in turn drives the optical 
design complexity. 

The advanced Imager requirements contained in Tables 2- 1 and 2-2 represent a factor of 640 increase over GOES I-M in the 
figure of merit for the system capability as expressed in Eq. (3). The Imager design concept described in this report achieves this by 
exploiting the advances in detector array technology that have occurred in the past two decades. As an example in the GOES I-M 
Jmagm there are eight visible band detectors in a linear array, two detectors each in the 3.9 p, 10.7 pn and 12.0 pm bands and only 
one detector in the 6.75 pm band. 

One of the most challenging requirements of the advanced Imager is the ability to simultaneously and independently image 
the globalkynoptic scales and the mesoscale. This can be accomplished in a single instrument if the 111 earth imaging time is 
suiliciently short so as to e the r q u k m n t  on each fiame, i.e., one minute full earth imaging time or if a duplex mode can be used 
to intaleave hll earth sums and mesoscale scans. The full earth fiame time for an advanced Imager is shown in Figure 2 as a function 
of the number of visible band detectors and required optical field-of-view (FOV). The scan rate required to achieve the SNR is 0.63" 
per second which is a factor 32 lower than the GOES I-M 20" per second rate. The IGFOV = 0.5 km represents an angular extent of 
14 pad. For large fields-of-view the optical image quality required to support this IGFOV becomes difficult. At a 2" FOV the total 
number of visible detectors in a linear array is 2500 and the full earth frame time is 5 minutes. The detector count for the ocean color 
bands is 1250 per band and for the IR bands 625 per band. These array sizes are well within current technology capabilities. Optical 
systems which support a 2" FOV with a 14 p a d  resolution are practical.' 

. -  
1 o-2 IO" 1 oo IO' I o2 

FOV (DEG) 

Figure 2. Full earth imaging time fl) as a function of number of detectors cu) and opticalfield-of-view (FOV. Ench visible band 
detector subtends a square IGFOVof0.5 km. 

4. DESIGN CONCEPT 

4.1 Focal Plane Configuration 

The basic sensor concept coIlsists of an all reflective, 35 cm aperture diameter, fl4 optical system, with a 1 x 2" field-of-view, 
similar to published designs'. As illushated in Figure 3 a dichroic beamsplitter is used to split the image onto two sets of detector arrays. 
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One contains the MWIR and LWIR bands and is cooled with a Sterling cycle or pulse-tube cryocmle? to a temperature -8OK. The 
other set of detector arrays contains the visible, near inli-ared and short wave infirared (SWIR) bands and is assumed to operate at 
modffate temperatures (T > 220K) with no active cooling. Discrete spectral band filters are located at the focal plane to shnphfy the 
spectral separation. The ocean color bands can be obtained using either eight discrete filters or by using a Wedge Imaging 
SpectrometeP (WIS) technique to obtain continuous hyperspectral coverage over the range 0.4 pm to 0.9 pm. This approach is 
illustrated in Figure 3. A silicon photovoltaic detector may with approximately 200 detectors in the wavelength dimension couId 
provide spectral resolution AWA - 1%. The WIS approach provides flexibility in spectral band selection, e.g., Sea WIFS or MODIS, 
provides atmospheric attenuation information and is a rich data source for new earth science opportunities. 

... - 
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/ fj4 CONE FROM 
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/ 
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-- ..... .. . '- ..._ - - ,. .... 

fj4 CONE FROM 
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__ ,,.. .... , ." 
... . .~ / .- -. 

/ /  

/ /  
/ /  

WSBLE, NEAR IR 
ASSEMBLY (lE COOLED) 

MWIR, LWlR ASSEMBLY 
(HgCdTe, CRYOGENIC) 

MWIR BANDS 
(11,12,13), 2.0 km 

1 -  I 

LWlR BANDS 
(14,lS. 16), 2 0  h 

Figure 3. GOES-R Imager focal plane concept. 

As the earth's image is scanned across the arrays the detectors for a given waveband are sampled at a rate such that the 
detectors in different spectral bands sequentially sample the same spot on the earth. 

4.2 Operating Modes 

Three basic scan modes are illustratd in Figure 4. The first shows a full earth fiame covering 17.4' x 17.4". The 2" 
dimension of the focal plane is in the north/south direction and the scene is scanned &west. The 2" corresponds to a swath width 
of 1250 km at the earth's equator. At the scan rate of0.6" per second the full earth can be covered in 5 minutes. Each of the nine scam 
requires approximately 30 sec with another 30 sec for retrace time. 
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FULL EARTH FRAME 
- 5 MlNUTESllMAGE 

SIMULTANEOUS FULL EARTH 
FRAME AND MESOSCALE 
- SCANS ALTERNATE 

- 10 MINUTES FOR FULL EARTH 
- 1 MINUTE/IMAGE FOR 

MESOSCALE 

RAPID STORM IMAGING 
- 5-10 SECONDSllMAGE 

Figure 4. Imager scan mode options. 

The sccond mode shown in Figure 4 illustrates a way to achieve simultaneous 1 1 1  earth and mesoscale coverage. Here, after 
each west to east scan of thc f d  earth fiame, the sensor scans east to west at the latitude of interest. Thus that region is revisited every 
60 seconds and the full earth fiame requires 10 minutes. 

The third mode illustrates rapid storm imaging where, for example, a 1250 lan x 1250 km region can be imaged as aften as 
every 10 seconds. 

4.3 Data Rates 

The data raw assuming approximately one sample per IGFOV and 12 bit digitization, are: 20 Mbps for the visible pan band, 
5 Mbps each for the ocean color bands and 1.25 Mbps each for the IR bands. The total rate for all 16 bands is approximately 68.75 
Mbps. This is roughly a factor of 25 larger than the current GOES I-M Imager. 

Some f m  of onboard data processing and data compression may be required to manage the down link rates. The ocean color 
bands are required only over a small fiaction of an earth scene. Moreover, twelve 5 minute frames can be averaged and still satisrjr the 
60 minute kame rate requirement of Table 2-2. This also will increase the effective SNR for these images by a factor of about three 
and as will be seen in the following section this brings all the SNRs above the required values of Table 2- 1. For the visible pan band 
frame to frame subtraction can be used to report only image changes. Data compression may also be desirable for data rate management. 

Ifa WIS approach is used for the ocean color bands the maximum data ra!e can be as high as 1 Gbps. Clearly onboard spectral 
band synthesis and processing is indicated Moreover the full hyperspectral capability can be restricted to mall regions of interest and 
with lower fiame rates. Data would then be stored onboard and down linked at a lower more manageable rate. 

In any case maximum utilization of the advanced imager capabilities will requirc advances in onboard procesSing, data storage, 
the communication link and ground segment capability. 

5. PERFORMANCE ESTIMATES 

5.1 Spatial Resolution 

The spatial resolution of an imaging instrument is best described by its modulation transfer function (MTF). The MTF is 
defined for each coordinate dmction (in-scan and cross-scan), and it is generally a function of position in the field-of-view. It is also 
a function of the wavelength band. We have chosen a few representative wavelengths for the purpose of estimating MTF’s. 
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Factors which contribute to the system MTF include optical diffraction, optical aberrations, detector size, and scan motion 
during pixel integrations. Optical aberrations can be subdivided into design residuals, component figure errors, and alignment errors. 
We base the estimate of fabrication and alignment errors on the measured performance of systems which have been built in the past. 

Diaaction fi.u~damentally limits the resolution, based on the wavelength, A, and the aperture diameter, D. No angular 
liqwncies above D/A, the ”optical cutoff fiequency,” are passed by the optical system. For our initial dii%action MTF estimates, we 
have used the expression for an unobscured circular aperture, with D = 350 mm. 

The size of each deteding element also contributes to the system MTF. We assume that the detector pixels have a sharpedged 
response h i u t i o n ,  with a filling factor of 90% in the cross-scan direction. The “pixel MTF” is thus a simple sinc function. Initially 
at least., we assume that each detector area is square. For this system, the pixel sampling fiequency (in the cross-scan direction) is less 
than the optical cutoff frequency for all wavelength bands. The resolution is thus detector-limited. 

Scan motion during the integration time for each pixel contributes to the system MTF in the scan direction. The “motion MTF” 
is also a Simple sinc function, exactly analogous to the pixel MTF. In this case however, the integration time can be shortened to limit 
the blur, as long as signal-to-noise perfixmane does not suffer unduly. The in-scan extent of the detectors can also be reduced, to 
compensate for the motion MTF. 

The modulation transfer functions are shown for two different wavelength bands in Figures 5 to 8. In each case, both the 
system MTF and the major COnqMnent MTF’s are shown. The system MTF is the product of the component MTF’s. In Figures 5 and 
6, the crosscan and in-scan MTF’s ofthe PAN band (0.65 pm) are plotted. Figures 7 and 8 show the corresponding MTF’s for band 
15 (12 p). 
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Figure 5. Modulation transfer function for  the PAN band, across the scan direction. The median wavelength is 0.65 pm. 
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Figure 6. Modulation transjkrfinction for the PAN band, in the scan direction. An exposure duty cycle of 50% is assumed. 
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Figure 7. Modulation transferfunction for band 15, across the scan direction. The median wavelength is 12j1m. 
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Figure 8. Modulalion transfirfitnction for band 15, in the scan direction, An exposure duty cycle of 1009 is assumed. 

The separate ‘‘difbction” and “abaration” MTF’s deserve some explanation. In principle, there is an optical transfer function 
which hcmporates both diffraction and aberration effects. For these initial performance estimates, we have used a separate gaussian 
factor to represent all optical aberrations, including design residuals, figure errors, and alignment uncertainties. It can be thought of 
as a ratio of the true optical MTF to a difbactionsnly optical MTF. 

A comparison of the PAN band and band 15 MTF components shows the greater relative importance of diffiraction in the 12 
pm band. The PAN band is detectordominated. The in-scan plots for the two bands show the effects of different duty cycles on the 
motion MTF components. For the PAN band, a W?h duty cycle was assumed, while for band 15, where the photon signal is very large, 
a 10% duty cycle was used. Aberrations are si@icant for the PAN, but negligible in the LWIR band. 

5.2 Radiometric Performance 

Signals and noise firom the detecting arrays have been estimated, based on typical properties of the types of detectors to be 
employed. Silicon photovoltaic detectors are assumed for the visible and near infrared (VNIR) bands, i.e., the panchromatic and ocean 
color bands. The rest of the detectors would be HgCdTe (MCT), tailored to several different cutoff wavelengths. Band 10 can use 
photovoltaic MCT detectors at a moderate temperature’ (- 220 K), with a cutoff around 2.4 pm. Bands 1 1,12 and 13 use a cutoff of 
8 pm, at - 80 K or less. Bands 14,15 and 16 should have a 14 p cutoff, and also operate at 80 K. All of the MCT detector are 
assumed to be photovoltaic in operation.* 

The sources of noise include photon statistical fluctuations (photon noise), spatial noise resulting from response non-uniformity 
(residuals, after Correction), electronic noise, and quantization noise. Electronic noise was characterized as a “read noise” of so many 
electrons per pixel readaut, depemimg on the type of detector. Residual non-uniformity was estimated to be 0.05% for silicon detectors, 
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and 0.1% for MCT detectors. All noise components were waluated in terms of electrons per pixel sample, and then added in quadrature 
to find the total noise. One of the challenges of focal plane arrays is to get detector performance so that striping is not evident. 

Band 

Signals were estimated from incident solar spectral irradiances and typical albedo values (p) for the visible and short-wave 
IR bands. Scene effective temperatum (as seen h m  space) were used to compute the mid- and long-wave IR signals. All signals were 
expressed as electrons per pixel sample, which, when divided by the total noise electrons, yields the signal-to-noise ratio (SNR). For 
the t h d  inf?ared bands( MWIR and LWIR), the performance is expressed as a noise-equivalent dif€erence in temperature, NEAT. 

Wavelengths (pn) SNR or NEAT 

Estimated values of the system radiometric sensitivity are presented in Table 5-1. The table also shows the wavelength range 

0.402 - 0.422 

0.433 - 0.453 

0.480 - 0.500 

0.500 - 0.520 

0.545 - 0.565 

0.660 - 0.680 

0.745 - 0.785 

0.845 - 0.885 

for each band. 

19O:l @ p=4% 

260:l @ p = 4 %  

320:l @ p = 4 %  

280:l @ p = 3% 

240:l @ p = 2 %  

1oo:l @p=0.5% 

11O:l @ p = 0.5% 

1oo:l @p=O.5% 

Table 5-1. Advanced Geostationary Imager Performance Estimates 

2 

10 

11 

12 

13 

14 

15 

16 

1.3 - 1.9 

3.8 - 4.2 

6.5 - 7.0 

7.0 - 7.5 
10.2 - 11.2 

11.5 - 12.5 

13.2 - 13.8 

6. SUMMARY 

~~~ ~ 

300:l @p=40% 

0.1 K@270K 

0.3 K @ 240 K 

0.3 K @ 240 K 

0.1 K@300K 

0.1 K@300K 

0.4 K @ 270 K 

The results of a conceptual design study of an advanced Imager for GOES-R has been presented. A set of potential 
performance requirements for this instrument was generated from a combination of N W S  hture operational requirements’ and ocean 
color observing capability desircd by the NESDIS ocean research community.‘ This report described the basic design approach and 
illustrated the improvement in the performance “figure of merit” by exploiting advances in detector array technology. 
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The design concept represented a highly integrated semsor which satisfied both the N W S  and NESDIS requirements and in 
particular was able to simultaneously and independently image the mesoscale and do full disk imaging. The resolution performance 
was estimated in terms of the MTF and the sensitivities were estimated in terms of the SNR or NEDT. 

The results indicate the feasibility of achieving sigmficant improvement in system capability by exploiting advanced 
technologies for focal plane arrays, cryocuolers, optical design and fabrication. 
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GOES High-Resolution Interferometer Sounder Retrieval Performance Simulations1 
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’ 

An evolutionary improvement to the existing GOES I-M Sounder has been proposed as the GOES High-Resolution 
Interferometer Sounder (GHIS). This instrument will be based upon technology developed during successll demonstrations 
of an airborne Michelson interferometer instrument for the temperature and moisture sounding of the atmosphere from 
passive infrared measurements. The spectral resolution afforded by the interferometer technology will substantially improve 
retrieval accuxacy and vertical resolution of the sounding information. Simulations of the spectral radiance measurements 
have been used to study the expected retrieval performance of the GHIS. A fast transmittance code has been used in the 
simulations and in the calculation of the retrieval operator in an iterative, non-linear physical retrieval scheme. The effects of 
instrument noise and spectral operating mode have been considered in the retrieval simulation. A m e a m  of the vertical 
resolution of the retrieved profiles has been developed This measure considers the correlation in the retrieval error between 
atmospheric levels of the retrieved pameters. The effects of both the instrument characteristics and those of the retrieval 
algorithm are thus considered in this measure. The results indicate that the GHIS is expected to provide temperature retrieval 
accuracy on the order of 1 OC throughout the troposphere which will be a significant improvement over the existing GOES-8 
sounder. The vertical resolution simulations also show improvement over GOES-8 capabilities. 

Keywords: GOES, Interferometer Sounder, Retrieval Simulation, Vertical Resolution 

1. INTRODUCTION 

With the advent of the first two flight spacecraft of the GOES-NexT series, GOES-8 and -9, full time operational 
geostationary sounding has become a reality. The hourly satellite soundings retrieved from the data have proven to be useful 
aids in qualitative interpretation as well as quantitative inputs to numerical weather prediction models. These applications of 
sounder data represent a major step forward in the development of geostationary sounders begun with the VISSR 
Atmospheric Sounder first flown on GOES4 in 1980. 

While the ultimate utility of the GOES-Nest Sounders is just being esplored, planning and development work has 
been ongoing for the nest generation of geostationary infrarcd sounders. In 1988, the University of Wisconsin, the Hughes 
Santa Barbara Research Center, and ITT Aerospace/Communications Division prepared a study of a concept for replacing 
the filter wheel in the GOES-Next Sounder with a Michelson interferometer as a potential This concept, named 
the GOES High-Resolution Interferometer Sounder (GHIS), offered an attractive way to implement a high-resolution sounder 
onboard the GOES platform without having to redesign the entire instrument. 

Since 1993, MIT Lincoln Laboratory has been performing risk-reduction technology development on the GHIS 
concept. Lincoln is currently developing a hardware prototype of the GHIS which will be integrated into the GOES Sounder 
pathfhder instrument and undergo a variety of instrument-level testing to demonstrate fit and functionality. This 
demonstration will hopefully smooth the procurement of flight models. 

In parallel with the hardware risk reduction activity, Lincoln has been exploring system performance trades through 
the use of radiometric performance models and retrieval simulations. Through detailed detector and system models we obtain 
estimates of the NEAN which is then used in the retrieval simulation to esplore the impact of noise and spectral resolution on 
atmospheric profile retrieval performance. 

‘This work was sponsored by the National Oceanic and Atmospheric Administration under Air Force Contract F19628-95-C- 
0002. 
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2. GHISUPGRADE 

This section briefly describes the origin of the GHIS concept, the risk-reduction effort at Lincoln Laboratory and 
covers the general instrument specifications as they were at the time of writing. 

2.1 GHrS Concept 

In the late 1980's it was recognized that advances in weather forecasting would drive requirements on satellite 
sounding accuracies higher than those developed for the GOES-Next Sounder. Higher vertical resolution and more accurate 
soundings would soon be necessary to support the next-generation numerical weather prediction models. Based on their 
experiences with the airborne High-resolution Interferometer Sounder (HIS)3, University of Wisconsin (UW) scientists 
recognized that a Michelson interferometer with approximately 1 cm-l spectral resolution could possibly meet those 
requirements. 

Working together with engineers at Santa Barbara Research Center and ITT Aerospace/Optical Division, the UW 
scientists explored the feasibility of replacing the filter wheel section of the GOES-Next Sounder with a Michelson 
interferometer without a major redesign of the instruments optics, housing, detectors, and cooling assemblies. Their study 
produced a preliminary concept and recommended proceeding forward. 

Unfortunately, about the same time this study was being released, the fabrication and test of the GOES-Next satellite 
instruments was running into several technological problems which were delaying development of the series. Being 
preoccupied with these problems, the proposal for the sounder upgrade languished on the shelves. 

In 1993, with the GOES-Next program back on track, NOAA initiated a two phase review of the UW/SBRC/ITT 
GHIS proposal at MIT Lincoln Laboratory. In phase 1, Lincoln engineers reviewed the technology and risks associated with 
the GHIS concept. They concluded that the concept appeared feasible, but identified several risk areas. During phase 2, 
they developed a detailed point design that established the feasibility of the concept and recommended an approach to risk- 
reduction through a technology demonstration effort including a brassboard prototype. 

2.2 MITLL Brassboard Development 

Starting in mid-1995, Lincoln Laboratory begun development of a GHIS brassboard prototype to explore design 
issues and reduce risks associated with flight-model development by demonstrating a design, fabrication and test approach 
that will result in a GHIS module that will operate as specified in a modified GOES-Next sounder. This effort is well under 
way4 and in 1997 will demonstrate through thermal vacuum testing the operation of GHIS integrated into an early 
engineering model of the Sounder. The experience and lessons learned through this activity will be shared with the 
instrument vendor for the flight model procurement. Together with an engineering study at I n ,  this effort will provide input 
to NOAA for a decision on the upgrade by mid-1997. If approved for development, the GHIS module could be carried on 
GOES-N slated for launch in 2004. 

2.3 GHIS Specifications and Radiometric Performance Predictions 

In the time since the original GHIS feasibility study, the design specifications for GHIS have evolved through 
additional experience gained with the HIS instrument and through additional engineering design and trade studies. While the 
final instrument specifications have yet to be decided, the following describes the relevant instrument parameters as of this 
writing. 

Since the GHIS concept replaces only the spectral selection subsystem of the GOES-Next Sounder, many of the 
characteristics will remain the same including the spatial resolution, scan strategies and calibration techniques. However, 
with the inclusion of the Michelson interferometer, many of the radiometric, calibration and registration requirements may 
have to be tightened to obtain the desired improvements in performance of the sounder. 

Table 1 presents a summary of the GHIS specifications that relate to sounding performance as explored in this study. 
As mentioned above, these parameters are subject to change as the design and development process proceeds. Given a 
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nominal $et of optical parameters, detector performance and instrument temperatures, the predicted radiometric accuracy in 
terms of noise-equivalent delta temperature (NEAT) is shown in Figure 1. 

Parameter 

Spectral band range 
Interferometer scan pattern by 
spectral operating mode 

Full Resolution (double-sided) 
Partial Scan (single-sided) 

Low Resolution (double-sided) 
Spectral resolution' by 
spectral operating mode 

Full Resolution 
Partial Scan 
Low Resolution 

Table 1. GHIS spectral specifications used in retrieval simulation study. 

Band 1 Band 2 Band 3 

1210 - 1740 cm-' 620 - 1150 cm-l 2150 - 2720 cm-I 

-0.8 to 0.8 cm 
-0.05 to 0.10 cm 
0.58 to 0.73 cm 
-0.13 to 0.13 cm 

-0.4 to 0.4 cm 
-0.05 to 0.1 cm 

-0.1 to 0.1 cm 

-0.2 to 0.2 cm 
-0.05 to 0.1 cm 

-0.1 to 0.1 cm 

0.76 cm' 1.5 cm-I 3.0 cm-' 
0.75 cm-I 6.0 cm-I 6.0 cm-l 
4.64 cm-I 6.0 cm-I 6.0 cm-' 

'Defined as the FWHM of the main lobe of the unapodized spectral response function. 
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Figure 1. Nominal NEAT prcdiction for GHIS given typical instrumcnt parameters and specifications shown in Table I .  
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The Partial Scan mode was added to the concept to allow high spectral resolution data to be collected at a rate 
required by the National Weather Service, but with lower noise. The N W S  has specified a coverage rate of scanning a 3000 x 
3000 km area within one hour. The Partial Scan mode works in Band 1 by scanning the interferometer mirror slowly through 
ZPD (Zero Path Difference), rapidly slewing to an OPD (Optical Path Difference) of 0.58 cm, and then taking data slowly out 
to 0.73 cm. Bands 2 and 3 are the same as in the Low Resolution mode except data is collected on only one side of the 
interferogram. This scan pattern was adopted from earlier work5 and is matched to the resonance of the 15 pm COz band 
which appears in the interferogram at 4.65 cm OPD. 

The Low Resolution mode is included to also meet the spatial coverage rate requirement as well as to provide a 
lower resolution double-sided interferogram which typically has fewer potential calibration problems than the single-sided 
Partial Scan interferogram. 

3. RETRIEVAL SIMULATION METHODOLOGY 

This section details the approach developed for exploring the retrieval performance of the GHIS concept 

3.1 Simulation Methodology 

The basic approach is to simulate atmospheric radiances as will be measured by the instrument in space (including 
the effects of radiometric noise), perform retrievals, and then compute accuracies by comparing the retrieved profiles to the 
original ones used to generate the atmospheric radiance. Two sets of atmospheric profiles are used in the process; one for use 
in "mining" and developing the background statistics and a first guess linear regression operator, and the second for use in 
"testing" by actually performing the retrievals and determining accuracy. This approach is shown in Figure 2. 
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Figure 2. Block diagram of retrieval simulation approach. 
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The two key components of this simulation approach are the model used to simulate the atmospheric radiance and 
calculate the transmittance for use in the full retrieval operator, and the particular algorithm used in deriving the equations 
defining the operator. These two components are described in the following two sections. 

3.2 Fast Transmittance Code 

The fast transmittance code is used in two separate places in the retrieval simulation. It is used to generate the 
atmospheric radiance as seen by the satellite as well as to calculate level-to-space transmittances within the full retrieval 
operator. The simulation of atmospheric radiances need not be necessarily fast, but it is convenient to be consistent with the 
retrieval code. The retrieval operator transmittance calculations, however, need to be fast since they must be performed for 
slightly different conditions to calculate derivatives and they are recomputed for each iteration and for each profile in the 
retrieval simulation. 

The fast transmittance code used in this study was developed by scientists at the University of Wisconsin under a 
subcontract. The code follows an approach developed by scientists at the European Center for Medium-Range Weather 
Forecasts6 and uses a regression between atmospheric profiles and transmittances as calculated by the USAF line-by-line 
atmospheric code FASCD3P. The regression data base was interpolated to 0.1 cm-' resolution to which the GHIS Full 
Resolution unapodized spectral response was then applied. 

This code was used as provided for the Full Resolution mode, but required additional processing for use in the other 
two modes. For the Partial Scan and Low Resolution mode, the spectral transmittances were transformed to the 
interferogram domain through the use of an FFT algorithm, a mask applied to simulate the interferogram mirror scan pattern 
for the appropriate mode, and then transformed back to the spectral domain. This has the effect of applying the appropriate 
spectral response and works fine, although it is computationally burdensome. A much better approach would be to 
implement the fast code with the proper spcctral response initially applied; however, while design studies are still under way 
it is nice to have the flexibility of wing arbitrary scan patterns. 

This Same fast transmittance code was also used to simulate the GOES-8 Sounder radiances and transmittances by 
applying the measured instrument spectral responses to the high-resolution output of the code. This was done to ensure 
consistency among the different comparisons. 

3.3 Retrieval Algorithm 

The retrieval algorithm is an adaptation of a published algorithm7 designed for the TIROS Operational Vertical 
Sounder (TOVS) instrument suite on the NOAA polar orbiters. The algorithm is simultaneous in temperahm and water 
vapor, uses a linear regression first guess based on eigenvectors, and iterates until convergence criteria are met 

3.4 Atmospheric Profiles 

The training and testing profiles are exTractcd from a subset of the TOVS Initial Guess Retrieval (TIGR) profiles. A 
version of the TIGR dataset with 1761 profiles has been used by the NASAEOS AIRS Science Team for algorithm 
development. Scientists at the University of Wisconsin8 have ordcred these profiles based on the residual error between the 
original profiles and ones reconstructed using a limited number of eigenvectors from the temperature covariance matrix. 
Profiles with sharp grndients and complicated vertical structure have a greater residual error We have used a set of 587 
profiles from the middle of this ordering which implies they are of a "moderate" degree of retrieval difficulty (at least in 
temperature). Of these, 440 profiles were used to calculate the background statistics and the other 147 profiles were used to 
provide an independent set for retrieval performance prediction. 

4. RETRIEVAL, RESULTS 

Retrieval simulations were performed for the three proposed GHIS operating modes along with GOES3 
characteristics to investigate their relative performance. 
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4.1 Review of Conditions 

GHIS 
Operating Mode 

Full Resolution 

Partial scan 

Low Resolution 

GOES3 

For these experiments we used a subset of the spectral channels available from the GHIS instrument. Table 2 shows 
the number of channels used for each operating mode. Also, the retrievals were done assuming the radiance measurements 
are the average of cloud-free samples within a 50 x 50 km grid (5 x 5 IFOVs) which was 50% cloudy. This results in 
lowering the noise shown in Figure 1 by the square root of the number of samples (we assume the measurements are 
independent samples of a homogenous area). The numbers here were derived assuming each mode was operated in such a 
way as to meet the N W S  requirement of covering a 3000 x 3000 km area in under one hour. 

Number of 
Spectral Channels 

369 

333 

150 

18 

Table 2. Number of spectral channels and noise factors assumed for retrieval simulation study. 

GHIS Linear 
Operating Mode First Guess 

Full Resolution 1.53 

Partial scan 1.42 

Low Resolution 1.56 

GOES-8 2.11 

Iteration 
Result 

1.14 

1.16 

1.47 

I .76 

4.2 Results 

GHIS 
Operating Mode 

Full Resolution 

Partial scan 

Low Resolution 

GOES-8 

SpatiaYTemporal 
Noise Factor 

0.558 

0.288 

0.288 

0.288 

Linear Iteration 
Fi rst Guess Result 

1.64 1.57 

1.60 1.55 

1.90 2.05 

3.57 2.95 

The following.tables show the 1 km layer averaged accuracies for the different modes and for different stages of the 
retrieval algorithm. The Linear First Guess result is that obtained using the linear regression operators derived from the 
background set of profiles. Temperature and water vapor are retrieved separately in this step using channels sensitive to each 
parameter. The Iteration Result is the final answer from our current algorithm which stops iterating when the forward 
brightness temperature calculation converges to a constant value. 
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GHIS 
Operating Mode 

Full Resolution 

Partial Scan 

Low Resolution 

GOES-8 

These results provide an example of the improvement in retrieval accuracy possible for the GHIS as compared to the 
current GOES-8 Sounder. In all cases an improvement is seen. The higher resolution modes improved tropospheric 
temperature accuracies by - 50% and stratospheric accuracies by nearly a factor of two. Even the Low Resolution mode 
(which offers slightly faster coverage rates and lower data rates) promises a sigruficant improvement over GOES-8. The 
improvements are less dramatic in the water vapor, but the GHIS results are expected to improve with further algorithm 
development. 

Linear Iteration 
First Guess Result 

0.57 0.53 

0.68 0.63 

0.53 0.56 

0.87 0.69 

As a design issue, thc Full Resolution and Partial Scan modes are Seen to provide comparable performance, although 
the Partial Scan did do poorly on the water vapor in these experiments. This may be due to the lower resolution and fewer 
channels available in the water vapor band of the Partial Scan mode. However, since the Full Resolution mode in these 
experiments had higher noise corresponding to an equivalent spatial coverage rate of the Partial Scan, and it did as well (or 
better), it would seem preferable to the added design complexity required by the Partial Scan mode. 

5. VERTICAL RESOLUTION 

This section discusses the concept, algorithm, and results of calculations of the vertical resolution for the GHIS. 

5.1 Vertical Resolution Algorithm 

In the sounding retrieval community the term "vertical resolution" has been used to mean a variety of quantities. 
One definition has been the full-width half-maximum (FWHM) of the instrument's weighting function, dddlnp. This 
quantity is a fair representation of the thickness of an atmospheric layer sensed by an individual channel, but ignores the 
added information present from other channels, or the retrieval algorithm. Another definition has been the thickness of the 
vertical layer over which points in the retrieved profile are avemged. This deffition ignores the instrument characteristics 
and leads to an arbitrary number that does not fit with our intuitive understanding of resolution. 

A more useful approach to the concept of vertical resolution is to consider an application of the retrieved profiles 
and define a measure that is significant in this application, as well as fits our intuitive model. A primary application of 
satellite soundings is their use in Numerical Weather Prediction (NWP) models. There, atmospheric layers a~ defined and 
the values of temperature and water vapor quantities are state variables in the model. One issue of importance in these 
models is the correlation in the values of the state variables between layers. An important feature of new data to be inserted in 
the model is the correlation of errors between layers. It is undesirable to adjust a model profile to a retrieved profile that has 
correlated errors over several layers. 

Thus, a useful definition of vertical resolution is the distance, or correlation-length, between atmospheric levels over 
which the error in the retrievals are uncorrelated. Figure 4 shows the correlation functions of retrieval error at three different 
altitudes: 1 km, 10 km and 20 km. As one can see, the correlation functions approximate the shape of a sin (x)/x curve. Just 
as in considering the resolution of unapodized interferograms which typically have a sin(x)/s instrument line shape, a useful 
definition is the FWHM. Here, this definition is seen to result in resolutions of approximately 1 km in the lower troposphere, 
2 km in the upper troposphere and 3 km in the stratosphere which f i t  well with intuition 
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Figure 4. Typical retrieval error correlation coefficient functions for three difference altitudes. 

I I I 

5.2 GHIS Vertical Resolution Results 

GHIS 
Operating Mode 

Full Resolution 

Partial Scan 

Low ResoIution 

GOES-8 

The following tables show the results of applying this vertical resolution algorithm to GHIS and GOES-8. They 
provide a glimpse at the expected improvement in going from the filter wheel to the interferometer. The improvement is 
pretty dramatic in the stratosphere, but not quite as signifcant as expected in the troposphere. This may be attributed more to 
the capabilities of the GOES-8 Sounder than the deficiencies of the GHIS. 

Linear 
First Guess 

2.6 

2.6 

2.6 

3.2 

The GHIS is shown to achieve vertical resolutions in the troposphere of just over 2 km, instead of the anticipated 1 
km resolution. Further work will be done to fine tune the vertical resolution algorithm, but these results indicate that even 
with GHIS there may be significant correlations between errors over several kilometers in the retrieved profiles. Data 
assimilation methods have been developed for Nwp models using current sounder data and these results suggest they will 
still be required in the future, although the correlations show promise of being reduced. Also, the resolution reported for the 
tropospheric region is an average from the surface to 100 mbar while the actual results show a profile with the resolution 
being 1 km near the surface and increasing to 3 km at 100 mbar. 

Table 6. Tropospheric (1000-100 mbar) temperature vertical resolutions (km). 

Iteration 
Result 

2.7 
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GHIS 
Operating Mode 

Full Resolution 

Partial scan 

Low Resolution 

6. SUMMARY AND CONCLUSIONS 

Linear Iteration 

3.6 3.4 

3.5 3.3 

3.9 4.0 

First Guess Result 

The retrieval performance of an upgrade for the GOES-Next Sounder has been studied through simulations. The 
GHIS design is seen to provide retrieval performance improvements relative to the GOES-Next Sounder by 50 to 100% in 
temperature retrieval accuracy. Water vapor improvements are less dramatic, but nonetheless sigruficant. A measufe of the 
vertical resolution achieved by these sounders based on the conelation of retrieval error has been developed and used to show 
the improvement possible from the GHIS upgrade. The retrieval performance shown for GHIS should be considered as a 
minimum and is expected to improve as the understanding and capability of performing retrievals with high resolution, high 
dimensional spectral data develops. 
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Electronics Considerations for 
a Geostationary Interferometer Soundert 
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ABSTRACT 

Future GOES sounders will likely require increased spectral resolution and nurr.,er of channels in order to meet 
the sounding vertical resolution and accuracy specifications set forth by the science community. The Sensor Technology 
and Systems group at MIT Lincoln Laboratory has pursued the use of a high resolution interferometer (GHIS) in ordcr to 
meet these spectral needs. This paper will focus on the electronics and signal processing necessary for achieving the noise 
fidelity, dynamic range and data rate constraints for the GHIS instrument. This will include the absolute fringe counting 
interferometer, analog filtering, AD conversion, and digital processing. The paper will highlight techniques for reducing 
the interferometer dynamic range and data rate in order to simplify a GHIS flight design. 

Keywords: GHIS, interferometer electronics 

1. INTRODUCTION 

The Sensor Technology and Systems Group at MIT Lincoln Laboratory has been designing and implementing a 
prototype interfcrorncter for studying the possibility of replacing the filter wheel section of the present geostationary 
sounder (GOES Sounder) with an interferometer package (GH1S)l2. This paper will discuss some of the electronics 
consideration thai we have addressed in building this measuring device. First, a high level block diagram of the system is 
presented. In Section 3, we discuss sampling melhods and issues than arise in an interferometer. In Section 4, the concept 
and utility of absolute fringe counting is established. Section 5 discusses methods of controlling the interferometer moving 
mirror. Section 6 explores the A D  quantization noise effects on spectral performance, and Section 7 explores the data rate 
and sampling rate reduction. 

2. GHIS ELECTRONICS BLOCK DIAGRAM 

The heart of an interferometer is a moving mirror mechanism. As it moves the optical path difference (OPD) in 
one arm of the interferometer changes-causing different optical frequencies to move in and out of constructive and 
destructive interference. The electronics system must measure and record the sum total of all of these interferences as a 
function of OPD as measured by a detector. This signal is called the interferogram. The analog processing and A/D block 
in the block diagram (Figure 1) acquire samples that are ideally uniformly spaced in OPD (Sections 3 and 6 discuss the 
sampling process). 

It is the job of the absolute reference fringe counter to maintain a measure of the moving mirror position at any 
time. This measurement is useful for accurately positioning the mirror, for knowing when to take samples, and for 
enabling the alignment of multiple interferograms (as vectors) during downstream processing. Section 4 discusses 
considerations for absolute fringe counting. 

' This work was sponsored by the National Oceanic and Atrnosphcric Administration under Air Force Contract 
F19628-95-C-0002. 
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ELECTRONICS ARCHITECTURE 

MIRROR 
CONTROL 

i ..................... I ................! I 
RFF 

[DETECTORS i 

ABSOLUTE 
SERVO REFERENCE PROCESSING 

SYSTEM FRINGE COUNTER AND AID 

I I 

1 1 

Figure 1 

If the mirror were moving at a constant velocity, then the uniform spatial samples would correspond exactly to 
uniform temporal samples; hence, the temporal frequencies of the interference would be constant, making the frequency 
response variation of the system unimportant. This places tight demands on h e  servo system that velocity during the 
active portion of the data collection be nearly constant. Section 5 will discuss the servo system in more detail 

There is also a block shown in Figure 1 for discrete processing. This processing takes place after the samples 
have been collected and as we will see in Section 7, the primary function of this block is for data reduction. Finally, there 
is a controller that coordinates the en tire process. 

3. SAMPLING OF 1NTERFEROGRAMS 

3.1 Sampling in uosition 

Although the interferometer produces a signal that is a function of time, the interferogram would ideally be 
known as a function of position. After all, we wish to find out how many cycles per centimeter are present in a given 
signal. The interferometer gives us a clever method of generating spatial samples- passing light of a known wavenumber 
(cycles/cm) through the moving mirror mechanism and using the resulting interference pattern (a sine wave) to determine 
sample positions. Figure 2 demonstrates a system where samples of the IR interferogram are taken on rising and falling 
zero crossings of the reference signal. Note that as the mirror changes velocity, the time axis for both the IR and reference 
change in tandem. 

The frequency of this reference fringe clock must be high enough so that the Nyquist criteria can be satisfied with 
the derived sample positions. In practice, a highly oversampled system will yield better system pcrformance by allowing 
simpler analog anti-aliasing filters as well more coarse quantization of the interferogram samples. 
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A SAMPLED DATA SYSTEM FOR 
INTERFEROGRAMS 

REFERENCE 
CTERFEROCRAM 

IR 
SIGNAL 

EFFECT OF VELOCITY CHANGE WHEN 
DELAY MATCH IS PERFECT 

EFFECT OF VELOCITY CHANGE WHEN 
DELAY IS MISMATCHED 

USE REFERENCE SIGNAL THROUGH INTERFEROMETER TO 
GENERATE A PRECISE POSITION SAMPLING CLOCK 
DELAY MISMATCH CAUSES SAMPLING ERROR 
HIGH REFERENCE SM WILL REDUCE JlllER ERRORS 

3 

Figure 2 

3.2 Delay matching 

where there exists a mismatch in the delay of the two signals. A delay is caused by the fact that these signals will likely be 
passed through analog filters with different group delays. If the delay match is perfect, then any changes in mirror velocity 
will affect the IR and reference signal simultaneously; thus, the set of samples from this case is unaffected by the velocity 
change (note that the sample values are in identical positions before and after the velocity change. However, when the 
delays are not perfectly matched, we notice that extra samples are taken before the IR signal has changed to the higher 
temporal rate. Also the apparent phase of the samples changes as well. 

Figure 2 shows two sampling scenarios: one where the delay in both the IR and reference are equal, and one 

3.3 SamDling iitter 

Since the sample clock is derived from a signal that comes out of the interferometer, its signal to noise ratio 
becomes an important issue in being able to accurately place the reference zero crossings. This results in an apparent 
clock jitter that is random in nature. Sampling at incorrect times results in noisy samples where the level of noise is 
dependent on the rate of change of the IR signal as well as the S / N  ratio of the reference signal. 

4. ABSOLUTE FRINGE COUNTING 

The sampling method described in Section 3 locally determincs where samples are taken, but it is impossible to 
say where the mirror is in an absolute sense (a sine wave is inherently ambiguous to anything greater than one wave). By 
counting fringes, the ambiguity can be resolved to some degree; however, it is not possible to tell which direction the 
mirror is moving in when a zero crossing occurs. Many interferometers make use of a white light source (which has an 
unambiguous large spike at the zero path difference) to establish an absolute position. 
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4.1 Imulementing absolute frince counting with a auadrature reference 

Another option is to add a quadrature signal which permits the determination of direction of travel. This 
quadrature signal can be generated optically by exploiting the passing a reference signal of both polarizations through the 
interferometer. Figure 3 illustratcs the functionality of the quadrature signal. In the case where no quadrature signal is 
present, it is impossible to decide which direction the mirror is moving. When the quadrature is present, the sign of the 
quadrature signal helps to decode the mirror direction. If the quadrature signal is positive on a reference rising edge, then 
by convention the mirror is moving from left to right. If we move across the diagram from right to left, then rising edges 
of the reference coincide with places where the quadrature signal is negative. With quadrature signals, the direction can 
be determined even as the mirror turns around (velocity =O); therefore, whether to add or subtract from the count can be 
determined. Figure 3 shows the fringe counter output of the GHIS brassboard when the interferometer is in the low 
resolution mode and a HeNe reference laser (15823 cm-') is used. The maximum OPD in the low resolution mode is 
0.16cm which is 2531 HeNe waves. The turn around section uses about 400 fringes where the velocity is not constant. 

QUADRATURE REFERENCE AND ABSOLUTE 
FRINGE COUNTING 

GHIS hnas Cwnt V6 Tmewh HsNe Rslasnce 

OPTICALLY GENERATED QUADRATURE FRINGES ALLOW 
DIRECTION DETERMINATION FOR ABSOLUTE FRINGE 
COUNTING 
USEFUL FOR SERVO CONTROL AS WELL AS ALIGNMENT 
OF INTERFEROGRAMS (AS VECTORS) 

4 

Figure 3 

4.2 Utility of absolute fringe counting 

Knowing the absolute position of the mirror to the nearest fringe has great benefits for a number of reasons. First, 
it lets the reference system be easily used as the position sensor for the servo system. Fringe counts can be sent to the servo 
and the noise will be set by the fringe quantization. For HeNe, this resolution is 632nm- difficult to achieve at a 5000 Hz 
bandwidth with other techniques. 

Second, A D  samples can always be taken at the same fringe position. This greatly simplifies ground processing 
by allowing two interferograms to easily be subtracted (background subtraction, for instance). Without absolute fringe 
counting, a new phase correction would need to be computed for every interferogram collected, since the sample positions 
would vary. 
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5. MOVING MIRROR CONTROL 

5.1 Desired velocity urofile 

samples would still be perfect so long as the delays are matched. On the other hand, the illustration assumes that the 
analog filters before the A/D have a constant flat response. Since the temporal frequency changes with velocity, the sine 
wave amplitude would vary to the degree that the frequency response changed. This sensitivity is dealt with in two ways: 
first, the pass band of the analog filter is designed to be as flat as possible and wider than the actual signal (making 
oversampling desirable). Second, one must maintain tight control of the mirror velocity variation. Except for the 
turnaround, the velocity is commanded to be constant. 

Imagine that the IR signal consisted of a single sine wave. Looking at Figure 2, as the velocity varied, the 

5.2 Achieving small velocity variation 

profile of the GHIS brassboard. It is normalized so that 1 is the nominal velocity. The mirror must rapidly turn around at 
the end of a scan. This produces a step like input into the velocity portion of the control loop. Furthermore, phase margin 
is such that some ringing is inevitable. 

The constant velocity of the mirror is made difficult by a number of issues. Figure 4 shows the actual velocity 

MOVING MIRROR CONTROLLER 

IMPLEMENTABLE ON A SINGLE DSP 
- PROFILE: SINUSOIDAL TURN-AROUND CONSTANT VELOCITY 

ELSEWHERE 

REPEATING ERROR PROFILE 
- FEEDFORWARD: COULD BE ADAPTIVE TO REDUCE 

- COMPENSATOR: EASILY IMPLEMENTED IN DISCRETE TIME 

5 

Figure 4 

The effects are mitigated in a number of ways. First, the constant velocity regions of the velocity profile are 
connected by a cosine. This increases the peak actuator requirements, but smoothes out the command. Second, the servo 
systems makes use of a feed forward forcing term. This term is either derived beforehand or determined adaptively. It 
supplies the nominal forces needed to move the mirror through the desired profile, so that the control loop ideally would 
not see any errors except for disturbances. 
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6. SAMPLE QUANTIZATION 

In a sampled data system, the question of the number of required quantization bits often arises. For an 
interferometer, this issue becomes more complicated because the dynamic range of the interferogram can be quite different 
from the spectral domain where noise is typically defined. A method must be developed to map dynamic range from one 
domain to the other. Figure 5 demonstrates how this can be accomplished. 

SAMPLE QUANTIZATION 

FORMULA ASSUMES PERFECT PHASE MATCH 
- DYNAMIC RANGE REDUCED BY DELIBERATE OR SPURIOUS 

PHASE MISMATCH 
HIGHER SAMPLING RATE “R” ALLOWS FEWER BITS PER 
CONVERSION 

6 

Figure 5 

The high end of the interferogram dynamic rangc is set by the height of the Zero Path Difference (ZPD) peak, 
and the low end is determined by the rss of the many noise sources in the data samples. From Figure 5 ,  we see that the 
quantization level is set so that its standard deviation is l/sqrt(l2) of the detector noise. This is equivalent to setting the 
size of the quantization cell equal to the standard deviation of the detector noise. With this setting, quantization noise will 
be 4% of the detector noise level and well uncorrelated with the signal of interest. Also the ZPD peak is set so that half of 
the full bipolar range is used to capture the peak. 

The ZPD peak height can be shown to be governed by the mean level of the spectral response and the 
relationship is shown on the Figure 5. The quantity N is the average radiance reaching the detector weighted by the 
responsivity of the detector. The noise in the interferogram domain is assumed to be white; thus it maps with a scale 
constant into spectral domain. R is the sampling rate (cycles/cm), Av is the spectral resolution of the channel (cycles/cm) 
and B is the channel bandwidth (cycles/cm). Notice that as the sampling rate is increased, the noise in the spectral domain 
due to quantization will decrease, suggesting a benefit of oversampling. 

Taking the ratio of signal to noise in the spectral domain generates a formula for the number of bits needed in the 
A D .  This formula is given in Figure 5. Using typical values for the longwave band N=150 mW/mA2/sr/cm”, 
NEdN=lmW/mfi2/sr/cm”, Av=.625 cm-’, B=530 cm-’, and R=12900 cm”, yields a number of bits, b=ll .3 bits for the 
converter. A twelve bit converter would therefore suffice (leaving some margin for A/D nonlincarities and headroom). 

This formula is derived assuming that the interferogram is a linear phase sequence. This leads to a maximum 
peak at ZPD since all the cosines add in phase. Phase distortion actually decreases the dynamic rangc of the 
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interferogram. Phase distortion occurs inadvertently due to non linear phase analog filters and background levels. Also, it 
would be possible to add small phase distortion to reduce the dynamic range. With absolute fringe counting, the phase 
could be recovered and corrected. 

7. DATA RATE REDUCTION 

We have seen that the analog filtering requirements and the A/D quantization both benefit from a high A/D 
sampling rate. This does, however, lead to many more samples than are theoretically needed to express the interferogram. 
This, of course, implies that the downlink data rate must increase to accommodate the increased number of samples. The 
alternative is to perform processing on the data samples to enable a resampling at a slower rate. 

This process is shown in Figure 6 .  The downsampling approach (decirnati~n)~ involves two steps. First, filter out 
unwanted portions of the spectrum, and second decrease the sampling rate. Even though aliasing will occur, the filtering 
has removed any spurious signals that might alias onto signal of interest. 

TI 

DATA RATE REDUCTION 

INTERFEROGRAM 
DECIMATION 

F.RL 
AUASED NOlSE IS FILTERED OUT 

BEFORE DEClMAnON 

OVERSAMPLING LEADS TO FEWER A/D BITS AND SIMPLER 
ANALOG FILTERING, BUT MANY MORE DATA SAMPLES 
DIGITAL DOWNSAMPLING (DECIMATION) CAN REDUCE 
THESE RATES 

7 

Figure 6 

The processing demands for the filtering are quite modest, since the filter output need only be computed at 
sample outputs which will not be thrown away. A typical processor uses an FIR filter of length 200 and can reduce the 
unprocessed data rate by a factor of ten. This requires roughly one million multiplies and adds per second. 
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ABSTRACT 

The GOES Sounder is a 1 9-channel discrete filter radiometer. Studies by the University of Wisconsin' and MIT 
Lincoln Laboratory indicate that retrieval performance could be improved by replacing the filter wheel with a Michelson 
interferometer. The interferometer system is to replace the relay optics and filtcr wheel and is required to use the existing GOES 
telescope and detector subsystems. Numerous configurations werc considered in an effort to define a design which meets the 
optical specifications and fits within the limited available space with sufficient clearance around the optical components for the 
mechanical housings. The selected interferometer subsystem design fits within the available volume without rotation of the star 
sensor. Pcrformance, diffraction and sensitivity analysis results are included. 

Ke-words: optical dcsign, GOES, GHIS 

1.0 INTRODUCTION 

The GOES optical system comprises an f/l 1.9 telescope subsystem, relay optics for each of three infrared channels, a 
filter wheel assembly an'd a detector optics subsystem. A schematic of the GOES Sounder Optical System is shown in Figure 1. 
The visible channel is transmitted through the first dichroic beamsplitter and the three infrared channels are reflected. The 
infrared channels are scparatcd using dichroic bcamsplittcrs. There arc independent refractive relay optics for each channel. The 
relay optics are followed by the sounder filter wheel and thc detector optics. 

The GOES Sounder is a 1 9-channel 
discrete filter radiometer. Studies by the IJniversity 

that the sounder temperature resolution could be 
improved by replacmg thc filtcr whccl with a 

Resolution Interferometer Sounder (GHIS) system is 
requlred to use the existing GOES telescope and 

wheel assembly are to be replaced with an 
interferometer subsystem The interferometer 
subsystem must therefore accept thc f/l 1.9 beam at 
the GOES telescope imagc and produce an M 2  
beam at the field stop aperture which is located 

primary aperture must be imaged onto a Lyot stop 
and then reimaged onto the detector. The image at 
the field stop must be matched to that of the GOES 
system in both size and anglc. The changc is to be transparent to the telescope and detector subsystems. 

TELESCOPE 
SUBSYSTEM of Wisconsin' and MIT Lincoln Laboratory indicate 

Michelson interferometer. Thc GOES High- VlSlBLE CHANNEL 

detector subsystems. The relay optics and filter REUY OPTICS 

WHEEL WlNDOW 

COLD FILTER WHEEL 

3 00 in I within the detector subsystem. The telescope DETECTOR SUBSYSTEM 

Figure 1: Schematic of GOES optical system 

This paper describes the optical peifoi-mance requirements, the optical system design and the effects of deviations from 
the design parameters on the system performance. An overview of the GI-IIS brassboard dcvelopment and test program which 
employs the optical system described here is given in a paper by Bicknell'. 

2.0 GHIS OPTICAL REQUIREMENTS 

For the changc from the filter wheel sounder to an interferometer soundcr to be transparent to the telescope and detector 
subsystems, the GHIS system must acccpt the f/l 1 9 bcam nt the GOES telescope imagc and produce an f/42 beam at the field 
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c -  

stop aperture which is located within the 
detector subsystem. The telescope primary 
aperture must be imaged onto a Lyot stop and 0.124 

the moving mirror in the interferometer, the 
Lyot stop must be located on the detector side 
of the interferometer and must be the limiting 
aperture for the system. The image at the field 

0.216- 

0.072- 
then reimaged onto the detector. Because of 0.288 d 

8 c -  

0.288 
0.072- 

b -  la 0.216- 

0 

2.1 Pupil and field stop imaging 

d 

8 

The GOES system is a pupil imaging system. With a pupil imaging system, information from any point in the field-of- 
view is uniformly distributed across both the pupil and the detector. Intensity fluctuations on the detector due to ground structure 
are therefore minimized. An image of the ground is formed at the field stop. The diameters of the four apertures shown in Figurc 
2 define the IGFOV of the system. The locations of the four apertures determine the location of the IGFOV within the GFOV. 

C optical requirements are summarized in Longwave 0.006985 0.024129 0.008043 
Shortwave 0.006963 0.024147 0.008049 Table 1. Midwave 0.006970 0.024147 0.008049 

2.2 Co-registration and percent energy 

d 
0.032153 
0.032198 
0.032206 

Table 2 summarizes the sounder performance requirements. 

Wavebands 

GFOV 

IGFOV. 

F/number at Telescope Image 

Flnumber at Field Stop 

Interferometer Aperture Diameter 

Parameter 

3.7 - 4.7 pm (shortwave) 
5.8 - 8.3 pm (midwave) 
8.7 - 16.1 pm (longwave) 

& 820 prad (i 0.047') 

244 prad (0.014') 

f/l 1.9 

f/4 2 

0.33 in. (recommended by Wisconsin') 

~~~ 

Encircled Energy 

I. 

Value 

70,85, 90% (vis, sw) 
65,78,84% (mw) 
60,73,79% (lw) 
@ 1 .O, 1.25, 1.5 IGFOV 

244 prad diameter 

i 22 prad IR (+ 9%) 
f 22 prad vis' 

il 
Source' 

SS/L Doc. 565054 
Rev. E, p27 

NASA 3.12.8.1 
FACC 3.2.4.1 

NASA 3.12.8.4 
FACC 3.2.5.1 

IGFOV Size 

Channel-to-Channel 
Registration 
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The encircled energy requirement specifies that 70,70,65,60% of the energy from a 244 p a d  IGFOV must fall on the detector 
for the visible, shortwave, midwave and longwave channels respectively. The second and third number in the encircled energy 
value specification are for 1.25 and 1.5 IGFOV respectively. The encircled energy specification does not include component 
transmission losses. The channel-to-channel registration is required to be within f 22 prad. Specified as a fiaction of the 
IGFOV, the co-registration requirement is k 9%. The co-registration requirement assures that the detectors for the visible 
channel and the corresponding detectors for the three infrared channels are all receiving information from the same region on the 
ground. 

3.0 OPTICAL SYSTEM 

3.1 Optical design history 

For compatibility with the GOES telescope and detector subsystems and proper operation of the interferometer, the 
following components are required: A collimator to form the input beam for the interferometer, a Lyot stop following the 
interferometer, a focussing lens to reimagc thc telescope image onto a fieldglare stop, and a field lens which in combination with 
the other optical components foims an image of the Lyot stop on the detector. 

Numerous configurations were considered in an effort to define a design which meets the optical specifications and fits 
within the available space with sufficient clearance around the optical components for the mechanical housings. Systems 
employing a beamsplitter in the interferometer which have a 30° angle-of-incidcnce werc preferred to systems with a beamsplittcr 
which have a 45" angle-of-incidence sincc the coating efficiency is slightly higher. An unobscured telcscope, an off-axis parabola 
and a tilted spherical mirror were considered for the collimator. Both the unobscured telescope and the off-axis parabola fit 
within the available space, but yicld a tilted pupil image at the Lyot stop. The tilted spherical mirror was preferred for a baseline 
design since the pupil image is perpendicular to the optical axis. 

Designs which employed a refractive field lens near the telescope image had unacccptable amounts of chromatic 
aberration. To reduce the chromatic aberration, it was necessary to remove all refractive lenses from thc rcgion in which all three 
infrared channels are combined and place one field lens in each channel aftcr the infrared channels are separated by thc dichroic 
beamsplitters. A single reflccting component was initially uscd to form the f/42 focus at thc field stop. The resulting system had 
excessivc residual aberrations and it was necessary to use a three-mirror focussing group to improve the imagc qualig. 

3.2 Selected design 

Figure 3 is a schematic of the GI3S optical system with the GOES telescope and detcctor subsystems Figure 4 is an 
enlarged view of the interferometer subsystem. 
The interferometer subsystem comprises a tilted 
sphcrical mirror which scrvcs as the collimator, an 
intcrferometcr with the beamsplitter tilted at 30", a 
three-mirror focussing group which forms the 

GOES 
I TELESCOPE 
' SUBSYSTEM 

required f/42 beam, dichroic beamsplitters to 
separate the three infrared channels, and a 
refractive field lens for each channel which, in 
combination with the three-mirror system and the 
detector optics, forms an image of the Lyot stop on 
the detector element. A stop is located at the 

Wisconsin proposal', the collimated beam diameter 
at the interferometer is 0.33 inches. The 
interferometer subsystem is designed for an 

VISIBLE CHANNEL 

INTERFEROMEER 
SUBSYSTEM telescope image. As recommended in the 

opcrating temperature of 220 K The 3 00 in IMAGE PLANE 
interferometer subsystcrn is atheimalized so that it SUBSYSTEM 

can be aligned at room temperature and operated at 
220 K Figure 5 shows the detector subsystem and 
one of the four detectors of the longwave channel with its assmiatcd lenses. Thc location of the image plane at the fieldglare stop 
position is shown. Approximatc temperatures of the components within the subsystem are indicated on the figure The GOES 

Figure 3. Schematic of GI-IIS optical system 



system has wavelength filtering coatings on the detector window. Similar wavelength filters will be required for the GHIS 
system. 

Longwave 

Midwave 

Figure 4: Englarged view of the GHIS interferometer subsystem 

86 % 90 % 

92 % 94 % 

DETECTOR 
WlNDOWS 

W,lh Ru..rCoebnpl) 
W E  ,7950 

Figure 5: Detector subsystem - longwave channel 

Shortwave 

The preferred GHIS system fits within the available space and is an in-plane design which simplifies mounting and 
alignment. All optical surfaces within the interferometer subsystem are either spherical or planar and can be manufactured using 
conventional fabrication techniques. Table 3 lists the percent energy on the detector for the infrared channels. The similar percent 
energy numbers for the GHIS and GOES optical systems show that the optical parameters of the GHIS interferometer subsystem 
are appropriately matched to those of the GOES relay optics. The change from the relay optics and filter wheel to the 
interferometer subsystem is transparent to the telescope and detector subsystems. 

90 % 92 % 

3.3 Visible detector configuration 

VISIELE / INFRIRED 
BEUlSPUrrrR 

The GOES relay optics subsystem has an even number of 
reflections. (See Figure 1 .) It should be noted that with one 
exception, all configurations considered for the GHIS system had 

This difference in the number of reflections means that the image 
at the S a r e d  field stops will be a mirror image of the image at the 
visible field stop. A modification to the infrared detector package 
would be difficult since each aperture in the field stop is followed 
by three lenses and a detector. There are, however, no individual 

I MSlELE 
SPUTTrR an odd number of reflections within the interferometer subsystem. 

DEPoLARlw 

optics for each of the four detectors in the visible sensor. A 
schematic of the visible optics channel is shown in Figure 6. A 

0.45 in. 

VISlELE FILTER 
mask is used to define the visible detector configuration on the 
focal plane. Fabrication of a new mask for the visible detectors is 
a minimal modification to the existing system. 

SWNDER FOCAL PIANE 

Figure 6: Sounder - visible channel 
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3.4 Field stop location 

The GOES sounder has lnfrared field stops located within the detector subsystem. For the GKIS system, two options 
were considered: 1) use the field stops in the existing locations and 2) place a single field stop at the input to the GHIS subsystem 
and substitute glare stops for the field stops in the detector subsystem. The single field stop in the front has advantages. Since 
the field stop at the input defines the field-of-view for all three channels, co-registration among the infrared channels is assured. 
Since the co-registration with the visible channel is determined by the front field stop, the components within the interferometer 
subsystem and within the detector subsystem do not affect the co-registration. 

Diffraction analyses for both options were run using GUER4P6. Results showed that there were no negative 
consequences of placing the single field stop at the input to the interferometer subsystem. 

3.5 Co-registration sensitivities 

To assure that the three infrared channels and the visible channel are receiving radiation from the same region on the 
ground, there is a maximum allowable co-registration error of 9% at the field stop. (See Section 2.2.) A co-registration error 
between the visible and the infrared channels can result from a placement error of the interferometer subsystem relative to the 
telescope subsystem. Because the field stop is located at the input to the interferometer subsystem and is common to all thrce 
infrared channels, co-registration errors among thc infrared channels do not occur. 

... ........ . .. ..... . .... . ... ..., . .. ........ . . ... ... . . .. .. ... ... . . . ., . . ... . . . .. . ..... ... .. .. .. . ... .. . . .. . ... ... .. ... ... . ... 
The intcdkrometer subsystem must be 

aligned in both position and angle relative to the 
telescope subsystem. Each subsystem is subject to 
manufacturing and alignment tolerances In addition 
to the alignment variations, thermal variations 
during the mission can lcad to decentrations of one 
subsystem relativc to thc other. Figure 7 shows the 
reference points about ivhich the decentration and 
tilt sensitivities of thc subsystems were calculated. 
The reference point sclccted for the interferometer 
subsystem is the pomt which is static when the 
subsystem is cooled from room temperature to its 

wsieLE CHANN~L 

REFERENCE POON1 
(TELESCOPe s lms=lEYI 

operating temperature of 220 K. The convention ____ 
RWERENCE WlNl 

used for x, y, and z is bascd on an optical design (INTERFERMIETER SUBSYS 

m c m  REFERENCE SUBSYSTEM WlNT 
3.00 in. 

: DETECTOR - convention. The x axis is perpendicular to the 

y axis is perpendicular to the optical axis in the 
plane of the paper, The z axis is along the optical 
axis. 

optical axis in and out of the plane of the paper. The SUBSYSTEM 

Figure 7: Reference points for sensitivity analyses 

Figure 8 shows the image at the field stop for the nominal placement of the interferometer subsystem and an esample of 
a 0.003" decentration of the interferometer subsystem relative to the telescope subsystem. For each field stop aperture show, 
four field points at the maximum half-field angle specified for an individual aperture were selected as source points. Each source 

0.10 In. 
P 

TELESCOPE IMAGE TELESCOPE IMAGE 
NOMINAL FIELD STOP PLACEMENT FIELD STOP DISPLACED BY 0.003" 

Figure 8: Telescope image on field stop aperture 
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point on the ground is imaged at the field stop. For the nominal placement of the interferometer subsystem, the field stop image 
is centered relative to each 0.035" diameter aperture and has information from each of the selected field points. As shown, the 
center of the field stop image is displaced by 9% when the interferometer subsystem is displaced by 0.003". Information which 
was on the one side of the field-of-view is clipped by the field stop and does not reach the detector. Information which was 
outside the original field-of-view can be transmitted through the aperture on the other side. Table 4 summarizes the co- 
registration errors due to subsystem placement errors using the centers of rotation shown in Figure 7. Percent errors listed are 
between an infrared channel and the visible channel. 

0.02" Tilt about axis (telescope) 

0.02" Tilt about axis (interferometer) 

Placement Error Percent Co-Registration Error 

0.00 1 " Decenter 2.85 2.85 0.01 

0.00 0.00 0.10 

3.68 3.68 0.10 

0.00 1 " Decenter 

0.02" Tilt about axis 

0.001" Decenter 

0.02" Tilt about axis 

3.6 Percent energy sensitivities 

85 ( -1) 84 (-2) 86 (0) 

85 (-1) 85 (-1) 86 (0) 

85 (-1) 85 (-1) 86 (0) 

85 (-1) 84 (-2) 86 (0) 

Percent energy calculations have been made to determine the change in the percent energy on the detector with 
subsystem placement errors. The aplanat-detector unit in the GOES detector subsystem has translation adjustments which are 
used to maximize the percent energy on the detector in the current GOES system. The location ofthe aplanat-detector unit was 
optimized to maximize the nominal percent energy on the detector for the GHIS longwave channel optical design. The field stop 
was located at the input to the interferometer subsystem. A twenty percent oversized glare stop was located at the field stop plane 
in the detector subsystem. The optimized percent energy on the detector is 86%. Table 5 lists sample subsystem placement 
errors with the percent energy and change in percent energy from the nominal design. The aplanat-detector unit was not moved 
from the optimized nominal position. Subsystem tilts are about the reference points shown in Figure 7. 

0.00 1 " Decenter 

0.02" Tilt about axis 

Table 5: Percent energy sensitivity to subsystem placement errors for the longwave channel (13.64 pm) 
II il 

Subsystem 

87 ( + I )  85 (-1) 86 (0) 

85 (-1) 84 ( -2)  86 (0) 

Subsystem Error 

Telescope 

Interferometer 

Detector 

The minimum allowable percent energy for the longwave channel is 60%, i.e., a change of 26%. An allowance of 15% has been 
made for diffraction losses. This leaves a maximum change of 1 1%. The RSS of the change in the percent energy due to the 
sample subsystem placement errors listed in Table 5 is 4.6%. Tilt of the interferometer subsystem about the z axis is expected to 
have a larger effect on the midwave channel since the output of the midwave channel is offset from the center of rotation. For the 
midwave channel, however, a tilt of 0.02" about the z-axis leads to a decrease from 92.18% to 9 1.98%, i.e. a change of only 0.2%. 

The percent energy changes due to the interferometer components have been computed parametrically for each of the 
components in the longwave channel. These parametric curves can be used in conjuction with tilt or decentration estimates to 
assess the impact of motion during cooldown on the final system performance. The component reference numbers are shown on 
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Figure 4. The term box on the figure refers to the interferometer subsystem. Figure 9 shows the effect of an uncompensated 
component decentration on the geometrical percent energy. It shows that small decentration errors lead to a minimal drop in the 
percent energy. For example, for any individual component, a 0.00 1" decentration leads to a decrease of less than 1.5 percent. 
Figure 10 shows thc effect of an uncompensated component tilt on the geometrical percent energy. For any individual component, 
the percent energy decrease is less than two percent for tilts of less than 0.0 1 '. 

f 7 5 -  

5 70 -- 

# 60 

55 

50 

W 

3 65 

T #3,#5,#6,#8,#10,#15 

\ BOX 
ESTIM9TED BUDGET 

-- 

OVERALL PUiCENT ENERGY MINMUM -- 
, 

85 #7,#9,#16 
#2 * 

$ 80 #I 

Figure 9: Geometrical percent energy vs uncompensated decenter (longwave) 

90 I 

& 80 
6 z 75 
W 
I- 70 

65 E 60 

55 

#I 0 
#I 6 

#1 

#15 
#8 
BOX 
#9 
#6 
#7 
2.#3,#5 

OVERALL PERCENT ENERGY MINIMUM 

i 

-1.8 -1.5 -1.2 -0.9 -0.6 -0.3 0 0.3 0.6 0.9 1.2 1.5 1.8 

COMPONBVT TILT (mrad.) 

Figure 10: Geometrical percent energy vs uncompensated tilt (longwave) 

3.7 Performance summary 

To evaluate the system performance in the presence of subsystem placement errors, interferometer component 
placement errors and subsystem placement variation due to diurnal temperature variation or cooldown, estimates were used. 
Subsystem placement was assumed to be within 0.00 1 " centration and less than 0.0 1' tilt (For the center of rotation shown in 
Figure 7). The expected co-registration error due to these subsystem placement errors is 4.8%. If the subsystem placement is 
relaxed to 0.002" centration and less than 0.01" tilt, the expected co-registration error due to these subsystem placement errors is 
8.5%. Diurnal temperature variation data was obtained from ITT'. The range of co-registration errors due to diurnal temperature 
variation is from 1% to 3% depending upon the time of day. The worst case error of 3% is used here. Table 6 summarizes the 
estimated co-registration errors. 
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Co-Registration Error 
0.001" centration, 0.01" tilt 

Co-Registration Error 
0.002" centration, 0.01" tilt 

The total co-registration error allowance is 9%. The components within the interferometer and detector subsystems will not 
affect the co-registration since co-registration is measured at the field stop which is located at the input to the interferometer 
subsystem. If it is found that the diurnal temperature variation numbers are too pessimistic, it would be possible to relax the 
subsystem decentration tolerances. 

Subsystem Placement Errors 

Diurnal TemDerature Variation 

The percent energy on the detector is affected by subsystem placement errors, diurnal temperature variation, component 
alignment errors (compensated during alignment) and component cooldown errors (uncompensated). A CodeV model of the 
GHIS longwave channel was used to compute the effect of tilts and decenters on the percent energy on the detector. Initial 
subsystem placement errors were assumed to be 0.001 " and 0.01". Diurnal temperature variation was assumed to give a 
maximum decentration of the telescope to the interferometer subsystem of 0.001 ". Standard component assembly tolerances were 
assumed (0.002" decenter, 0 002" airspace or thickness, 0.02" tilt or wedge, and 0.1 % radius) for the interferometer subsystem 
components. Thcsc initial assembly errors can be compensated by adjusting the flnal fold flats in the interferometer subsystem. 
Although the GHIS lntcrferometer subsystem is designed to be aligned warm and operated either warm or cold, small motions of 
either the GHIS bos or an internal component may occur on cooldown. These are the uncompensated errors. Worst case errors 
of 0.001'' and 0 0 1 wcrc assumed. Although the GOES telescope and detector subsystem components will influence the percent 
energy change, thcy arc not included in these estimates since the GOES detector and telescope optics were assumed to be 
completed subsystems that remain unchanged. Table 7 summarizes the changes in the percent energy for the longwave channel. 
The cooldown error includes tilt and decentration of the interferometer subsystem. 

4.8 % 8.5 % 

3.0 % 3.0 % 

Error Source Estimated Error 

Initial Subsystem Placement 

Diurnal Temperature Variation 

Intcrfcrometer Assembly 
(compensated errors) 

0.001'' decenter, 0.01" tilt 

0.00 1 " decenter 

0.002" decenter or thickness 
0.02" tilt or wedge 

Cooldown (uncompensated errors) 0.00 1 " decenter, 0.01 O tilt 

Change in Percent Energy 

-3.9 

-1.2 

-1.1 

-6.1 

4.0 SUMMARY 

RSS 

A GHIS interferometer subsystem can replace the GOES relay optics and filter wheel. The change from a filter wheel 
sounder to an interferometer sounder is transparent to the existing GOES telescope and detector subsystems. 'The system is 
designed to be aligned at room temperature and operated at 220 K. Analyses indicate that both co-registration and percent energy 
on the detector are within allowed bounds for nominal tolerances assigned or expected on cooldown. 

-7.4 
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Assembly, alignment and testing of a GHIS brassboard instrument 

A. B. Plaut, D. P. Ryan-Howard, A. C. Parker and D.M. Weitz 

Lincoln Laboratory, Massachusetts Institute of Technology 
244 wood street 

Lexington, MA 02173 

ABSTRACT 

The GHIS (GOES High-Resolution Interferometer Sounder) FTIR spectrometer is designed to be a plug-in replacement 
for the low-resohman filter wheel spectrometer employed in current GOES sounders. State-of-the-art retrieval algorithms will be 
able to proauCe atmospheric temperature and humidity profdes with improved vertical resolution and smaller uncertainties as a result 
Oftheillsmmm t's higher spectral resolutioa MIT Lincoln Laboratory has designed, assembled, and performeed visible-wavelength 
tests of a GHIS brassboard qechmkr. Details ofthe assembly procedure will be presented, showing how the optical components 
were individuaIly tested, then paligned d integrated into the instrument at room temperature for eventual operation at a nominal 
220 K. 

1. INTRODUCTION 

The GHls FTIR spectrometer is designed to be a plug-in replacement for the low-resolution filter wheel spectrometer 
employed in current GOES sounders. MIT Lincoln Laboratory has designed, assembled and performed visible-wavelength tests 
of a GHIS spectmmeter. Figure 1 is a schematic of the GHIS optical system. The individual component numbers are noted. The 
a.sanblymethodolopyfortheGHISk&ument sought to prealign and integrate the interferometer components at room temperature 
before actual operation at nominally 220 K. The small form factor of the instrument necessitated several distinct alignment steps. 
Each stage in the asembly and alignment procedure addressed component positioning at a progressively h e r  measurement scale. 

FROM 
TELESCOPE 

VISIBLE SOUNDER 

FRONT END 

INTERFEROMETER 

FIELD STOP IMAGE PLANE 
(GLARE STOP) 

, .  . . . . . . . . . .  . . . . . .  , . . ,  
2.00 in. 

Figure I .  Schematic of the GHIS optical system. 

This work was sponsored by the National Oceanic and Atmospheric Administration under Air Force Contract No. F19628-95-C- 
0002. 
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2. INDIVIDUAL COMPONENT TESTING 

The small vacuum chamber shown in Figures 2 and 3 was used to established w a v e h t  characteristics of each individual 
component at both ambient tanpaature and at the operating temperature of 220 K. Figures 4a and 4b show the results of the tests 
on one of the powered mimyrS in the focussing group. It shows that the component has a peak-tc-valley (P-V) wavehnt irregularity 
of 0.1 1 1 waves (1 = 633 nm) at room temperature and a P-V wavefront irregularity of 0.142 waves at 220 K. The specification 
called for a P-V wavefront error less than 0.25 waves. Other individual component tests yielded similar results. 

TEMPERATURE 
CONTROLLER 

OHMIC HEATERS 

INTERFEROMETER 

,PI THERMISTOR 

REFERENCE 
FLAT (Oplional) 

E 

Figure 2. Schematic ofthe vacuum chamber used for component testing. 

Figure 3. Photograph of the vacuum chamber showing a component under test. 

S P l E  Vol. 28 72 I 4 6 3  



MIRROR MOUNTED; TEMPERATURE = 22’C 

DOUBLE PASS HeNe 
INTERFEROGRAM 

4 . 5  rnll Ni ON AI SUBSTRATE 

- 7. . 

f.0 

Figure 4a. Wavefront irregulari’ty of mirror # 7 at ambient temperature. 

MIRROR MOUNTED; TEMPERATURE = -54’C 

0.5-Inch C 
PV= 0.142 
RMS = 0.0 

-.+ 7 

DOUBLE PASS HcNe 
INTERFEROGRAM 

4 . 5  mil NI ON AI SUBSTRATE 

SPHERICAL FIGURE REMOVED 

Figure 46. Wavefiont irregulan’ty of mirror # 7 at the operating temperature of 220 K 
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3. ASSEMBLY AND AMBIENT TEMPERATURE TESTS 

Following the individual component wavefiont error tests, the component mounts were adjusted to yield orthogonal 
elevation angles between the optics and their respective mount bases. These adjustments were performed at room temperahut using 
a Zygo interferometer operating at 632.8 nm. Measurement accuracy was approximately 10-20 microradians. 

Component placement within the instrument, as dictated by the optical prescription, was next performed at room 
temperature using a CORDAX metrology system. The CORDAX consists of a video camera mounted to a computer-contmlled 
xyz translation stage (See Figure 5). By estabhhing appropriate reference angles, and using miniature mechanical adjustment tools, 
the optical components were p o s i t i d  to within 0.001 inches of their prescribed locations. Figure 6 shows the GHS Brassboard 
with the mounted optical components. 

! _. . -_-- I 

Figure 5. Photograph ofthe Cordax instrument with the GiUS brasshoard 

Figure 6. Photograph of the GHiS brasshoard. 
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The Zygo visible interferometer facilitated final alignment of the GHIS instrument, especially the noncommon path 
components. Perfmed at room temperature, these tine-scale adjustments assured optimal ambient alignment for optical testing 
at 632.8 mn Figure 7 shows the meamred wavefimt mor for the first four mirrors in the inter5erometer subsystem. The measured 
P-V wavehnt mor for those components was 2.9 waves at 2. = 633 nm The wavefront error predicted using the CodeV optical 
design package was 3.2 waves. The P-V wavefront mor was also measured for the subsequent components in the system. The 
measured wavefront error for the longwave channel of 0.65 waves compare favorably with the 0.7 wave error predicted Using 
CodeV. The overall measured P-V wavefkont error of 2.3 waves agrees well With the overall predicted wavefkont error of 2.4 
waves. 

W1.9 APERTURE 
2.9 HeNe Waves (Measured) 
3.2 HeNe Waves (Predicted) 

Figure 7. Waefiont error for the first four mirrors in the GHIS brassboard (ambient). 

The magnification of the interferometer subsystem was also measured to venfy system performance. The system was 
designed to have a magnification of 3.5. To assure compatibility with the GOES telescope and detector subsystems, the 
magn5catjon must be matched to the design value within IO??. As shown in Figure 8, the measured magnification was 3.7 f 0.1 
and satisfies the requirement. 

! I OHlS ASSEMI 

I N P U T f l N o .  
Dk - 11.98f0.11 O U T P U T f l N o .  = 4 - DI 

44f l  

OUTPUTJINo.  
I N P U T f l N o .  

M =  

I * M = 3.7f0.1 (GOAL = 333 f 0.35) I 

Figure 8. Measurement of the magnification of the GHIS brassboard 
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4. AMBIENT AND OPERATING TEMPERATURE TESTS 

Lincoln Laboratory has a dedicated vacuum facility for cooling the GHIS interferometer subsystem to 220 K. A photograph 
Of the vacuum facility is shown in Figure 9. A schematic of the optical bench portion of the system is shown in Figure 10. The 
system is used to make measurements of wavefiont mor and instrument and component motion cawed by cooldown fiom ambient 
h p t u ~  to 220 K. Figure 1 1 shows the GHlS interferometer subsystem in the vacuum chamber. The system is instnunented 
with dial gauges and thermocouples so the motions which occur as a consequence of cooldown can be tracked. Table 1 lists the 
results of the wandcold tests of the first six elements in the optical system. As can be seen from the table, the wavefront mor is 
the same at ambient and 220 K. 

Figure 9. Photograph of the vacuum facility used for cooling the GHIS brassboard. 

r 
GIllSTABLE 

1 . I  I OPTICAL BENCY 

AIA.DAMPED 
ISOLATION LEOS 

Figure 10. Schematic of the GHIS test setup. 
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Figure I I .  Photograph ofthe instrumented GHIS brassboard with the vacuum chamber. 

Temperature Wavefront Error 
(at h = 633 nm) 

Path 

Commandable Mirror Arm of the 295 K 2.3 Waves 
Interferometer 

220 K 2.3 Waves 

Moving Mirror Arm of the 295 K 2.4 Waves 
Interferometer 

I 220 K 2.3 Waves 

Table 1 : Results of Front-End WFE Measurements 

Measurements of the tilt of a wavefront rezumed 6-om the h t  end of the system (fust six elements) yield the displacement 
of the beam returned fiom the front end of the system relative to the input beam at the fll 1.9 focus. Individual component motions 
which would yield the measured image displacement were computed using CodeV. The top graphs in Figures 12 and 13 are 
parametric curves which give image dyAamnent as a function of component decenter and tilt. The component numbers correspond 
to those shown in Figure 1. The term 'Elox' refers to the en& interfkmeter subsystem. Laboratory measurements yielded an image 
displacement of 0.004 inches. The horizontal line indicates the measured image displacement. As can be seen from the graphs, 
that implies that there is a maximurn component d w t e r  of 0.002 inches or a maximum component tilt of 1.35 mrad. To assess 
the impact ofthe component decenter or tilt, it is necessary to relate it to the system performance parameters. The longwave channel 
performance is used here as a benchmark The GHlS optical system is required to have 60% of the energy on the longwave detector. 
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It is estimated that 15% of the energy will be lost due to dBaction. It is therefore required that the percent energy not dip below 
75% BS a consequence of the individual component tilts or decentem. The nominal percent energy for the longwave is 86%. The 
lower plots of Figures 12 and 13 show the percent energy as a function of component decenter or tilt. The percent enw values 
were computed on W V .  As can be seen in the fiw, the predicted percent energy is above 75% for the component errors which 
would correspond to the measured image displacement of 0.004 inches. 

The ensquared energy parametric study was also run for the back half of the system (components 4,5,6,7,8,9,10 and 15). 
For any tilt or decenter which resulted fiom the measured image displacement, there was a decrease in the percent energy of less 
than 3.5%, i.e. the percent energy is well within the acceptable limits. 

5. SUMMARY 

The GHIS brassboard has been assembled aligned. Tests indicate that the system can be aligned warm and operated cold. 
The ensquared energy parametric study indicates that component tilts and decenters which OCCUT due to cooldown are within 
acceptable limits. The next phase of testing will examine alignment and interferometric performance in the infrared 
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Figure 12. Paramem'c curves shaving the measured image displacement and predicted percent energy on the 
detector as a function of component decenter. 
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IMAGE DISPLACEMENT VS COMPONENT TILT ANGLE (FRONT END) 
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Figure 13. Parametic curves showing the measured image displacement and predicted percent energy on the 
detector as a function of component tilt. 
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Comparative performance analyses of passive microwave systems for 
tropospheric sounding of temperature and water vapor profiles 

William J. Blackwell and David H. Staelin 
Research Laboratory of Electronics, Room 26-341 
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Cambridge, Massachusetts 021 39-3594 

May 31, 1996 

ABSTRACT 

Advances in receiver technology permit the use of microwave spectrometers at 100-500 GHz in combination 
with economically affordable antennas on geostationary meteorological satellites. Microwave systems operating 
at  118 GHz, 183 GHz, 380 GHz, and 423 GHz have been compared. With an antenna of just over 2 meters 
in diameter, a system operating at 380 GHz and 425 GHz is capable of sounding temperature and water vapor 
profiles with 20-km horizontal resolution, and a system operating at 118 GHz and 183 GHz is capable of 70-km 
resolution. Analyses show that integration of such microwave spectrometers with a high performance infrared 
sounder would provide a nearly all-weather continuous-observation geostationary sounding system with accuracies 
approaching thosc of low-earth-orbit observatories. 

Keywords: sounding, temperature, water vapor, microwave, geostationary 

1 INTRODUCTION 

Passive microwave soundings from geosynchronous 
orbit have received serious consideration only recently, 
principally because technology and economics previ- 
ously had posed too great a problem. Advances in 
precision reflector antennas, low-noise receivers, and re- 
mote sensing technology in the 100-500 GHz region have 
been very important, as has the growing realization in 
the meteorological community of the importance of the 
cloud-penetration capabilities of passive microwave sen- 
sors in active meteorological z0nes.l In this paper we 
evaluate the performance of a simulated microwave sys- 
tem operating at frequencies from 118 GHz to 425 GHz 
for tropospheric (100 mb - 1000 mb) sounding of atmo- 
spheric temperature and water vapor (relative humid- 
ity) profiles in the presence of clouds. Finally, we exam- 
ine the cloud-contaminated temperature profile retrieval 
accuracy when the microwave system is combined with 
a high performance infrared sounder, such as the Atmo- 
spheric Infrared Sounder (AIRS).2 

2 MICROWAVE 
CONFIGURATION 

Microwave frequencies between 10 GHz and 600 GHz 
are useful for passive remote sensing because of oxygen 
and water vapor absorption lines distributed through- 
out the band, as shown in Figure 1. Higher frequencies 
permit increased spatial resolution, but at the cost of 
noisier receivers and screening of the lower troposphere 
due to water vapor continuum absorption. 

2.1 Microwave channel groups 

Channel group A consists of seven temperature 
channels centered at the 118.75-GHz oxygen resonance 
and four water vapor channels centered at the 183.31- 
GHz water vapor resonance. The weighting functions 
for these channels are shown in Figure 2 and Figure 3. 
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Figure 1: Zenith attenuation through the 1976 standard 
U. S. atmosphere. 

Channel group B consists of seven temperature chan- 
nels centered at the 424.76-GHz oxygen resonance, four 
water vapor channels centered at  the 380.2-GHz water 
vapor resonance, and a window channel centered at  340 
GHz. The weighting functions for these channels are 
shown in Figure 4 and Figure 5. 

2.2 Horizontal resolution 

For a two meter circular antenna, a half-power beam- 
width of 0.75X radians and a first side-lobe level of 31 
dB can be achieved with nonuniform-amplitude illumi- 
n a t i ~ n . ~  This translates into a 70-km horizontal resolu- 
tion for channel group A (118/183 GHz) and a 20-km 
horizontal resolution for channel group B (340/380/425 
GHz) l. 

2.3 Microwave system sensitivities 

It is important in simulation studies to accurately 
represent instrument noise. For these simulations, a 
coverage of a 5000 km x 5000 km area in one hour is 
assumed. This requires an integration time of approx- 
imately 50 milliseconds for the 20-km resolution sys- 

'The resolution of the high-frequencies channels is degraded 
to match the resolution of low-frequency channels for simplicity. 

1 oo 
US. Standard Atmosphere (vertical incidence) 

8 

Figure 2: Weighting functions for channel group A tem- 
perature sounding channels. 

dt/d(lnU) 

Figure 3: Weighting functions for channel group A wa- 
ter vapor sounding channels plotted against water vapor 
burden. 
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Figure 4: Weighting functions for channel group B tem- 
perature sounding channels. 
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Figure 5: Weighting functions for channel group B wa- 
ter vapor sounding channels plotted against water vapor 
burden. 

tem and approximately 700 milliseconds for the 70-km 
resolution system. For a double-sideband receiver, the 
system sensitivity for a particular channel is calculated 
using the following equation: 

rn 

where Tags is the system temperature, B is the band- 
width of a single sideband, and r is the integration 
time. The following system temperatures were chosen 
for these simulations: 

1118 GHz I 183 GHz 1 340-425 GHz 
I 1500 K I 2000K I 3000 K I 

The following tables summarize channel offsets, 
bandwidths, and RMS sensitivities. 

I 1 Frequency I Bandwidth I Sensitivity 1 

0.05 f 1450 
f 2300 1000 0.04 
f 4000 
f 1000 
f 3000 1000 0.05 

10 f 7000 2000 0.04 

Table 1: Specifications for microwave sounding system 
A. The center frequency for the temperature channels 
(1-7) is 118.75 GHz and for the water vapor channels 
(8-11) is 183.31 GHz. The bandwidth given in the table 
is for a single sideband. A double-sideband receiver is 
assumed in the sensitivity calculation. 

3 PROFILE DATA 

For the simulation studies presented here, profile 
data created by the AIRS Science Team at NASA/JPL 
was used. The data can be described as follows. The 
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, Frequency Bandwidth Sensitivity 
No. Offset (MHz) (MHz) (RMS K )  
1 f 113 74 1.10 
2 
3 
4 
5 
6 

f 225 150 0.77 
f 450 300 0.55 
f 850 500 0.42 
f 1450 700 0.36 
f 2300 1000 0.30 

7 
8 
9 

Table 2: Specifications for microwave sounding system 
B. The center frequency for the temperature channels 
(1-7) is 424.76 GHz, for the window channel (8) is 340.0 
GHz, and for the water vapor channels (9-12) is 380.2 
GHz. The bandwidth given in the table is for a single 
sideband. A double-sideband receiver is assumed in the 
sensitivity calculation, with the exception of the 340- 
GHz channel. 

f 4000 2000 0.21 
0 8000 0.15 

f 850 700 0.36 

profile data used for these simulations were created us- 
ing a general circulation model. Every profile contained 
two cloud layers between 100 mb and 850 mb at least 
200 mb apart. The cloud fractions of the two layers 
were adjusted nonlinearly to achieve an average cloud 
fraction of about 50% for the sum of the two layers. 
The positions of the cloud layers were determined from 
a regional eta model used by NOAA/NMC. The mi- 
crowave surface emissivity was approximately uniformly 
distributed from 0.85 to 0.95. The infrared surface emis- 
sivity was distributed from 0.94 to 1. The emissivity of 
the cloud tops was 0.9, independent of frequency. The 
profiles were approximately uniformly distributed over 
latitude and longitude as well as seasonal period. Fig- 
ure 6 shows a histogram of integrated water vapor for 
the profiles used in the simulation and it is observed 
that this set of profiles is very moist. 

10 
11 
12 

The band-averaged brightness temperatures were 
simulated using a discrete version of the radiative trans- 
fer equation for a 64-level atmosphere. Absorption due 
to oxygen, water vapor, and liquid water was taken into 
account; it was modelled after Rosenkranz.' No scatter- 
ing was modelled. 5000 profiles were randomly chosen 
for the training set and a different set of 2500 profiles 

f 1800 1200 0.27 
f 3350 1900 0.22 
f 6150 3700 0.16 

nr 
5 6 7 

Figure 6: Histogram of integrated water vapor. 

were randomly chosen for the validation set. Layer- 
averages of approximately 1-km thickness of the tem- 
perature profile from 100 mb to 1000 mb were retrieved. 
For the water vapor retrievals, relative humidity was re- 
trieved for 22 points in the atmosphere between 100 mb 
and 1000 mb. 

4 RETRIEVAL 
IMPLEMENTATION 

4.1 Microwave only 

Multilayer Feedforward Neural Networks (MFNN)5 
trained with backpropagation6 have been shown to be 
effective for retrieving temperature7 and water vapor* 
profiles from spectral radiance observations, and are 
used here. 

4.1.1 Temperature  retrievals 

For the microwave-only temperature retrievals, neu- 
ral networks with a single hidden layer employing sig- 
moidal activation functions were used with a linear out- 
put layer with 15 neurons. The physics of the inversion 
problem associated with channel group A are sufficiently 
linear that only 20 hidden neurons were needed to re- 
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Figure 7: Microwave-only temperature retrieval. 

trieve temperature. A larger network was needed for 
channel group B to  correct for the water vapor screen- 
ing effect, therefore 40 hidden neurons were used. For 
the combined retrieval, 50 hidden neurons were used. 
The results for the temperature retrievals with chan- 
nel group A, channel group B, and groups A and B are 
shown in Figure 7. 

4.1.2 Relative humidity retrievals 

The microwave brightness temperatures depend non- 
linearly on the water vapor profile of the atmosphere 
making relative humidity retrievals more difficult than 
temperature retrievals. We therefore use neural net- 
works with two hidden layers to retrieve relative hu- 
midity. In all cases, 50 neurons were used in the first 
hidden layer, 30 neurons were used in the second hidden 
layer, and 22 neurons were used in the linear output 
layer. The results for the relative humidity retrievals 
with channel group A, channel group B, and groups A 
and B are shown in Figure 8. 

4.2 Microwave with infrared 

High spectral resolution infrared sounders offer su- 
perior performance to microwave sounders in clear-air, 
but are severely handicapped by clouds. By synergis- 
tically using infrared and microwave channels, retrieval 

'"'6 b I 6  12 ;4 16 I b  26 A 
RMS Error (%) 

Figure 8: Microwave-only relative humidity retrieval. 

accuracies can be greatly improved when clouds pervade 
the field of view.g 

For the final simulation, we evaluate the tempera- 
ture retrieval performance when all the microwave chan- 
nels are combined with an AIRS-like instrument, re- 
ferred to  hereafter as GAIRS, or Geostationary AIRS. 
The spectral coverage and spectral resolution of GAIRS 
is assumed to be same as AIRS, namely 2371 channels 
distributed from 3.7 pm to 15.4 pm with a spectral res- 
olution of v/Av = 1200. The horizontal resolution of 
GAIRS is assumed to be 20 km in order to  match the 
resolution of channel group B. The instrument noise 
(NEAT) of current geostationary infrared sounders such 
as GOES-8 and GHIS is greater than that of AIRS by 
a factor of about five to ten." Therefore, three differ- 
ent instrument noise vectors were used: GAIRSlo as- 
sumes instrument noise which is a factor of ten larger 
than AIRS, GAIRS5 assumes instrument noise which is 
a factor of five larger than AIRS, and GAIRS assumes 
instrument noise identical to AIRS. Instrument noise 
can be reduced by active cooling of the receivers and 
longer dwell times, such that the noise specifications of 
AIRS can be approached. 

For each retrieval, nine 20-km fields of view are 
formed, each with the same temperature and water va- 
por profile, but with different cloud amounts and surface 
properties. Nine 20-km resolution fields of view (chan- 
nel group B and IR) are combined with one 70-km field 
of view (channel group A). This permits the use of the 
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Figure 9: Microwave/Infrared temperature retrieval 
block diagram. 

high resolution microwave channels for cloud-clearing. 

The retrieval algorithm is shown in Figure 9. A re- 
trieval is produced for each of the 20-km spots using all 
microwave and infrared channels as follows. The radi- 
ance data is first processed using a Noise-Adjusted Prin- 
cipal Components Transform.” The processed data is 
then passed to a neural network followed by a linear 
estimator. In addition to retrieving the temperature 
profile for each spot, a “cloud flag” profile is also pro- 
duced, which estimates how the retrieval at each level 
is impacted by clouds. These 18 profiles (nine temper- 
ature and nine cloud flags) are then input to a neural 
network which estimates the final 70-km temperature 
profile. The results are shown in Figure 10. On the 
same graph, results for a 50-km retrieval using the same 
method with AIRS-AMSUA-AMSUB12 are plotted. 

5 RESULTS 

As shown in Figure 7, the 118-GHz channels are 
clearly superior to the 425-GHz for sounding temper- 
ature. However, as will be seen later, the high reso- 
lution 425-GHz channels are useful for charactcrizing 
clouds when combined with an infrared sounder. A 
small improvement in performance results over the 118- 
GHz channels when all microwave channels are used. 
Figure 8 demonstrates that the 380-GHz channels offer 

. . . . . . . . . . . . . . . . . , . . . , . , . . . 
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Figure 10: Microwave/Infrared temperature retrieval. 

little improvement to the 183-GHz channels for sound- 
ing water vapor in the lower atmosphere. This is due 
to the water vapor screening effect mentioned earlier. 
However, above 400 mb, the 380-GHz channels are su- 
perior to the 183-GHz channels. Again, this advantage 
can be used to detect and charackerize clouds. 

Perhaps the most compelling evidence of the utility 
of the high resolution microwave channels can be seen 
when microwave and infrared channels are used together 
to sound temperature. Here the microwave channels 
can identify and correct cloud contaminated fields of 
view. It is seen in Figure 10 that the geostationary 
instrument suite rivals the performance of the AIRS- 
AMSUA-AMSUB low-earth-orbit package. 

6 CONCLUSIONS 

Analyses show that the performance of a geostation- 
ary infrared/microwave sounder could approach that 
of low-earth-orbit instrument suites such as AIRS- 
AMSUA-AMSUB. In addition to improving cloudy 
soundings, high spatial resolution microwave temper- 
ature and water vapor channels could prove very useful. 
Recently, high resolution microwave imagery has been 
used for precipitation estimated3 and hurricane warm 
core  measurement^.'^ Access to this information on a 
global scale could lead to improved shortrange forecasts, 
including those for severe weather, floods, and hurricane 
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tracks. Further work, however, is needed to characterize 
the degree to which microwave scattering due to  both 
cloud liquid water and ice will affect sounding perfor- 
mance. August 1995. 

[7] H. E. Motteler, et al. Comparison of neural net- 
works and regression-based methods for tempera- 
ture retrievals. Applied Optics, 34(24):5390-5397, 
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Mechanical design of GHIS brassboard* 

Darryl Weidler 

Lincoln Laboratory, Massachusetts Institute of Technology; 
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ABSTRACT 

The GHIS optics assembly was designed as a replacement for the filter wheel assembly in an upgraded GOES Sounder Sensor for 
the year 2000+. An overview of the entire effort is presented elsewhere in these proceedings.' The assembly includes miniature 
optics consisting of a Michelson interferometer with compatible input and output optics. It is to be aligned at room temperature 
and operated at -55°C without realignment; therefore, an athermal design approach was chosen. Several aspects of the opto- 
mechanical design will be discussed herein, namely: the support, attachment, and adjustment of the miniature optics; investigation 
and fabrication of various types of aluminum mirrors; a remotely adjusted mirror for on-orbit alignment using PZT actuators: a 
moving-mirror supported on a leaf-spring, flexure mechanism moved by a voice-coil actuator: a laser, reference-beam. optical 
assembly, with fiber optic input and output, to control the velocity and position of the moving-mirror; the support structure; and 
the thermal control design. 

KEYWORDS: GOES, GHIS, mechanical, design, mechanism, optical mount, thermal, structure 

1.0 INTRODUCTION 

The GHIS brassboard optics assembly was designed as a replacement for the filter wheel assembly and beam splitting optics in an 
upgraded GOES Sounder Sensor, see Figure 1. The GHIS enhancement will permit improved data collection which is expected 
to significantly improve aanospheric temperature measurements to permit more accurate weather predictions. It will collect 
interferometric data of the earth's radiance over a wavelength band from 3 to 16 microns. The Sounder upgrade will include an 
optics package, control electronics, a data processor, and new detectors. This paper will describe the mechanical design of the 
optics package with its supporting structure. 

The GHIS optics package, see Figure 2, will fit between the existing Sounder telescope optics and the IR detector package to 
minimize the impact on the sensor and thus the cost of the upgrade. A single IR beam enters the GHIS package through the field 
stop from the Sounder telescope optics. After the beam is collimated to0.33" diameter it passes through aMichelson interferometer 
and is split into three output beams, each with separate wave bands, to align with the existing detector's positions on the Sounder. 
On orbit alignment of the interferometer is accomplished with a PZT actuated commandable mirror. The variable-length optical 
leg of the interferometer is accomplished by a moving-mirror utilizing leaf-springs flexures and voice-coil actuator. The 
moving-mirror position and velocity are controlled by signals from a separate optical "Reference Beam" 0.23" in diameter. 

The GHIS box is supponed on titanium flexures which simultaneously provide structural support and thermal isolation. The flexures 
and their attachment points are designed to maintain minimum motion of the input and output beams when the box is cooled from 
room temperature to -55°C (its normal operating temperature). A support bracket is mounted to the detector mounting panel. ' h e  
package is cooled to -55°C by a thermal radiator, radiating to cold space, the same size and position as is used for the filter wheel 
assembly. 

2.0 IR OPTICS & BOX ENCLOSURE 

To ease assembly and alignment it was decided, at the beginning of the design phase, to make a GHIS assembly which could be 
aligned at room temperature and operated at -55°C without requiring any alignment changes or offset adjustments to accommodate 
expected thermal motions. This type of design is referred to as an "athermal" design. As the temperatures change, the positional 
relationships and surface figures of the components remain aligned. To accomplish an athermal design all components are made 
of the same material. The material chosen, 6061-T6 aluminum, is commonly used for both structures and optical components, has 
a high thermal conductivity, is commonly available, and is easy to machine. In some cases 7075T651 aluminum is used for the 
mirror material, because it has similar mechanical properties. The initial testing of the assembled unit at both warm and cold 
temperatures has shown that the design concept does indeed work as planned. 

* This work was sponsored by the National Oceanographic and Atmospheric Adminismtion. 
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2.1 Box enclosure 

The box enclosure, approximately 5" by 7" by 2.2", is machined from a solid block of aluminum, see Figure 3. It is designed with 
a 2" deep cavity and a 0.2" thick base which was machined flat and functions as an optical bench for mounting and alignment of 
all the internal components. Removable brackets are incorporated to support the input field-stop aperture and the 3 output lens. 
An aluminum frame is bolted to the top of the box, roughly the same shape as the box outline, to incorporate supports for the 
"reference beam" components and mounting plate (referred to as the "loft", Figure 13). The top cover of the box attaches the 
loft-frame to make a light-tight enclosure. Analyses and test results show that the optical bench (base of the box) performs as 
expected when cooled down to -55°C with thermal gradients of less than 2°C. All interior walls and the top are painted black to 
minimize optical reflections. The inside base surface is alodined aluminum. It is not painted because it formed the optical bench 
for the box. The external surfaces of the assembly were gold plated to minimize thermal radiation input. 

2.2 IR Optical Components 

The optical components in the box, see Figure 4, consist of one input field-stop aperture; twelve (12) aluminum reflective mirrors 
(eight flat and four with spherical surfaces); one potassium bromide beam splitter with its compensator plate for the interferometer; 
one Lyot-stop; two zinc selenide dichroics to separate the signal into the three output wave bands; and three zinc selenide output 
lenses. 

The following paragraphs in this section discuss the types of aluminum mirrors evaluated, the different techniques used to support 
the components, and the azimuth and elevation adjustments built into the holders. 

2.2.1 Aluminum mirrors evaluation 

All mirrors are made of aluminum. Three different mirror types with two different fabrication techniques are used to evaluate the 
optical effects of each. Four mirrors are plated with 0.002" thick nickel to permit polishing to a low scatter surface, three mirrors 
are plated with only 0.001'' thick nickel, and four mirrors are diamond turned with no nickel plating. All have a gold overcoat to 
improve reflectivity and/or protect the aluminum from corrosion. When each mirron is received, its surface figure is evaluated 
both warm and cold using a Zygo interferometer. 

The nickel plated mirrors are plated on both the front and the back surfaces to minimize the thermal distortions caused by the 
bimetallic bending when changing from room temperature to -55°C. NASTRAN finite element models of each are required to 
insure that the thermal distortions are within acceptable limits. The thinner platings cause less distortion than the thicker platings. 
Since the main IR beam and the "reference beam" are separate and parallel in the interferometer section, the mirrors are rectangular 
with their heights approximately twice their widths. Bimetallic distortions of these mirrors cause the beams to converge, rather 
than remain parallel, as the mirrors are cooled. The beam convergence, of the mirrors with the thicker nickel coating, consumes 
the entire alignment tolerance budgeted for these components in the interferometer section. 

The unplated diamond turned mirrors do not distort when changing from room temperature to the cold operating environment. Also 
the scatter, due to the tool marks from the diamond turning, is barely detectable when observed in the visible wavebands. The 
scatter from the tool marks in the longer IR wavebands is expected to have a negligible affect on the final GHIS assembly. Therefore, 
the final versions of the mirrors used in the interferometer section are diamond turned with no nickel plating to eliminate the 
bimetallic distortions. BRDF measurements are being considered for quantifying scatter from the diamond turned mirrors when 
they are received. 

2.2.2 Optic component attachments 

There are four basic types of optic attachments used in the final GHIS design. One type is used for the non-moving aluminum 
mirrors, a second type is used for the moving-mirror, a third type is used for the elements transmitting the IR beam, and a fourth 
type is used for the beam splitter and compensator plate. The azimuth and elevation adjustments built into the mounts are similar 
for all designs except for the special case of the moving mirror. 

Most of the aluminum mirrors are either machined with an azimuth adjusting base plate, see Figure 5, or attached to an azimuth 
adjusting base plate with two screws tapped into the bottom of the mirrors. The beam positions on the mirrors are designed to be 
far enough from the mounting surface to insure no beam distortions. 
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Each of the two zinc selenide dichroics is mounted in an aluminum bezel using steel sheet metal clips attached with screws threaded 
into the bezel, see Figure 6. The clips provide sufficient preload to keep the optic from moving when subjected to expected loads. 
An earlier design, which did not work properly, involved potting each dichroic into an aluminum bezel using a low-out-gassing, 
vacuum-compatible RTV. Using the known coefficients of thermal expansion of aluminum, zinc selenide, and the RW: the width 
of the potted gap was designed and specified to produce an athermal design which would maintain the optical element stress-free 
as the temperature changed from ambient to the cold operating temperature. The design worked fine when the beam was transmitted 
through the dichroic. However, thennal vacuum tests of the system indicated that the reflected beam tilted through unacceptably 
large angles in azimuth and/or elevation when the dichroic and holders were cooled to operating temperature. It was found that 
some of the RTV leaked between the zinc selenide and the bezel locating pad, and that the RTV thicknesses could not be maintained 
uniform enough to be used in the reflection mode. Since both dichroics are used in the reflection mode, the designs were changed 
to use steel clips which provided positive mechanical location. 

The beam splitter design is a special case, see Figure 7. The assembly is made of two potassium bromide optical elemenls; a beam 
splitter and separate compensator plate. Potassium bromide has a yield strength of less than 160 psi. The extremely low yield 
strength requires a method of holding that insures that the beam splitter and compensator plate are not overstre~sed. To accomplish 
that, small compression springs preload Teflon plungers against the potassium bromide components at each support point. The 
springs provide sufficient force to insure no movement under twice the expected loading (factor of safety of 2), even with adverse 
spring tolerances. This method is chosen to provide a positive location of the components, and a kinematic mount provides non- 
redundant and simple load paths. There are three preloaded points normal to the component face, two preload points in one lateral 
direction, and one preload point in the orthogonal direction. Opposite each spring loaded support point is a raised pad on the bezel 
to assure that the potassium bromide is in compression and not in bending. Thin sheets of mylar were used between the potassium 
bromide and the alurmnum bezel to provide a compliant interface material and insure no point loadings. 

2.2.3 Optical component adjustments 

Each optical component mount design has built-in alignment capability for azimuth and elevation. A typical mount with adjustments 
is shown in Figure 5 The mirror mounted to an azimuth plate can be pivoted about a front pin or countersunk screw and secured 
with two tie-down scrcw once adjusted. The elevation plate is attached to a base plate clevis with two pins forming a horizontal 
pivot axis undcr the mirror. Once adjusted in elevation, it can be secured to the base plate with two screws into the edge of the 
elevation plate. When a mirror is adjusted in elevation, the mirror Center line simultaneously translates as well as rotates because 
the pivot axis is below the mirror center line. To negate the translation effect, all components are preadjusted in elevation to make 
the mirror surface perpendicular to the base within approximately 50 microradians using a Zygo interferometer. Each component 
is placed in the CHIS box on the optical-bench-base at the appropriate position within k .OO2" by using an overhead viewing system 
on a Cordax Inspection Station. Once all components are located in this manner, the box is taken to a Zygo interferometer test 
station where the mirrors are adjusted in azimuth byevaluating the wavefront errors. Since the mirror elevation angles are preadjusted, 
only azimuth adjustments are required in the box. 

The mirror suppon and adjustment for the moving-mirror is a special case because it must fit through a hole in the base of the box. 
Figure 8 is a sketch of the mirror and mount. The mirror attaches to the mount at three points to assure no distonion to the mirror. 
The aluminum mount has two orthogonal flexures machined as part of the mount for azimuth and elevation adjustments. Aluminum 
adjustment screws are used to maintain alignment when the temperature changes. 

3.0 MOVING-MIRROR 

The moving-mirror assembly, see Figures 9 through 11, is used to produce the adjustable leg of the Michelson interferometer. It 
is mounted to the outside bottom of the base of the optics box. It is designed to the following requirements. 

Stroke: 

Velocity: 

Turn-around time: 0.025 s 

k 0.157" (+ 4mm) maximum plus turn-around 

0.84"/s (2.134 c d s )  within k 10% during data collection 

Design loads: 

Caging mechanism: 

Mirror alignment: rt 15 microradians 

40 Gs each axis 

required to provide restraint for launch loads 
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The mirror is cantilevered from the top of the moving mechanism and protrudes through a hole in the base of the b o x  to intercept 
the IR and reference beams within the box. Three different interferometer operating modes are currently planned which require 
three different mirror stroke lengths. The moving-mirror is designed to permit a stroke of up to 0.2" to accommodate the maximum 
stroke plus a large turn-around margin. 

The moving-mirror is attached to its mount by three screw threads tapped into the back of the mirror. See Figure 8. 

The mechanism used to control the mirror motions is basically a four-bar llnkage to maintain the moving-mirror parallel to itself 
at any position during the stroke, Figures 9, 10, and 11. The slight vertical motion of the mirror is acceptable because it ha5 no 
curvature. In this design, the two upright bars of the four-bar linkage are beryllium copper leaf-spring flexures 1.5" wide by 1 .S" 
high by 0.005" thick. The upright leaf springs are positioned parallel to each other and 3" apart by a fued, aluminum base and a 
moving aluminum platfom. The upright flexures are attached to the ends of the base and moving platform using aluminum, clamping 
bars and screws. The mirror component is attached to an adjustable bracket which mounts to the movable platform. The effects 
of dimensional or fabrication tolerances on the detail parts are adequately described in the literature.', The mechanism base is 
attached along its edges to brackets which mount at three points to the under side of the GHIS box. 

A caging mechanism, Figure 10, is used to restrain and preload the moving platform to withstand launch loads. The preload is 
accomplished using a screw through the base plate which engages a cone on the base of the motor assembly attached to the moving 
platfom. The preload screw is driven by an electric motor through a gear train. The screw mechanism applies a load which 
pre-tensions the leaf-spring flexures to a level of stress lower than encountered when on orbit but higher than will be encountered 
during launch so that the flexures do not buckle when loaded to launch loads. The flexure springs are made of beryllium copper. 
Assuming a requirement to operate for S years at 5 Hertz, the springs ak sized for a minimum of 8x108 repeated mess cycles. 
Fatigue life versus stress data are provided by the material manufacturer for various alloys of beryllium copper. The leaf-spring 
flexures are designed to one-half the allowable stress level (30,ooOpsi) at 8x108 cycles to provide a factor of safety of 2. 

The motion of the mechanism is produced by an off-the-shelf voice coil motor. Most of the electrical power dissipated in the motor 
occurs in the voice coils. Therefore, the voice coil is mounted to the non-moving base of the mechanism. Thermal isolator supports 
minimize the heat conducted to the base. The heat is conducted through thermal straps to the side supporting brackets. The magnets 
and the metal magnetic flux return path are bolted to the moving platform. The power allocated in the thermal budget for this design 
is 0.5 watt. The start-up control of the platform motion is maintained by a signal from a LVDT (linear velocity displacement 
transducer). After motion is established and the reference beam is working properly, the LVDT is turned off and the position and 
velocity of the mirror are maintained by counting the fringes from the reference beam. The mechanism is enclosed by thermal 
covers to minimize thermal radiation to the unit. 

4.0 COMMANDABLE MIRROR 

The Commandable Mirror, see Figure 12, is designed to be remotely controlled to permit on-orbit alignment of the interferometer 
system. Both the IRand thereference beams reflect from the commandable mirror: therefore, both beams are adjusted simultaneously 
during the alignment process. The mirror is a solid, diamond-tumed aluminum mirror with a gold overcoat, approximately 0.6" by 
1.25" by 0.2" thick. It is supported in a classic, 2-axis, gimbal design with PZTpiezoelectric position actuators. The PZT actuator 
is used because of its small size, its ability to operate from room temperature to below -55"C, and it requires less than 5 100 volts 
DC to operate. The same actuators are used in a JPL satellite experiment launched in June 1994. Each actuator is a ceramic stack 
0.2" by 0.2" by 0.7" long with a 0.31" diameter by 0.2" thick disk of Invar bonded to one end. The end disk has a threaded hole for 
mounting the stack. There is an end plate of 0.02" thick stainless steel on the "pushing surface". The position is controlled by a 
strain gage mounted to the surface of the ceramic. The actuators are capable of moving the mirror k 150 microradians about each 
axis to within a few microradians. When the temperature changes, the lengths change which results in a repositioning of the 
commandable-mirror if no compensation are made. The PZT actuators are attached to the mirror assembly through a combination 
of Invar and aluminum members so that the mirror will maintain alignment from ambient to -55". The assembled unit is aligned 
warm and the alignment is checked when cold. The design is made with lengths of aluminum and Invar which m a y  be adjusted, 
by machining, to obtain the desired athermal design. 

482 J SPIE Val. 28 12 



5.0 REFERENCE BEAM ASSEMBLY 

In the current GHIS brassboard, the reference beam is generated by a helium-neon (HeNe) laser. NASNGSFC is developing a 1.5 
micron laser which will ultimately be used as the operational reference beam. The reference beam laser is housed in a rack mounted 
test configuration assembly. The signal is sent to the GHIS optics box through an optical fiber. Inside the GHIS optics box, see 
Figure 13, the input fiber is clamped in position and the beam is collimated with a lens. The beam then passes into a periscope on 
the upper level of the box, down, and out of the periscope 0.61" above the main IR beam. The reference beam passes through the 
interferometer parallel to and in the same direction as the main IR beam. It then enters another periscope where it is returned to the 
upper box level. The beam then passes through a beamsplitter. The two resulting output beams pass through filters and lenses 
which focus the beams onto the two output optical fibers. The two output fibers are routed out of the GHIS box and back to detector 
assemblies for counting the fringes and controlling the moving-mirror. 

Each fiber optic with its collimating lens is assembled and pre-aligned as a unit. Within each unit, the fiber optic is secured by a 
commercial fiber optic chuck which is clamped to a vee block azimuth plate for focus adjustments. A collimating lens bracket is 
adjusted laterally and shimmed vertically to center the lens on the fiber optic beam. The fiber optic units also contain azimuth and 
elevation adjustments similar to those used with the other optics in the GHIS assembly. However, the input fiber optic unit requires 
much finer pointing adjustments; therefore, differential screws replace the conventional fine pitch screw used in the two output 
fiber optic units. 

6.0 THERMAL CONTROL 

The GHIS assembly operating temperature was chosen to be -55'C to limit the IR radiation from the GHIS transmissive components 
to the detectors. The final operating temperature of the GHIS package will be determined when the operating parameters of the 
final unit are measured. The only components that require cooling are the beam splitter assembly, the two dichroics, and the three 
output lenses, However, it is thought to be easier to cool the entire assembly than to cool and maintain ali,gunent of only the few 
transmitting elements within the relatively small total assembly. The amount of heat that is be removed from the GHIS assembly 
is limited by the design of the existing Filter Wheel thermal radiator. The Filter Wheel radiator design can radiate from 3 watts at 
-73°C to 4.5 watts at -55". The operating temperature of the radiator is determined by the amount of power that is removed from 
the GHIS assembly. The issue is to limit the heat input to the GHIS box to insure adequate margin when operating the box at -55°C. 

The overall thermal control concept shown in Figure 14 is: 
(1) to minimize the thermal radiation input by using a low emissivity gold plating on the outside of the cold assembly and 
inside of a warm thermal shield, 
(2) to minimize the thermal conduction input by supporting the box with titanium thermal isolators, 
(3) to minimize the heat input through the cables by minimizing the wire's sizes and insulating the wires with either space 
blankets or a low emissivity enclosure, and 
(4) to limit the amount of heat generation within the assembly. 

A tentative overall thermal budget is shown below. The "box" in the thermal budget is meant to be the entire cooled assembly. It 
includes the optics box and its contents, the moving-mirror, the thermal radiator, and all cables. The warm thermal shields and 
support bracket are not included since they remain at the Sounder ambient temperature. 

THERMAL CONTROL BUDGET 

RADIATION INPUT TO THE BOX 1.3 W 
CONDUCTION INPUT 1'HRU ISOLATORS 1.3 W 
CONDUCTION INPUT THRU CABLES 0.5 w 
INTEXNAL POWER GENERATION 0.6 W 

TOTAL 
- 
3.7 w 

Thermal vacuum test results indicate that the gold coating on the box is not adequate to limit the radiation input to the budgeted 
value. It has been decided to add low emissivity thermal shields around the assembly to reduce the thermal radiation input by 50% 
and remain within the thermal budget. The measured thermal conduction through the titanium isolators is slightly higher than 
expected due to additional rddiation input from the cavity effect of thc structure surrounding the isolators but remains within a 
slightly adjusted the thermal budget. 
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A thermal model was developed to estimate the performance of the GHIS assembly. The model included details of the optical 
housing, the thermal isolators, the support bracket, the thermal radiator, and the internal walls of the Sounder instrument. No details 
of the optical components within the box were included since they should reach equilibrium with the local box temperatures. Both 
conduction and radiation coupling between the GHIS components and the Sounder were included. The model was used to estimate 
box temperatures for both the thermal vacuum test conditions and on-orbit conditions. For the on-orbit conditions, the heat inputs 
to the GHIS assembly were from the Sounder housing. The diurnal temperature variations of the Sounder housing were obtained 
from I n  for the summer solstice, winter solstice, and equinox conditions. The estimated thermal gradients across the floor of the 
optical housing were estimated to be less than 2°C. 

7.0 SUPPORT STRUCTURE 

The support structure attaches to the Sounder and supports the box with the appropriate thermal isolation. The first support bracket 
design was based on the "replacement module" concept, see Figure 1. In that concept the Filter Wheel assembly was to be removed 
and, with some disassembly but no re-machining of parts, the GHIS was to be installed and aligned in its place. The removed Filter 
Wheel "K-bracket" attach points were to be used as the mounting points for the GHIS assembly. The support bracket was designed 
,to maintain a natural frequency above 200 Hertz, to permit installation and alignment in a 1-G (one-gravity) environment without 
changing significantly when it reaches the zero gravity environment, but below 300 Hertz to minimize the input from the shock, 
environment which increases with frequency. The bracket designed incorporated mounts for the optics box and the two smaller 
boxes which house the reference beam transmitter and the receiveddetector optics. The mounting concept was later modified as 
I'IT began their preliminary design concepts. 

The current concept is lo support the GHIS box on a bracket which attaches to the same panel to which the detectors are mounted. 
The panel has natural frequencies below 100 Hertz. The challenge is to find attach points near the edges of the panel which are 
stiff enough to provide the necessary support to obtain the desired 2001- natural frequency for the GHIS support bracket with optics 
box. The design of this support bracket is not completed at this time. 

However, the previously developed interface between the box and the support bracket will be maintained. The design uses titanium 
support flexures with a circular cross section like acolumn, see Figure 15. Titanium (6Al-4V) provides excellent strength and good 
stiffness while providing very low thermal conductivity for good thermal isolation. The flexures have large axial spring rate relative 
to their small lateral spring rate. They can maintain position f m l y  in one direction while being relatively free to move laterally in 
the'other two directions. This technique is sometimes referred to as a kinematic support. 

Kinematic support is accomplished in this design in the following way. Three flexures support the box in the vertical direction 
defining a horizontal plane and preventing rotation about the two horizontal axes. Two flexures support the box in one horizontal 
direction and prevent rotation about the vertical axis. One flexure supports the box in the orthogonal horizontal direction. These 
attachments between the box and the support bracket have four somewhat conflicting requirements. They are: 

(1) to provide adequate structural support, 
(2) to maintain the natural frequency between 200 and 300 Hertz, 
(3) to maintain good thermal isolation, and 
(4) to maintain the input optic axis at the same position (without moving) when cooled from room temperature to -55°C. 

To obtain "adequate structural support", the attachments should be short to prevent buckling, and they should also have a large area 
to keep the stresses low. To maintain the natural frequency between 200 and 300 Hz, the spring rates must be kept within a small 
range. To maintain good thermal isolation the attachments should be kept long and the area should be kept small. To maintain the 
input optic axis at the same position warm or cold required a specific ratio between the titanium support length and the aluminum 
attach point relative to a "contraction point". 

To accomplish the "zero motion" of the input optical axis when cooling from room temperature to -55'C, a special design technique 
was used. The point-that-is-not-supposed-to-move when the temperature changes is defined to be the "contraction-point". The 
attachment technique is such that (in the vertical direction) the "contraction-point" shrinks toward the box attachment point the 
same distance that the titanium support shrinks down toward the support bracket attach point. Therefore, the "contraction-point'' 
does not move with a decrease in temperature. The above technique describes bow one direction or plane can be kept from moving. 
The technique must be applied in three orthogonal planes to maintain a fmed point. Test results have shown that this technique has 
been quite effective. 
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. The areas and lengths of the titanium support columns were adjusted to provide an appropriate balance between the conflicting 
requirements. 

8.0 SUMMARY 

A GHIS optics assembly is designed and fabricated as a replacement for the filter wheel assembly in an upgraded GOES Sounder 
Sensor. The initial version is tested at .6328 microns using an existing Zygo interferometer. The design includes the optical 
components, a box enclosure for the optics, a support structure, and the overall thermal control system which permits alipnent at 
room temperature and operation at -55°C without realignment. Three types of aluminum mirrors are evaluated and discussed. Four 
different techniques for mounting optical components with adjustments for azimuth and elevation ali,gunent are described. The 
mechanical design of a remotely controlled alignment mirror is presented. A continuously moving mirror design, for use in a 
Michelson interferometer, is discussed. The design of a reference beam assembly for controlling the moving mirror is presented. 
Some test results are also included. The results to date indicate the assembly is performing as designed. 
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Figure 1. GHIS as a replacement for the filter wheel assembly. 
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Figure 12. Commandable mirror. 
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ABSTRACT 

GOES long wave sounder (LWS) detector requirements have always pushed the state-of-the-art 
for longwave detectors operating in the vicinity of 102 K. Performance and yield of acceptable 
detectors have always been problems and continue to be important issues affecting the performance of 
instruments of both present and future design. GSFC has been examining new device and operational 
concepts aimed at producing significant improvements in performance and yield. Our approach has 
been directed towards mitigating the deleterious effects of operating small geometry HgCdTe PC 
devices under heavy bias, that is, under minority carrier sweepout, as is typical in conventional LWS 
detector operation. Specifically, theory indicates that detectors of the new design operating under 
optimal bias conditions have significantly higher responsivity and Di 's, lower power dissipation, and 

lower l/f noise knees than conventional LWS detectors. In this paper we will describe the new LWS 
detectors fabricated at GSFC, present detector data, and review the theory of operation of these devices. 

Keywords: HgCdTe, detector design, sweepout, performance enhancement. 

1. INTRODUCTION 

The Geostationary Operational Environmental Satellite (GOES) uses a variety of infrared 
sensors in its Imager and Sounder instruments to provide continuous weather monitoring. The crucial 
importance of timely and accurate data acquisition has placed increasing demands on the sensitivity of 
these detectors and the industry which supplies them. Operational requirements have not always been 
met as detectors of needed sensitivity have exceeded the state-of-the-art then available. This has been 
especially true for the more demanding Long Wave Sounder (LWS) detectors since they require high 
sensitivity at the longest wavelengths of interest. 

Presently, LWS detectors are typically Photoconductive HgCdTe single element detectors of 
essentially square or slightly rectangular active area geometry having nominal active area of 50 pm x 
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50 pm. They are usually biased at a reasonably high bias in an attempt to meet the responsivity 
requirement, but this enhances minority carrier sweepout, shortens the response profile, increases the 
l/f noise knee, and makes the D i  requirement difficult to meet. The difficulty is then of producing 

these small area devices meeting the active area size requirements as well as all performance 
requirements when these parameters have a significant dependence on the degree of sweepout. It is 
therefore no surprise that the yield of acceptable devices has been less than 1%. 

To address these problems, Goddard Space Flight Center (GSFC) has recently examined the use 
of non-traditional split-geometry device structures to meet the peculiar LWS detector requirements. 
Split-geometry PC detectors are not new per se, but they are new to this application. In this paper we 
will show that these detectors are particularly well suited to operation under low bias powers, and to 
meeting LWS detector requirements. 

2. DEVICE DESIGN 

The LWS device design and construction is based on a ten-element split-geometry PC detector 
approach we used to produce arrays for the Composite Infrared Spectrometer (CIRS) instrument on the 
Cassini mission. The results of that program are described in an associated paper in this conference. 
There the active area was 200 pm on an edge and carrier sweepout was not an issue. A top view of a 
CIRS array is presented in Fig. 1. As can be seen in Fig. 1, each element is split down the center with a 
metal cap at the top for current return. The split-geometry design was used to increase detector 
resistance and responsivity, and to reduce power dissipation to meet the 0.5 mW/element requirement. 
The strategy worked quite well and allowed all performance requirements to be met. With the 
successful completion of the CIRS program, we then turned our attention to producing similar 
(although smaller) devices for GOES. We especially liked the approach for GOES because it was 
suited to low bias operation which would alleviate carrier sweepout effects. 

Several split-geometry designs were examined. We fabricated some devices whose active areas 
were split down the middle with a metal cap like the CIRS detectors, and others whose active areas 
were split half way and had no caps. Fig. 2 shows a split-square detector of this type, and Fig. 3 shows 
a split-circle detector. 

The split-geometry configuration is the most important design feature of these devices. 
Fabrication is standard and will not be described in detail. Wafers of low carrier concentration HgCdTe 
were purchased from LORAL. We found these wafers to be of excellent quality. The devices were 
delineated using bromine spray etching. They were anodized and AR coated with ZnS, then packaged 
for testing. 
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Fig. 1 Ten element split-geometry CIRS PC array. 

Fig. 2 A LWS detector of split-square design. Fig. 3 A LWS detector of split-circle design. 
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3. DETECTOR DATA 

c (P) 
17.2 
17.2 

The LWS detector performance specifications are set at 40 Hz and 100 Hz for 102 K operation, 
with vendor screening tests being performed mostly at 77 K. Most of our testing was done at 40 Hz to 
address the harder spec, and at 77 K for detector screening ease. For operation at 102 K, we usually see 
D i ' s  fall by about a factor of 2 to 3. 

1 hias (mA) Vnoise @ 40 Hz (V,,$rtHz) Rh. Peak ( V N )  Dh* Peak (cm rtHz/W) 
0.10 2.66s-09 2.75E+04 5.15E+ 10 
0.70 4.72E-09 5.52E+04 5.84E+ 1 0 

Detector responsivity was measured with a 500 K blackbody while under a background photon 
flux of 2.0x1017km2 sec. Noise was measured from 1 Hz to 100 Hz using an HP35661 spectrum 
analyzer. These measurements were usually made at a single bias for screening. The better devices 
were measured as a function of bias in order to determine parametric dependence on current, the 
optimum operating conditions for such detectors, and the level of performance achievable under 
optimum bias. 

17.2 
17.1 
17.1 
17. I 
16.4 
16.4 

Table 1 shows the performance of a split-square LWS detector operated at biases ranging from 
0.1 mA to 2.0 mA. Device resistance is 134 ohms, and cutoff wavelength is 17.2 pm. The noise 
frequency is 40 Hz. Notice that at the higher bias levels of 1.7 and 2.0 mA there is indication of Joule 
heating of the detectors as revealed by the shortening of the cutoff wavelength. Total noise measured at 
0.1 mA is 2.7 n\//v'Hz which is encountering the preamp noise floor of 1.8 n V / m .  

0.50 I .22E-08 1.34E+OS 5.48E+ 10 
1 .oo 2.8GE-08 2.40E+05 4.20E+ 10 
1.27 3.96E-08 2.82E+05 3.57E+ 10 
I .49 5.44E-08 3.11E+05 2.86E+10 
1.71 6.45E-08 3.3 8E+05 2.62E+10 
1.98 9.14E-08 3.52E+05 I .93E+10 

Table 1 Performance of split-square LWS detector G2A-P12-B6 operated at different biases at 77 K. 

I 17.2 I 0.30 I 6.92E-09 I 8.27E+04 1 5.98E+ 10 I 
1 17.2 1 0.40 I 1.00E-08 I l.lOE+OS 1 5.50E+ 10 I 

To better illustrate the bias dependence of the data, we plotted Di and responsivity as a 

function of bias for this device as shown in Fig. 4. 

The maximum Di observed for this device is 6.0~1010 cm+d%/Watt. As seen in Table 1, it 

occurs at a bias of 0.3 mA. At higher biases, Di deteriorates because of increased sweepout and some 

Joule heating. At lower biases Di deteriorates as the detector noise approaches the preamp noise floor. 
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The responsivity is observed to 
increase with bias, but in sub-linear 
fashion due to saturation of responsi- 
vity caused by carrier sweep-out. This 
type of behavior is typical for LWS 
detectors of square or split-geometry 
design although the particular values 
of Di and responsivity differ. 

Typically, square LWS detectors have 
lower resistance and are operated at 
from 1 to 3 mA. This mode of 
operation induces significant sweep- 
out and because of signal saturation, 
makes it difficult to meet Di and 

responsivity requirements. 

10 ' I  

n 
CI .cI z 
W 

x 
n 

10 lo 

Fig. 5 shows variable tempera- 
ture Di data for a split-circle detector 

from LN2 to 105 K. The cutoff wave- 
length of this device is 16.7pm at 77K 
and the noise frequency is 40Hz. An 
exponential curve has been fitted to 
the data. At LN2, DI is about 6x1010 
c m . a / W a t t ,  and at 102 K it is 
slightly above 2x lO1o cm &/Watt. 

Although this detector has not 
been anti-reflection (A/R) coated yet, 
it meets the 102 K Di specification of 
2x1010 cm . &??/Watt at 40 Hz. We 
are performing annealing and other 
experiments to further increase Di . 
Even though this is a good LWS 

' " ' I  ' " " " ' I  

+ D*h 

-e- Resp 

Detcctor G2A-PI 2436 

Freq = 40Hz, T = 77K 

Detcctor G2A-PI 2436 

Freq = 40Hz, T = 77K 

10" 10 O 
Bias (mA) 

Fig. 4 Measured D*h and Responsivity as a function of bias for 
a split-square detector . 
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Fig. 5 D*h vs. temperature for a split-circle detector. 

detector, we are losing lifetime, and estimate that there is still a factor of 1.5 to 2 to be gained with 
processing improvements for these devices. 
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4. DETECTOR MODELING 

Split-circle and split-square detectors of the type described above are very difficult to model 
because of non-uniform fields and sweepout effects. In order to understand the general behavior of 
such detectors, some simplifying assumptions will be made. Instead of modeling a detector with a slit 
running halfway down the active area, we will model a detector with a slit extending the entire length to 
a metal shorting cap. This will produce more uniform field lines in the two halves of the detector. We 
also neglect carrier diffusion effects in comparison with carrier drift effects. This simplified model has 
the advantage of being able to be solved in closed form while still revealing the important mechanisms 
at work. 

With these simplifications the detectivity of the device is given by the equation 

where R;1 is the responsivity, V ,  is the total noise per m, and A is the active area. In turn, the 

responsivity and noise are given by the expressions 

where the responsivity has the usual dependence on cutoff wavelength, A,, bias voltage, Vb, carrier 

concentration, n ,  and length, width, and thickness of the device, I .  we t .  Because of sweepout, the 
lifetime dependence is on an effective lifetime, z,, given by the equation 

where 76 is the bulk lifetime and zd is essentially the time it takes minority carriers to drift across the 

length of the device in the applied field. That is, 

where p a  is the ambipolar mobility, essentially the hole mobility in n-type material. 

The total noise is the rms sum of the l/f noise, V',, the gr-noise, Vgn and the preamp noise, V,. 
The l/f noise is given by 
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where f is the frequency, and p is a process dependent dimensionless constant. The gr-noise is given 

by the expression 

where p is the hole carrier concentration. 

There are general conclusions we can make just by examining the bias dependence of these 
equations. We first notice that the effective lifetime becomes the bulk lifetime for drift times 
significantly larger than the bulk lifetime, that is for long devices operated at low biases. When the 
drift time is much less than the bulk lifetime, that is, for heavy sweepout, then the effective lifetime 
tends to 1/2 the drift time, which decreases with increasing bias, i.e., 

ze z ~ d / 2  (heavy sweepout). 

Therefore. for heavy sweepout, the responsivity, being dependent on vb. z,, no longer 

increases linearly with bias and ultimately saturates to a constant value. This of course makes it 
difficult to meet responsivity requirements by increasing bias on small devices. 

If we now examine the gr-noise in the thermal limit, we notice a & e  vb dependence, so the 

thermal gr-noise continues to increase with bias. For background limited operation Vgr has a vb re 
dependence because the excess holes have a ze dependence, so the background limited gr-noise also 

saturates. This means that a background limited detector will remain background limited but that a 

thermal limited detector will suffer Di degradation with increasing sweepout. Conversely, lowering 

the bias will reduce sweepout and improve DI until the total noise begins to be dominated by another 

noise source such as preamp noise, I/f noise, or background photon noise. 

The l/f knee is defined as the frequency for which the l/f noise equals the white noise. It is 
given by the expression 

(p ' vb)2 f knee = vir + v,2 
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When a thermal gr-limited 
device is operated in  sweepout 
sufficiently above the preamp noise 
floor, the bias dependence of the l/f 
knee becomes proportional to 

( Vb/Vgr )  or to l/ze, and therefore to 

V,,. This means that the l/f knee will 

decrease with decreasing bias, another 
reason, besides improved Di Is, for 

avoiding sweepout as much as 
possible. If the device is driven out of 
sweepout and the gr-noise is still 
greater than the preamp noise, then the 
l/f knee will not change with bias. 
Finally when the gr-noise approaches 
the preamp noise, the l/f knee will 
again drop with bias. 

2 

d 
d 

10 -s 10" 10 -* 
Bias (A) 

Fig. 6 D*h and Responsivity vs. Bias 

Graphical results of the 
modeling illustrating this general 
behavior for 102 K operation are shown in Figs. 6 through 10. In Fig. 6 we observe that the 
responsivity goes like Vb at low bias and begins to saturate at high bias when sweepout becomes 

appreciable. Because of this, the Di curve shows significant improvement when bias is reduced so as 

to take the device out of heavy sweepout, goes through a maximum value, and decreases when the total 
noise begins to be dominated by the preamp noise. 

The bias dependence of the various noise terms is shown in Fig. 7. We notice that the l/f noise 
goes like Vb, and the gr-noise goes like V,  at low bias and at high bias. Figures (6) and (7) 

reveal that Di degrades at higher bias because the responsivity cannot keep up with the noise. At 

lower bias responsivity again tracks the gr-noise and l/f noise, but not the preamp noise, which soon 
dominates, causing Di to drop. If it weren't for the preamp noise, at lower bias Di would saturate and 

become constant at a value determined by the gr-noise or l/f noise, whichever dominates. We therefore 
conclude from figures (6) and (7) that Di can be further improved to its saturation value (either 

thermal gr, l/f, or background limited) by reducing preamp noise. So the procedure to optimize Di is 

to design a device which reduces sweepout, to operate devices at the lowest possible biases whether 
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those devices are of optimum design or not in order to reduce sweepout, and to reduce the preamp noise 
floor when it is encountered. Then if l/f noise dominates, one would reduce l/f noise through better 
processing, generally of the contacts or passivation. Afterwards, what remains is the gr-noise limit 
which includes thermal gr-noise and background photon noise. 

A comparison of Di for split and square detectors is shown as a function of bias in Fig. 8. 

Notice that the performance of both split and square detectors is improved as the detectors are driven 
out of sweepout, but that the split detector does better at low bias. 

10-7 

. . . . . . . . . . . . . . . . . . . . . . . . . . 

10-’O I I 

10” 

Bias (A) 

I I I I I I I I I  I I I I I I I I I  I I I I I I I I  

 IO-^ 
Bias(A) 

Fig. 7 Bias dependence of noise sources. Fig. 8 D*h comparison of split vs. square detectors. 

Let us now examine the effects that improved processing and higher bulk lifetime will have on 
the performance of detectors in sweepout. We would normally expect that improved processing (better 
polishing, passivation, etc.) would produce longer lifetimes and together with higher bulk lifetimes 
would yield higher performance. In Fig. 9 we observe that if the device is operated in sweepout, higher 
lifetimes will have little effect on the level of performance achieved, but that the device will improve 
significantly when operated at low bias. There is little advantage to improving lifetime if the device is 
operated in heavy sweepout. 

Before leaving this topic, let us examine the bias dependence of l/f noise knees for thermal gr 
limited detectors. If we first take the preamp noise to be negligible in the fknee expression, we see that 
the l/f knee would fall like V,  as the device is driven out of sweepout, and would ultimately become 
constant when the device is no longer in sweepout. If V,  is not zero, we would encounter a region 
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where the l/f knee would fall like V i  when Vgr falls below V,. This behavior is shown in Fig. 10. 

We conclude that avoiding sweepout for detectors not only improves D i ,  but also reduces l / f  noise 

knees. 
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Fig. 9 Beneficial effects of high lifetimes are masked 
in heavy sweepout. 
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Fig. 10 The l/f noise knee is reduced at lower biases. 

5. CONCLUSIONS 

Based on the devices we have built and tested, and on the theory of operation of such devices 
we can draw the following conclusions: 

a) For GOES LWS type applications, one obtains higher D i t s  than normally achievable by using 

detectors of split-geometry and by operating the detectors at low bias. 

b) Split-geometry detectors will provide higher resistance and responsivity than square detectors, 
yielding higher performance at lower bias. 

C) Low bias operation will mitigate sweepout effects, allowing better processing and higher bulk 
lifetimes to have beneficial effects on performance. Conversely, strong sweepout masks the 
effects of high lifetime. 
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d) Power dissipation is significantly improved by operation at lower bias. 

e) The l/f noise knees are also reduced by operation at lower bias. 

If vendors are being constrained to operate in sweepout in order to meet the responsivity 
requirement, it would be beneficial to relax the responsivity requirement and make up the signal 
shortfall with upstream electronic gain. This would allow detector operation at lower bias with all the 
attendant benefits listed above. 
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Photovoltaic HgCdTe detectors for advanced GOES instruments 

M. B. Reine, E. E. Krueger, P. O’Dette and C. L. Terzis 

Lockheed Martin IR Imaging Systems 
Lexington, Massachusetts 021 73 

ABSTRACT 

There has been significant progress made during the past several years in PV HgCdTe technology for 
advanced long wavelength remote sensing applications. Useful cutoff wavelengths have been extended to beyond 
17.0 pm. Junction quality has been improved to the point that D* > 3x10” cm-dHdW can be achieved at 
temperatures of 60-65 K. The Atmospheric Infrared Sounder (AIRS) instrument, scheduled for launch in the year 
2000 as part of the NASA €OS Program, uses long linear multiplexed arrays of PV HgCdTe detectors with cutoff 
wavelengths extending as far as 15.0 pm at 60 K. PV HgCdTe offers many advantages over PC HgCdTe for 
advanced remote sensing instruments: negligible l/f noise, much higher impedance so that cold preamps or 
multiplexers are possible, backside-illuminated two-dimensional arrays of closely spaced elements, 1 OX- 1 OOX better 
linearity, dc coupling for measuring the total incident photon flux, and a 42 higher BLIP D* limit. In this paper we 
compare the relative merits of PV and PC HgCdTe for advanced remote sensing instruments, we review recent data 
for linear arrays of PV kgCdTe with cutoff wavelengths as long as 17.5 pm at 70 K, and we project that PV HgCdTe 
should be able to meet or exceed the present demanding GOES LW Sounder D* requirements at T=100 K, with the 
additional benefits of negligible I/f noise and better linearity. 

Keywords: infrared detectors, HgCdTe, mercury cadmium telluride, GOES instrument, photoconductors, 
photodiodes, photovoltaic detectors, semiconductor devices 

1.0 INTRODUCTION 

Photoconductive (PC) HgCdTe infrared detectorsip4 have been used by many NASA and DoD spaceborne 
remote sensing instruments over the past 25 years for highly sensitive detection of 8-20 pm radiation. These detectors 
have been single elements or small linear arrays having 2 to 8 elements, and were radiatively cooled to temperatures 
around 90- 1 OS K, or mechanically cooled to temperatures near 77 K. 

The HgCdTe PC detectors in the GOES (Geostationary Operational Environmental Satellite) Imager and 
Sounder instruments on the recently launched GOES-8 and GOES-9 satellites are excellent examples of HgCdTe PC 
technology for remote sensing  application^.^^^ Lockheed Martin IR Imaging Systems’ built 7 of the 11 HgCdTe PC 
detector assemblies for the GOES-8 instruments and 9 of the 11 assemblies for the GOES-9 instruments. EG&G 
Judson 1 m 6  built the remainder of the GOES-& and GOES-9 PC HgCdTe detector assemblies. These radiatively 
cooled PC HgCdTe detectors have cutoff wavelengths as long as 14.8 pm, operate at 90-105 K, and achieve D* that 
approach the theoretical D* limit set by thermal g-r noise in high quality n-type HgCdTe. 

Advanced remote sensing instruments today are placing even greater demands on HgCdTe detector 
technology for the 8-20 pm spectral region. These increased demands are partly due to the lower temperatures now 
achievable with long-life advanced coolers, which are making possible detector operating temperatures of 60-65 K for 
long duration space missions. Advanced instruments want to realize fully the expected D* improvement in VLWlR 
HgCdTe detectors that results when the detector thermal noise is lowered (exponentially) by the lower operating 
temperature. Another reason for the increased demands is that advanced instruments are being designed for higher 
spatial and/or spectral resolution and rcquire orders-of-magnitude more detector elements in the focal plane. 
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Additionally, better linearity of the detector response at high photon fluxes is usually required, especially for 
interferometric sensors. 

Photovoltaic (PV) HgCdTe offer many key system advantages over PC HgCdTe for 8- 17 pm 
detection in advanced remote sensing instruments: negligible I/f noise, much higher impedance so that cold preamps 
or multiplexers are possible, backside-illuminated two-dimensional arrays of closely spaced elements, 1 OX- 1 OOX 
better linearity, dc coupling for measuring the total incident photon flux, and a 112 higher BLIP D* limit. PV HgCdTe 
technology has advanced rapidly during the past 10 years as a result of massive investments by APRA, the DoD and 
industry for second generation hybrid Infrared Focal Plane Arrays (IRFPAs) for 8-1 0 pm detection. Interestingly, one 
of the first applications of PV HgCdTe for spaceborne remote sensing was a thermoelectrically-cooled single-element 
implanted n-on-p photodiode with a cutoff wavelength of 5.6 pm at T=l85 K, designed and built by Lockheed Martin 
IR Imaging Systems for the Halogen Occultation Experiment (HALOE) remote sensor for the Upper Atmospheric 
Research Satellite (UARS)." 

The Atmospheric Infrared Sounder''-'' (AIRS) is an advanced remote sensing instrument that has pioneered 
the use of PV HgCdTe detectors to satisfy key system demands that are impossible to meet with PC HgCdTe. This 
high resolution, grating spectrometer, now being built by Lockheed Martin IR Imaging Systems, will utilize over 
4000 PV HgCdTe detectors configured in 10 separate hybrid multiplexed arrays to cover the 3.7-13.8 pm spectral 
region, with the longest cutoff wavelength being 15.0 pm. Two linear arrays of PC HgCdTe detectors will cover the 
13.7-15.4 pm band. All detectors will operate at a temperature of 60 K. The AIRS program has been responsible for 
extending the useful cutoff wavelength for PV HgCdTe from the 11-12 pm region out to beyond 17 pm, and for 
developing LPE film growth and array processing to the oint that high quantum efficiencies (>70%) and D* values 
in the 3-5x10" cm-dHzlW can be achieved at T=60 K. 16-19 

This progress has enabled PV HgCdTe to become a practical alternative to PC HgCdTe for 8- I7 pm detection 
in advanced remote sensing applications. Still, PC HgCdTe will continue to be the better choice for certain 
instruments, such as those with relatively small numbers of detectors, with detection requirements out to extremely 
long wavelengths, or with very large detector optical areas. For example, the HIRDLS (High Resolution Dynamic 
Limb Sounder) is an instrument being built by Lockheed Martin which will use 21 individual PC HgCdTe detectors 
operating at 65 K, with the longest cutoff wavelength being 15.5 pm. 

In Section 2 of this paper, we compare the relative merits of PC HgCdTe and PV HgCdTe for 8-17 pm 
detection in advanced remote sensing instruments. Section 3 summarizes recent data at T=60-70 K on high 
performance linear arrays of PV HgCdTe detectors with cutoff wavelengths out to 17.5 pm. In Section 4 we project 
that PV HgCdTe should be able to meet or exceed the present demanding GOES LW Sounder D* requirements at 
T=100 K, with the additional benefits of negligible I/f noise and better linearity than PC HgCdTe. 

2.0 COMPARISON OF PV AND PC HgCdTe FOR 15 pm REMOTE SENSING APPLICATIONS 

Table I presents a comparison of the key features of PC and PV HgCdTe detectors. It is noteworthy that the 
most technologically significant and highest performance PC and PV HgCdTe detectors today both have a 10- 15 pm 
thick n-type layer as the absorber layer in which photogeneration takes place. Photoconductors are processed from 
bulk-grown n-type HgCdTe wafers and are passivated with an n+ surface accumulation layer. Many different 
photodiode architectures have been explored for HgCdTe over the years, but the one architecture that has emerged to 
have the broadest applicability, for cutoff wavelengths throughout the 2.5-17.5 pm, and to give the highest 
performance is the P-on-n structure. This structure is most commonly realized by a two-layer LPE growth process, 
althou h this same device architecture is being adopted for HgCdTe photodiodes being grown by MOCVD" and 

, to MBE. Photoconductors usually require a relatively low donor concentration, on the order of 2-4x 10 
make the resistance as high as possible and the power dissipation low. The preferred donor concentration for P-on-n 

4 , 2 2  14 cm-3 
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photodiodes is higher, in the 1-2x 10’’ range. Nevertheless, the fundamental operating temperature limits for 
both PV and PC are set by the Auger-1 recombination mechanism in the n-type absorber layer, and hence the 
operating temperatures for PC and PV needed to achieve a given thermally-limited D*k are essentially the same. 

The basic configuration for photoconductors is a single element or a linear array, with radiation incident on 
the frontside of the detector, i.e., the same side of the detector that has the contact metals. The basic configuration for 
photodiodes is the backside-illuminated two-dimensional array, illustrated in Figures 1 and 2, in which radiation is 
incident on an infrared-transparent wide-band-gap CdTe or CdZnTe substrate, with the two-layer P-on-n detector 
grown epitaxially on the opposite face. Bump interconnects affix this detector array to either a circuit board for 
fanout to nearby cold preamp stages, or, for the case illustrated in Figure 1, to a silicon CMOS Readout Integrated 
Circuit (ROIC) which constitutes a hybrid Infrared Focal Plane Array (IRFPA). Here the PV configuration is more 
flexible, allowing two dimensional arrays of closely spaced detectors instead of only a linear array. The entrance 
surface for the backside-illuminated photodiode array is planar, as contrasted to the PC case where there is 
considerable topology that can scatter radiation and lead to crosstalk. The planar surface can be coated with low- 
reflectivity (< 1%) multilayer antireflection layers to ensure that as much of the incident radiation as possible gets to 
the n-type absorber layer. 

The process of photogeneration in the n-type absorber layers is the same for both photoconductors and 
photodiodes. However, the method whereby the two types of detector translate the photocarriers into external 
electrical signals is quite different. In the photoconductor, photogenerated carriers immediately cause a small but 
significant increase in the conductivity, and continue to do so until they recombine at a rate characterized by the 
excess carrier lifetime z. Recombination can be dominated by bulk recombination via, e.g., the Auger-1 process. by 
surface recombination, or by contact recombination. In the photodiode, the photogenerated carrier pairs must first 
diffuse to the edge of the depletion region, where they are then separated and contribute to a photocurrent in  the 
external circuit, or to a photovoltage in an open circuit arrangement. The quantum efficiencies of both 
photoconductors and photodiodes are essentially about the same, around 70430%. 

Resistances of photoconductors and photodiodes are vastly different. Typically, LWIR n-type HgCdTe 
Photoconductors have resistances of 25-50 ohm per square, and there is negligible change in this resistance when low- 
level signal radiation is incident, typically less that one part in lO’-I 06. Photodiode resistances usually decrease 
exponentially with increasing cutoff wavelength of the detector. They usually increase exponentially with decreasing 
operating temperature and with increasing reverse bias voltage. Typically, LWIR photodiode resistances range from 
as low as 1 x 1 O4 ohm to 1 x 10” ohm, depending on photodiode area, temperature, cutoff wavelength and bias voltage. 
Because of their low resistances, photoconductors do not match well to cold preamplifiers with tolerable amounts of 
power dissipation, and consequently there is no practical way to multiplex PC arrays containing large numbers of 
elements. Hence the number of photoconductors allowed in an array depends on how many leads can be handled and 
on how much bias power dissipation can be handled by the cooler. Moreover, the inability to have a cold preamp 
mounted next to the photoconductor element means that the noise level on the output leads is quite low, on the order 
of 10 nV/dHz, and care needs to be taken to avoid pickup and ground loops. The much higher resistances of 
Photodiodes allow them to couple well to a variety of CMOS or JFET cold preamp stages, and make it possible to 
multiplex large two-dimensional arrays in configurations as large as 128x1 28. 256x256 and 640x480. 

Because the change in the photoconductor resistance is so small, only ac operation is possible, i.e., one detects 
only time-varying changes in the detector resistance, and it is not possible to determine the absolute value of the 
Photon flux incident on the detector. An optical chopper is often used with PC HgCdTe to provide an ac input photon 
flux. Conversely, the photocurrent in a photodiode is proportional to the total photon flux incident, so one can 
determine the dc background photon flux as well as time-varying changes in photon flux. 
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Photoconductors require a dc bias voltage, usually 0.1-0.3 V, to convert the conductivity modulation into a 
signal voltage or current. Photodiodes are usually operated in a “short circuit” mode, with the preamp impedance 
much lower than that of the photodiode. It is usually desirable to operate the photodiode at a small reverse bias 
voltage of -15 to -30 mV for several reasons: realize a 42 decrease in the thermal noise current from the n-type 
absorber layer, to raise the junction resistance well above any series resistance that may be present in the photodiode 
itself or in the external circuit, and to suppress the preamp noise below the photodiode noise. 

The upper frequency limits to the useful electrical bandwidth of LWIR HgCdTe photoconductors and 
photodiodes are about the same, on the order of 200 kHz to 2 MHz, and can be varied somewhat and optimized for 
certain applications by variations in device design and device operation. The useful bandwidth of the PV may also 
depend in some cases on the total capacitance in the junction and the external circuit. 

Photodiodes have negligible power dissipation, whereas photoconductors have bias power dissipation 
typically on the order of 0.1-0.3 m W per element. However, the high impedance of PV devices renders them more 
susceptible to EMI, and consequently there is usually a need for a cold preamp stage proximate to the photodiode. 
For the hybrid multiplexed array configuration shown in Figure 1, each silicon CMOS preamp stage is directly 
beneath each photodiode. In non-multiplexed configurations, the preamp may be mounted on the cold fanout board 
adjacent to the photodiode, and the preamp may dissipate some amount of power itself, on the order of 1-3 mW. 

There is a major difference in the l/f noise characteristics of PC and PV HgCdTe detectors. The I/f knee 
frequency for well made PC HgCdTe devices is in the range of 30-200 Hz, whereas the typical l/f knee frequency for 
well-made PV HgCdTe devices is less than 0.3 Hz. This means that PV generally requires no optical chopper to raise 
the electrical frequency above the I/f noise region. 

Linearity of detector output signal at large signal photon flux levels is an important consideration for 
radiometric ~alibratability,~~-~’ and is especially critical for detectors used at the output of interferometers.26 
Photoconductors should be biased in the constant voltage mode to achieve best linearity, rather than the constant 
current mode. Another cause of nonlinearity, one that is more basic for both PC HgCdTe as well as PV HgCdTe, is 
the Auger-] electron-electron recombination mechanism that, ideally, should dominate the excess carrier lifetime in 
the n-type absorber layer. If An is the photogenerated electron concentration in the n-type layer, and nDARK is the 
steady-state electron concentration in the layer in the absence of photogeneration, then there are two limiting regimes: 

27 

linear region: An K Q for An << nDARK 

non-linear region: An K Q’” for An >> nDAm 

where the nonlinear (cube-root) dependence of An on photon flux Q at large values of An (>> nDAm) is an inherent 
feature of the Auger-1 recombination mechanism. PV HgCdTe is less sensitive than PC HgCdTe to this characteristic 
Auger-1 nonlinearity for three reasons. First, the PC output signal is directly proportional to An, whereas the PV 
output signal is proportional to the rate of collection of photocarriers by the depletion region, which is much more 
weakly dependent on An. Second, PC devices are designed to make An as large as possible, whereas PV devices have 
An equal to zero at the edge of the depletion region. Third, nDAm itself is much higher in PV (1-2x 1 O I 5  cm”) than in 
PC (2-4x 1 014 cm”). 

Surface passivation technology is well established for both PC and PV HgCdTe. PC devices are 
straightforwardly passivated with an ni surface accumulation layer, which has the disadvantage of inducing a shunt 
resistance that is comparable to the resistance of the n-type HgCdTe layer itself. The passivation of choice for PV 
HgCdTe has come to be an interdiffused layer of CdTe. Radiation hardness of both PC and PV is excellent for the 
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levels of total ionizing dose that spaceborne remote sensing instruments are likely to encounter. Both PC and PV 
HgCdTe are bake stable to temperatures of 95"- 100" C. 

In summary, we see that PV HgCdTe offers certain important over PC HgCdTe for advanced remote sensing 
instruments: negligible l/f noise, much higher impedance so that cold preamps or multiplexers are possible, 
configurational versatility with backside-illuminated two-dimensional arrays of closely spaced elements, 1OX- 1 OOX 
better linearity, dc coupling for measuring the total incident photon flux, and a 42 higher BLIP D* limit. 

3.0 RECENT DATA FOR 15 pm PV HgCdTe ARRAYS AT T=40-100 K 

In this section we review our recent data on VLWIR PV HgCdTe detector arrays. All photodiodes are in the 
backside-illuminated configuration shown in Figures 1 and 2. All photodiodes have the P-on-n heterojunction 
architecture shown in Figure 2. The two-layer HgCdTe films are grown at Lockheed Martin IR Imaging Systems by 
Liquid Phase Epitaxy (LPE), as described in References 16- 18. The mesa photodiodes are formed by wet etching and 
are passivated with our interdiffused CdTe process. Most of the data presented in this section are for 20- 100 element 
linear arrays consisting of two adjacent rows of 50x100 pm2 elements, which is the AIRS array configuration. These 
arrays are bump mounted onto sapphire fanout boards, which are mounted into 121 pin grid array flatpacks for 
electrical, optical and radiometric characterization in variable temperature dewars over the 100-40 K temperature 
range. 

The spectral response characteristics of these backside-illuminated VLWIR P-on-n LPE PV HgCdTe 
photodiodes are well behaved and are classical in shape, as illustrated by the data in Figures 3 and 4. Data for relative 
response per Watt (upper curve) and relative response per photon (lower curve) are shown in Figure 3 for a 
photodiode at T=60 K. The cutoff wavelength k0, defined as the wavelength at the 50% point of the long 
wavelength fall-off of the relative response per Watt, is 15.4 pm at T=60 K. The peak wavelength in the relative 
response per Watt curve is at 14.0 pm, consistent with the empirical relationship for HgCdTe devices that the cutoff 
Wavelength is about 10% longer than the peak wavelength. The fall-off of both curves is sharp, and the response (per 
photon) at wavelengths less than the peak wavelength is relatively independent of wavelength. The increase of the 
cutoff wavelength with decreasing temperature is well illustrated in the data in Figure 4 for a HgCdTe photodiode 
With a cutoff wavelength of 15.04 pm at T=60 K. These data were taken by K. Seaman at the Jet Propulsion 
Laboratory. Here the relative response per Watt curves show the expected increase in cutoff wavelength as 
temperature is lowered from 80 K to 40 K. 

The most widely accepted figure of merit for quantitatively describing the quality of an infrared photodiode is 
the &A product, which is the product of the resistance & at zero bias voltage and the photodiode area A. The upper 
h i t  to detectivity D* set by thermal noise in a photodiode operated at zero bias voltage is given by: 

where h is the wavelength, 
Boltzmann's constant. and T 

h is Planck's constant, c is the speed of light, 7 is the quantum efficiency, k is 
is the photodiode temperature. The b A  product is determined by those mechanisms 

that determine the junction current near zero bias voltage. The highest possible &A product is achieved when all 
defect-generated, tunneling and shunt leakage current mechanisms are suppressed through the use of the highest 
quality starting material and the use of well established device processing, and the only remaining current mechanism 
is diffusion current from an n-type absorber layer in which the lifetime is set by the Auger-] electron-electron 
recombination mechanism. A useful estimate of the ultimate &A product achievable in the technologically perfect 
one-dimensional finite-base HgCdTe P-on-n photodiode is given by: 
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where jsAT in the saturation current density, g~ is the thermal generation rate per unit volume, ni(x,T) is the intrinsic 
carrier concentration for HgCdTe, d is the thickness of the absorber (or base) layer, T~ is the Auger-1 lifetime, ND is 
the donor concentration in the absorber layer, and e is the electron charge. Indeed, the goal of HgCdTe photodiode 
technology development has been, for a given combination of cutoff wavelength and operating temperature, to 
achieve a dependable capability for photodiodes that have their &A products as high as those given by this equation. 

That this goal has been achieved in our best LPE P-on-n photodiode arrays is demonstrated by the &A data 
plotted in Figure 5 versus 1000/T for an element with a cutoff wavelength of 15.5 pm at T=60 K. The b A  product 
increases exponentially with decreasing temperature. The data points agree well with the predictions for a photodiode 
limited only by Auger-1 n-side diffusion current down to temperatures below 60 K. The solid curve in Figure 5 is a 
plot of Equation 2 for d=20 pm and N D = ~ . O X ~ O ' ~  

The I-V curves for this element, plotted in Figure 6 for temperatures of 40, 60, 70 and 100 K, illustrate that 
diffusion current limits the I-V curves over a considerably large region of reverse bias voltage, even down to 
temperatures as low as 60 K. VLWIR HgCdTe photodiodes are typically operated at reverse bias voltages in the -20 
to -40 mV range. Note- that at 100 K the current at reverse bias voltages out to -300 mV shows no sign of tunneling 
current. Some tunneling current can be seen as the temperature is lowered and as the thermal current mechanism 
decreases exponentially with decreasing temperature, until at 40 K tunneling current dominates the reverse bias I-V 
for voltages beyond -20 mV. At 60 K, the intended operating temperature for the AIRS IRFPA, tunneling current 
begins to dominate at - 100 mV, well beyond the intended operating bias range of -20 to -40 mV. 

The maturity of our VLWIR LPE P-on-n HgCdTe photodiode technology is demonstrated by the 60 K data 
for &A plotted versus the 60 K cutoff wavelength in Figure 7 for many AIRS-format linear arrays of 50x100 pmz 
elements. Each data point is the average &A of a linear array having from 20 to 100 elements. The average quantum 
efficiencies for these arrays at 60 K are in the 60%-80% range. The dashed curve is a plot of Equation 2, and the best 
data in this plot are at the limit set by Auger-1 n-side diffusion current. Also shown in Figure 7 are plots of Equation 
1, showing the combinations of b A  product and cutoff wavelength needed to achieve thermally-limited peak- 
wavelength D* values of 2x10" and 1 ~ 1 0 ' ~  cm-dHzlW at T=60 K. For these iso-D* curves we assumed that the peak 
wavelength h p ~ ~ ~  was equal to O.9x&-o7 and that the quantum efficiency was 70%, a value which is typical for the 
arrays represented in Figure 7. 

Good uniformity of the &A product is illustrated in Figure 8 for a 20-element AIRS-format test array for 
temperatures of 100, 80, 70 and 60 K. The cutoff wavelength for this array at 60 K is 15.7 pm. Also plotted in this 
figure are the dynamic resistance-area products RDA at reverse bias voltages of -20 mV and -40 mV. At the highest 
temperature of 100 K, thermal current dominates both the b A  and the RDA products, and the element-to-element 
profiles for all three are quite uniform, as expected for thermal current mechanisms. As temperature is reduced, there 
is exponentially less thermally generated current, and the reverse bias RDA products become progressively less 
uniform, being influenced to a greater degree by non-thermal defect-related current mechanisms. The b A  profile 
remains quite uniform, even down to 60 K. But the reverse bias RDA products, especially at the larger reverse bias 
voltage of -40 mV, have much more variation from element to element. Nevertheless, this array is quite functional at 
60 K when the reverse bias voltage is kept to -20 mV. 

A summary plot of b A  versus cutoff wavelength for T=70 K is shown in Figure 9. As in the analogous plot 
in Figure 7, the open data points are the average &A values at 70 K for AIRS-format linear arrays with 20 to 100 

506 ISPIE  Vol. 28 I 2  



elements. The average quantum efficiencies for these arrays are in the 60%-80% range, just as for the data in Figure 
9. Here we have added recent 70 K data for backside-illuminated circular mesa P-on-n LPE HgCdTe photodiodes. 
Each data point is the b A  for the best of several 350 pm dia. mesa devices selected from a variable-area diagnostic 
array. The longest cutoff wavelengths at T=70 K are 17.4- 17.5 pm. The quantum efficiencies for these circular mesa 
devices are in the 6 1-73% range. 

4.0 PV HgCdTe SHOULD MEET OR EXCEED 
GOES LW SOUNDER DETECTOR REQUIREMENTS AT T=100 K 

The Imager and Sounder instruments now successfully operating on the GOES-8 and GOES-9 satellites 
contain some of the most carefully designed and processed LWIR HgCdTe photoconductive detectors ever made.'-' 
These detectors, produced by Lockheed Martin IR lmaging Systemss and by EG&G Judson I n c 6  are radiatively 
cooled and operate at temperatures between 90 K and 105 K. Of the five different types of detector in the Imager and 
Sounder instruments. the most demanding requirements were those for the LW detectors in the Sounder instrument, 
which had the longest cutoff wavelengths: 

Active area: 50x50 pmZ 
Cutoff wavelength: 14.8 pm 
Operating temperature: 100 K 
Background photon flux: 
Detectivity : 

Bias power dissipation: 
Preamp & system noise: 

1 . 2 ~  1 OI7 ph/cm2-sec 
2 . 7 ~ 1 0 ' ~  cm-dHz/W at 100 Hz 
2 . 0 ~ 1 0 ' ~  cm-dHzlW at 40 Hz 
< 1.7 mW 
4.0 nV/dHz 

These requirements arc made difficult' because the required D* is just at the theoretical limit for n-type HgCdTe 
photoconductors for this combination of cutoff wavelength and temperature. Equally significant is the high preamp 
and system noise level o f 4  nV/dHz, which requires biasing the detector until the detector noise is well above this 
value, a challenging thing to do in view of the power dissipation limitations imposed by radiative cooling, and the 
decreasing Auger- 1 lifetime in n-type HgCdTe at this temperature and cutoff wavelength. 

Could PV HgCdTe meet these challenging requirements? It appears that it could. Recall from the previous 
section - Figure 6 in particular - that the behavior of VLWIR P-on-n HgCdTe photodiodes at higher temperatures 
becomes more and more dominated by the large amount of diffusion current thermally generated in the n-type 
absorber layer. Under these conditions the I-V curves follow the ideal Shockley relationship very well, and we can 
expect large increases in dynamic resistance at reverse bias voltage. This is illustrated well by the I-V curves in 
Figure 10 for a P-on-n photodiode at T=IOO K with a cutoff wavelength of 13.4 pm at 100 K. Note that the reverse 
bias I-V curve shows hard saturation out to -300 mV, and that the dynamic resistance RD(V) increases by nearly two 
orders of magnitude from zero bias voltage to -50 mV. The dynamic resistance RD(V) follows very closely the 
exponential behavior, shown by the dashed line in Figure 6, that is expected for an ideal diode whose I-V curves are 
limited only by diffusion current. 

The GOES LW Sounder PV HgCdTe detector would be operated 
several reasons. First, the thermal noise current is reduced by a factor of 
that the thermally-limited D* is 42 larger than that for zero bias voltage: 

at strong reverse bias (i.e., -eV/kD> 1 ) for 
1/42 from its value at zero bias voltage, so 

D'k(-eV >> kT) = 
hc 

(3) 
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For T=100 K, kT=8.6 mV and a reverse bias voltage of -25 mV would be sufficient to reach the strong reverse bias 
regime. The second benefit of reverse bias is that the dynamic resistance is, for -eV=3xkT, about 20 times the zero 
bias resistance b, which would help raise the dynamic resistance well above any series resistance. The higher 
dynamic resistance would also help to suppress preamp noise below detector noise. 

The various limits to D* are plotted versus b A  product for the GOES LW Sounder detector conditions in 
Figure 11, for the case of a photodiode operated at T=100 K under strong reverse bias. We assumed a reasonable 
value for quantum efficiency of 70%, and a preamp noise voltage eN of 4 nV/dHz. We see that a D* value of 4 . 0 ~ 1 0 ' ~  
cm-dHdW can be achieved for an b A  product of 0.1 ohm-cmz. 

The required combination of &A product of 0.1 ohm-cm2 and cutoff wavelength &-o of 14.8 pm at 100 K 
should be achievable in an LPE P-on-n HgCdTe photodiode, as shown by the plot of &A data for AIRS-format arrays 
at T=100 K versus cutoff wavelength in Figure 12. As in Figures 7 and 9, each data point is the average for an AIRS 
linear array with 20 to 100 elements. The data follow well the solid curve, which is the one dimensional &A 
expected for only diffusion current from an n-type absorber dominated by Auger-1 recombination (Equation 2). The 
longest cutoff wavelength at 100 K for which we have data thus far is 13.9 pm, but the trend of the data shows that an 
b A  value of 0.1 ohm-cm2 should be expected for a cutoff wavelength of 14.8 pm. 

Hence the projected D* for an LPE P-on-n HgCdTe at T=lOO K, operated at strong reverse bias, is at least 
4 . 0 ~  10" cm-dHdW, which meets or exceeds the GOES LW Sounder requirement. An important advantage that PV 
enjoys for this application is the absence of l/f noise; the I/f knee frequency for PV HgCdTe would be less than 0.3 
Hz, as compared to the knee frequencies of 50-200 Hz common for the GOES PC LW Sounder detectors. Another 
significant advantage is the one-to-two order of magnitude better linearity that PV HgCdTe enjoys over PC HgCdTe. 
The photodiode would be in the standard backside-illuminated configuration, with a planar CdTe entrance surface 
that has a low-reflectivity coating. The detector would be bump-mounted onto a sapphire fanout board, which would 
also hold a cold preamp and a temperature sensor. 

5.0 CONCLUSIONS 

There has been significant progress made during the past several years in PV HgCdTe for technology for 
advanced long wavelength remote sensing applications. Useful cutoff wavelengths have been extended to beyond 
17.0 pm. Junction quality has been improved to the point that the &A products are limited by Auger-] n-side 
diffusion current down to temperatures of 60 K for cutoff wavelengths as long as 15.5 pm, and D* > 3x10'' cm- 
dHdW can be achieved at temperatures of 60-65 K. The AIRS instrument, scheduled for launch in the year 2000 as 
part of the NASA EOS Program, uses 334-element bilinear multiplexed arrays of PV HgCdTe detectors with cutoff 
wavelengths extending as far as 15.0 pm at 60 K. 

PV HgCdTe offers many advantages over PC HgCdTe for advanced remote sensing instruments: negligible 
1 /f noise, much higher impedance so that cold preamps or multiplexers are possible, configurational versatility with 
backside-illuminated two-dimensional arrays of closely spaced elements, 1 OX- 1 OOX better response linearity, dc 
coupling for measuring the total incident photon flux, and a 42 higher BLIP D* limit. 

As an example of the applicability of VLWIR PV HgCdTe, we project that a PV HgCdTe should meet or 
exceed the demanding GOES LW Sounder D* requirements. A projected D* value of at least 4 . 0 ~ 1 0 ' ~  cm-.\IHdW 
should be achieved by an LPE P-on-n HgCdTe photodiode with a cutoff wavelength of 14.8 pm, operating at 100 K 
under strong reverse bias, with the additional advantages of negligible l/f noise and one-to-two orders of magnitude 
better response linearity. 

508 1 SPIE Vol. 28 12 



The advantages of PV HgCdTe will be more important for some remote sensing applications than for others, 
and the relative merits of PV versus PC for a given system will, as always, need to be considered in the context of 
overall system performance, cost, risk and schedule. PC HgCdTe is a more mature technology than PV HgCdTe, and 
PC HgCdTe is a more simple device. If PC HgCdTe can satisfy all the system technical performance requirements, 
then it would be the natural choice from the standpoint of cost, risk and schedule. However, PV HgCdTe now offers 
the system architect exciting new possibilities for advanced remote sensors that would not be achievable with PC 
HgCdTe. In the final analysis, the choice between PV and PC HgCdTe will depend on the precise details of the 
performance requirements, technological suitability, and programmatic constraints. 
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Table 1. Comparison of photoconductive (PC) and photovoltaic (PV) HgCdTe infrared detectors. 

PC PV 

Material 

Array configuration 

Resistance 

Gain 

Quantum efficiency 

Electrical coupling 

Bias voltage 

Power dissipation 

Electrical bandwidth 

Iff noise knee frequency 

Linearity 

Noise mechanisms 

Surface passivation 

Radiation hardness 

Thermal bake stability 

n-type bulk-grown 

60-1 80 element linear arrays 

25-50 ohm per square 

100-200 

70-80% 

ac only 

0.1-0.3 V required 

0.1-0.5 m W per element 

0.2-2 MHz 

30-200 HZ 

good 

thermal g-r noise 
background g-r noise 
l/f noise 

n+ accumulation layer 

excel lent 

9 5 O  c 

P-on-n two-layer LPE 

MxN mosaic arrays 

iX1o4 - lX1o7 ohm 

1 

70-80% 

ac and/or dc 

15-30 mV reverse bias desirable 

negligible 

0.2-2 MHz 

< 0.3 Hz 

better than PC by 1 OX - 1 OOX 

shot noise on thermal current 
0 shot noise on photocurrent 

CdTe interdiffused layer 

excellent 

looo c 
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Backside-illuminated NxN P-on-n HgCdTe detector array 

Unit cell area: 40 x 40 pm2 - 60 x 60 pm2 
Indium bumps interconnect detector array to silicon CMOS multiplexer chip 

N = 64,128,128,256,. . . 

Infrared 
Radiation 

/- N x N  

I I t  I 
lterconnects 7 I P-Type 
- Indium 

I I HgCdTe 

CMOS Silicon 
Multiplexer Chip 

with N x N Unit Cells 

F- - 
I 

Unit Cell ---+I 

Figure 1. Two-dimensional arrays of backside-illuminated HgCdTe photovoltaic detectors are hybridized to silicon 
CMOS ROICs to form large Infrared Focal Plane Arrays (IRFPAs). 

N-type base layer: 
9 Tellurium-rich horizontal slider 

15-20 pm thick 

Mercury-rich vertical slider 
Arsenic doping to 10'' cW3 
1 to 2 pm thick 

Indium doping to 1015 cmJ 

P-type cap layer 

INFRARED 
RADIATION 

CdTe SUBSTRATE 1, $ I 
- n-HaCdTe BASE LAYER - 1  

I 

L INDIUM BUMP I 
INTERCONNECT I I 

I 
1- DETECTORAREA ___ I 

Figure 2. Cross section of a backside-illuminated LPE P-on-n HgCdTe photodiode. The SEM photo shown a two- 
dinemsional array of 50x50 pm2 HgCdTe photodiodes prior to hybridization. 
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Figure 3. Relative spectral response per Watt (upper curve) and per photon (lower curve) for an LPE P-on-n HgCdTe 
photodiode at T=60 K with a cutoff wavelength of 15.4 pm. 

Data taken 
AIRS Array 
hco(60 K) = 

Figure 4. Relative spectral response (per Watt) for an LPE P-own HgCdTe photodiode for temperatures between 40 
and 80 K. 
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Figure 5 .  versus 1000/T for an LPE P-on-n HgCdTe photodiode over the 40- 100 K temperature range. 
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Figure 6 .  Current-voltage curves for the photodiode of Figure 5 over the 40- 100 K temperature range. 
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Photoconductive HgCdTe Detector Assemblies for the GOES Imager and Sounder Instruments 

JM. Hartley, M.B. Reine, CL. Tenis, A.J. Vemlli, RT. Hassler, and E. Lesondak 

Lockheed Martin IR Imaging Systems 
2 Forbes Road 

Lexington, Massachusetts 02173 

ABSTRACT 

The GOES Imager and Sounder Instruments each utilize several HgCdTe photoconductive (PC) detectors and detector 
arrays for detection over the to 6.5 to 14.7 pm region. These high performance detectors are integrated with germanium 
aplanat lenses and mounted in miniature hermetically sealed housings. There are demanding requirements on the radiometric 
performance of these detector assemblies. For LW Sounder detectors, the highest possible sensitivity achievable by a practical 
HgCdTe photoconductor at the operating temperatures of 100 to 105 K was required. Lockheed Martin designed, fabricated, 
tested, packaged, qualified, and delivered 7 of the 11 HgCdTe PC detector assemblies for GOES-8, and 9 of the 11 assemblies 
for GOES-9. All the n-type HgCdTe starting material was grown at Lockheed Martin. 

This paper reviews the specification process, design, testing, packaging, and selection of the detector assemblies for the 
Lockheed Martin HgCdTe detector assemblies used in the GOES Imager and Sounder Instruments. We discuss the importance 
of the specification of HgCdTe detector assemblies to achieve the best match between the detector and sensor. The basic pack- 
aging considerations for ease of assembly, test and instrument integration are also discussed. The levels of detector testing and 
the value these tests provide to the instrument integrator for diagnostic and long term science data are presented. 

Keywords: Infr-ared detectors, mercury cadmium telluride, HgCdTe, GOES instrument, semiconductor devices, photoconductors 

1. BACKGROUND 

In February 1991, Lockheed Martin was contracted to build replacement HgCdTe photoconductive detectors for the 
GOES-I insuument with a six month delivery. The strategy Lockheed Martin pursued to fulfill this effort was to leverage our 
production experience and equipment from the Army Common Module program to change only what was necessary to meet 
the GOES objectives and minimize the risks of those changes. The approach was based on our ability to provide HgCdTe 
detectors with maximum uniformity, stability, and reliability in the minimum amount of time. Lockheed Martin used their own 
in-house design capabilities for photomask and vacuum dewars to provide rapid turnaround of the hardware. 

Existing test equipment was redesigned and modified for the five device types required. Because we grow our own 
HgCdTe material and maintain a large inventory of well characterized. high quality HgCdTe wafers covering a wide range of 
cut-off wavelengths, it was possible to design the detectors and start fabrication within two months of the contract award. 
Lockheed Martin aIso made use of its optical design and test capabilities to test the germanium aplanat lenses before mount- 
ing, and benefited from its experience in IR system modeling, and integration and test, to assist in selecting the best detectors 
for each instrument. 

2. INTRODUCTION 

The detector assemblies built for the GOES instruments fall into five categories. There are three devices for the Imager 
instrument and two for the Sounder instrument. Their device characteristics and the number of units required per instrument 
are described in Table 1, In total, 63 units of the five device types were delivered, including all of the Imager 3's and 4's, and 
the M W  Sounders for all of the satellites. To perform quickly on such a diverse contract, it was necessary to approach the prob- 
lem in a systematic way, starting with reviewing the specifications and using this information to design the detectors. A test 
approach to evaluate the deviccs must be chosen and the producibility of the packaging must be addressed to select the best 
detectors for timely delivery to the instruments. 
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Table 1. Lockheed Martin IR Imaging Systems has made most of the HgCdTe Photoconductive Detectors for GOES-I 
and GOES-J Satellites 

Filter 
Wavelength 

Band 
(pm) 

6.5 - 7.0 

10.2 - 11.2 

Band 

Imager I3 

HgCdTe PC 
Detector 

Configuration 

2-element 
array 

4-elemen t 
linear array 

Imager I4 

Area 
@m2) 

100 x 100 

50 x 50 

Number of 
Units GOES-I GOES-J 

Required (GOES-8) (GOES-9) 

1 Lockheed Lockheed 

1 Lockheed Lockheed 

Martin Martin 

Martin Martin 11 Imager I5 1 11.5 - 12.5 4-element I lineararray 

Sounder, M W  6.2 - 11.8 single 

Sounder, LW 11.2 - 15.4 single 
element 

I Lockheed I Judson I Martin 
50 x 50 

75 x 75 Lockheed Lockheed 

50 x 50 Lockheed Lockheed 
Martin: 1 Martin: 2 
Judson: 3 Judson: 2 

2.1 Specification review 

Whcn designing a sensor, it is important to have a model to project the end system performance. The model utilizes the per- 
formance of the subcomponents under the operational conditions of the instrument. In a detector specification, the system 
designer must define operating temperature, background photon flux, detector size and configuration, maximum bias power dissi- 
pation allowablc. and prcxnp noise voltage. The spectral bandpass to be covered and the number of detectors needed for coverage 
are also requircd. This information must be established prior to the design of the specific detector device. 

For HgCdTe, the pcak response of the detector performance is within 10 - 12% of the cutoff wavelength. After the system 
spectral filter is defined, the detector designer chooses the material cutoff wavelength to be 10 -12% longer than the system fil- 
ter bandpass. This guarantees the filter cutoff is controlling the system response, not the deteclor cutoff. The bandpass for the 
long wave (LW) Sounder is defined to be 2.7 pm wide. Narrow spectral filters split the broader bandpass into seven individual 
channels. The LW Sounder’s longest channel was specified at 14.7 p. One of the difficulties encountered with the LW 
Sounder performance requirements was a combination of the long wavelength cutoff (16.17 pn), and the width of the band- 
pass to be covered. 

Figure 1 shows the response curve of an HgCdTe detector. Note that the normalized response falls off at the shorter wave- 
lengths and, over the 2.7 p waveband of the LW Sounder, the response varies by up to 10%. Combining this response variation 
with the fact that the maximum attainable detectivity, D*, decreases with incrcaing cutoff wavelength, the amount of perfor- 
mance in channel 1 (the longest channel) vs. the performance in Channels 6 and 7 (near 12.5 p) became a serious system level 
trade. 

The performancc in Channel 1 could be maximized only at a cost of reduced D* in Channels 6 and 7. It became an issue for 
the science team to select which area of the spectrum was of greater interest to the community. Because this decision was made 
after the detectors were fabricated, the opportunity to select material with a cutoff to optimize detector performance for Channels 
6 and 7 never occurred. A potential solution to maximizing performance across the enlire LW Sounder waveband would have 
been to split the bandpass over two separate detectors, each with a narrower bandpass. This was not viable for the detector remfit 
portion of GOES NEXT, although these issues should be considered when designing additional instruments using long wave- 
length detectors. 
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Figure 1. Longwave HgCdTe Spectral Response from a Detector Fabricated at Lockheed Martin 

2.2 Detector design 

To design each GOES device, the Lockheed Martin photoconductive detector model was used. The sensor defined crite- 
ria, plus HgCdTe material characteristics and process-related parameters, are used to predict detector performance prior to 
fabrication and test. Detector design inputs to the performance model include the cutoff wavelength, the active area length 
and widths, contact extensions at both the positive and negative contacts, if required, and the antireflection (AR) coating thick- 
ness. Process-dependent parameters which effect detector performance, such as detector thickness, quantum efficiency at the 
peak response, surface recombination velocity, surface passivation conductance, and l/f noise coefficient, are used in the 
model. These parameters are fed into the design of the different photomask layers and the choice of fabrication processes. The 
HgCdTe material characteristics used in the model are the measured FTIR cuton at 300 K, and the HgCdTe alloy composition, 
donor concentration and the electron mobility in the HgCdTe at 77 K. These material characteristics are used to choose the 
HgCdTe wafers to be processed from inventory. The model is used to predict detector performance. Some of the outputs 
include predictions of peak wavelength, detector resistance, bias power dissipation, detector response time, detectivity (with- 
out l/f noise), and the voltage responsivity. Estimates of the noise characteristics such as the g-r noise voltage, Johnson noise 
voltage, l/f noise voltage at 1 Hz, and the l/f noise comer frequency are also generated by the model. 

The information from the model is used for determining photomask layout and array processing steps, including the 
choice of passivation techniques utilized. As the GOES contract progressed, it became clear that detector arrays wilh higher 
performance levels than originally specified would be required to meet instrument performance. Using the detector model, and 
feeding back detector data from the early processing lots into the model, provided a method to initiate thoughtful changes to 
the detector designs to optimize performance, rather than a trial and error approach to better devices. Figure 2 shows how the 
detector performance changed to fit the changes in the LW Sounder specification. Lot 3 reflects the original specification. A 
change in the material selected and the extended contact mask increased the performance in Lot 6. Lot 9 data reflects a differ- 
ent passivation process from the earlier fabrication lots. Lots 13 and 15 contain devices where the active area was increased to 
increase the optical throughput of the system. Higher bias currents were required to reach performance levels equivalent to the 
smaller devices, due to the increased detector width. The performance of these devices became limited by the maximum 
power dissipation allowed. Detectors from Lots 6 and 9 are flying on GOES I and J. 
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Figure 2. LW Sounder Performance Reflects Changes to the Specification 

One portion of the detector design that docs not come from the model is the physical dimensions of the die. The length of the 
die is determincd by the distance required from ffie activc area to the wirc bonding pads. For single elements and very small 
arrays, the minimum width is determined by the smallest width that is mechanically stable; that is, the die must be wide enough to 
stand up on its own. Since the active area for the GOES dctcctors used only a fraction of Uie mechanically stable die, it was 
decided to use this dead space to replicate additional elements with different extendcd contact configurations. The minimum die 
size could support four elements. The Sounder devices each consist of a single clement. Imager 3 is a two-element array, and the 
Imager 4 and 5 are four-element arrays of identical layout. Each of the final housing dcsigns had sufficient space to allow for 
aligning any good detector, or array, on the die to the system interface. The Imager 4/5 housings could support a double die, one 
with two sets of four elements. This allowed every die to contain detector elements with at least two different extended contact 
configurations to help optimize detector performance (shown in Figure 3). Large quantities of data could be generated on each 
detector fabrication lot. This feature, combined with thc ability to test at the wder level, allowcd the rapid learning curve needed 
for the original contract's short schedule and generated a large data base for optimizing performance. 

2.3 Detector test and assembly 

Bccause of the enormous amount of data required and the need for short turnaround time, Lockheed Martin treated the test 
planning structure as though i t  was a production program. A baseline was designed and modifications made for device-specific 
rcquirernents. A common baseline for the software for all five devices reduced the cost of the software and the time required 
for bringing five sets of software online. All data sets contained information at both the Imager and Sounder test frequencies. 
Baseline software for the wafer cryoprobe equipment and one of Lockheed Martin's production test stations was written and 
debugged, prior to device specific modifications, such as active area size and appropriate constants being made. Data was 
taken automatically at multiple biases and frequencies. This data matrix was generated for rapid selection of optimum operat- 
ing bias, provided a flexible diagnostic tool for detector processing and later, was used at an instrument level to choose detec- 
tors for optimum sensor performance. A standard reference detector was run each day to verify the test station's operation. The 
reproducibility of the data from the standard eliminates wasted time by separating detector test results from test station anom- 
alies. A top-level flow chart for the Imager deviccs is shown in Figure 4. 
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Figure 3. Detector Performance Optimi~zd with Extended Contact Configurations 
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The detectors were fabricated on the standard production line using customized processes when extra performance was 
required. The wafers were then moved into a wafer level screening, similar to the procedure for silicon processing, but per- 
formed at cryogenic temperatures. Then, the best die were diced from the wafers and mounted into pin grid arrays (PGAs) for 
further radiometric tests and spectral response testing. The selected detectors were mounted in the final housings and returned 
to test, prior to the mounting of the aplanat lens. Radiometric and spectral measurements at multiple temperatures were per- 
formed. For the Imagers, the radiometric testing was done three times at 101 K and once each at 94 K and 104 K. The spec- 
tral~ were recorded with and without the filters at all three temperatures. Spot scans at multiple biases were used to determine 
the active area sizes for each element. After a source inspection, the aplanat was installed in the housing, and the unit was vac- 
uum baked and back.6lled with nitrogen and a helium tracer. The unit was then returned for radiometric tests at a single temper- 
ature only, sent for a vibration test tr> verify workmanship. and then a operating bum-in cycle at liquid nitrogen temperatures. 
The final series of tests repeated the radiometric measurements and the spectrals without filters. 

One of the benefits brought from Lockheed Martin's production experience was using our cryoprobe test equipment, 
which allowed for a nondestructive, 100% screening, of the detectors at the wafer level. The existing equipment was modified 
to operate at operating temperatures for the Sounder or the Imagers. The cold shielding was modified for operating back- 
grounds between 3E15 -5E16 ph/cm/s. Software changes were made to increase the detector bias range and to allow for appli- 
cation of negative biases. This feature allowed €or testing of diierent extended contacts lengths on the positive and negative 
sides of the device to establish the effectiveness of different contact extensions. The data output included responsivity and sig- 
nal at 1 KHz, bias current, resistance, power dissipation, and 4 KHz noise. D* data was acquired at seven frequencies. These 
included 4 KHz, which is above any l/f comer frequency; 500 Hz and 250 Hz, the test frequencies for the Imagers; and 100 Hz 
and 40 Hz, the test frequencies for the Sounders. 

Other software features included the ability to easily change the detector area and background flux with each type of 
device tested, and the screening thresholds and defect codes installed for sorting out good die without reading each piece of 
data. If it were assumed an average wafer had 64 double die to be tested, with eight elements each, and that originally each ele- 
ment was tested at 8-bias currents, there were 28,672 pieces of data to be addressed for each cryoprobe test run. The defect 
codes allowed for rapid selection of the best devices, which were then diced out and sent for test dewar screening. The original 
defect codes identified pass/fail for D* at the two specified frequencies, power dissipation, and blackbody responsivity. As the 
detector requirements were changed and more was known about which information was useful for each individual detector 
type, the cryoprobe software was revamped to reduce the number of biases used and customized the choice of biases for the 
specific device type. The longest possible detector lifetimes were required in order to try to meet the newer specifications. A 
new figure of merit was added to the cryoprobe software (called q T c  or zeta), which provided a measm of normalized detec- 
tor lifetime. Zeta removed the bias current and the detector resistance from the detector lifetime calculation. The new defect 
codes for zeta increased the ability to iden@ die which would meet the newer specifications at wafer probe. This information 
was summarized into wafer tables and maps for array selection and further analysis The selected die were then mounted into 
test dewars for radiometric and spectml testing with the channel-specific filters. 

For array screening, the best die were mounted into PGAs for testing in liquid ninogen dewars into which heaters and tem- 
perature sensors were installed. The purpose of this testing was to reproduce the final flux levels the devices will see as closely 
as possible before committing the die to the final housing. Up to 16 die could be tested in each PGA for screening of the single- 
die configuration devices, the Sounders and the Imager 3's. Eight each of the Imager 4 and 5 die could be tested. This maxi- 
mized the number of detectors which could be tested on each cooldown cycle, thus increasing the throughput. After the first 
few screening cycles of each device type, the cryoprobe data were correlated to the dewar test data. Over time, it was shown 
that the best detectors could be found from the wafer level tests and that the m y  screen was needed only for differentiating 
the finer points between devices. 

Standard formats on the detectors allowed for common test hardware and software. To facilitate the quantity of perfor- 
mance testing required, Lockheed Martin made use of its standard test dewar with wiring modified for GOES. With five physi- 
cally similar, but spectrally different devices, careful attention was paid to correctly reproducing the flux levels for each device. 
The cold shielding for array screen and the pre-aplanat detector testing represented the flux levels seen in the sensor at the focal 
plane, whereas the flux levels at post-aplanat test reproduced the energy deposited on the outside of the aplanat lens in the 
instruments. Because the major mechanical aspects of the detector housings were common for the three Imagers and common 
between the two Sounders, the test fixturing for the Imager devices was common to all Imagers. The Sounder devices had fix- 
tures common to the Sounder housings. The MW and LW Sounders had waveband-specific cold shields and apertures. The 
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bandpass filters, which were different for each channel, were mounted into fixtures specific to each device. Right filters were 
used for the Imager channels and the larger radiator windows were used for Sounder testing. All test dewars were interchange- 
able between all devices, Imager or Sounder. This allowed for rapid turnaround of devices at radiometric test. After radiomet- 
ric and spectral testing, the chosen die were mounted into their final housings. 

At the beginning of the program, it was decided to standardize the housing designs. This reduced the complexity of build- 
ing multiple device types simultaneously. The redesigned housings were common between the Imager 3, 4, and 5’s and 
between the Sounders. As discussed above, standard housings allowed for common fixturing for performance testing and 
assembly. Standardization of the housing packages for all of the Imager and Sounder units led to faster turnaround of the hous- 
ings for the short schedule. For the Sounder housings, only the height between the aplanat seat and the detector mounting sur- 
face was different Differences on the Imager packages were limited to the number of pins (four on the Imager 3 vs. eight on 
the Imager 4 and 5 packages), and the position of the locating pin hole. The position of the evacuation tube was changed to 
increase the producibility of the design. Another change was the reduction in the pin circle for the Imager housings, to elimi- 
nate an interference between the holes for the pins and the aplanat mounting surface. All parts were completely interchange- 
able with previously existing devices. An example of the final Imager and Sounder devices are shown in Figure 5. 

Figure 5. TOP Imager Aplanat Lens, Detector Mounted in Housing and Final Imager Device 
BOTTOM: Sounder Aplanat Lens, Detector Mounted in Housing and Final Sounder Device 

To provide reliable operation for up to ten years in space, Lockheed Martin treated the backfilled detector housing as 
though it were a vacuum housing. All seals are hermetic. Electrical feedthroughs are glass-to-metal sealed, similar to those 
used on the production programs. The housing is closed off with a copper evacuation tube, typical of all Lockheed Martin pro- 
grams. The aplanat lens is sealed with an approved, low outgassing, epoxy. A desirable feature of all housings is the aplanat 
lenses self-jigging into their mounts, which makes for easy and accurate installation. There is only one position for each 
aplanat to sit into the housing, and the tolerances on the mounting diameter guaranteed the aplanat would be correctly centered 
over a properly aligned detector. 

Housing standardization allowed for modular assembly tooling. A common carrier was used for alignment of the detector 
array into the housing, wire bonding, and aplanat installation. These carriers referenced tbe mounting surfaces of the housings 
to the alignment microscope and wire bonders. All assembly and inspection operations were carried out with the housings 
mounted in the carrier, and multiple units could be mounted in each carrier to increase throughput at each assembly step. me 
assembly and test tooling were designed with respect to the same mounting surfaces used by the instrument, assuring repro’ 
ducibility of results between measurements made during the detector build and those required during instrument integration. 
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One aspect of the housing design which would have made both detector testing and instrument integration easier would 
have been the installation of temperature sensors inside each detector/aplanat/housing assembly. The original GOES design 
did not have extra pins to allow for them and, as these were direct replacements for the existing design, temperature sensors 
could not be added. The detectors are extremely sensitive to changes in temperature. Detector resistance, and therefore the 
voltage across the detector, changes with temperature. Accurate performance data are dependent on knowledge of the actual 
test temperature. A separate temperature sensor would allow knowledge of the temperature independent of using each detec- 
tor’s resistance. 

2.4 Detector selection for system usage 

When designing a sensor, it is important to have a model that uses the performance of the subcomponents, under the oper- 
ational conditions of the instrument, to project the end system performance. Originally, this model is used to create the com- 
ponent and subsystem performance specifications. After the initial design phase, this model should be continually upgraded to 
reflect the actual measured performance of those subcomponents. One of the most significant aspects of the GOES detector 
contracts was the vast amounts of testing done on the detectors. These devices have had more test data taken on them than any 
other PC device ever built at Lockheed Martin IR Imaging Systems. The data were fed back into the various sensor models to 
improve the prediction of instrument performance. 

When setting up the system model, thought needs to be given as to which figures of merit will be used to determine the 
“goodness” of each component. It is highly desirable that the data requirements passed down to the detector vendor, for exam- 
ple, include those parameters that can be fed back into the model for verification. Some of the models for the GOES instru- 
ments included the spectral response over the band of interest, active area size, the detector resistance and responsivity, and 
the area weighted measure of detector output signal. System designers often desire to see the detector data reported in a format 
familiar to them, that is, report the data in terms of NEDT. When system level parameters, like NEDT, are used to describe 
detector performance, potential for calculation errors is introduced which can create emrs  in the system performance predic- 
tion when the faulty data are used. It is important for the system designer to define the detector performance in terms of stan- 
dard detector level test parameters. The detector data should be reported in terms as close to the actual measured signal and 
noise as is reasonable to reduce the chance of misinterpretation. 

It would be desirable to test detectors, and report their performance, measured under a focused incoming beam which r ep  
licates the system optical path. In this situation, one has to choose different figures of merit to C O K C C ~ ~ Y  use this information. 
All current detector performance figures of merit are defined to be under flood-illuminated conditions; therefore, the figures of 
merit, D* for example, become meaningless for a focused beam situation. Although creating figures of merit for the focused 
beam test configuration is under discussion in the industry, there is no current standard. The most accurate method for deter- 
mining how a detector will behave under the focused beam case is to build a simulator which replicates the behavior of the 
actual optical system. To correctly predict the behavior of the devices for the GOES instrument, the program made use of 
Lockheed Martin’s optical and mechanical departments to design and build simulators which replicated the two Sounders and 
the Imager 5 optical chains. The system engineers used the information from these simulators, in conjunction with the flood- 
illuminated detector data and the models, to choose the detectors that would operate best with the optical and electrical char- 
acteristics of the specific instrument. 

The measurements made on each of the final GOES devices included D*, responsivity and noise at multiple frequencies, 
and spectral measurements, all at multiple temperatures. The temperatures represented the nominal operating temperature and 
the expected temperatures at beginning and end of instrument life. The spectral response of each element was recorded with 
and without the filters at all three temperatures. This data can be used to calibrate out the effects of radiation on the filters over 
the service life of the instruments. Spot scans were taken to determine the active area sizes for each element. All of this infor- 
mation was plugged into the system models and used to select the specific devices to be used on the GOES instruments. 

The enormous quantity of testing on each device, partially described in Figure 4, was reformatted for use in selecting the 
best devices for each instrument. As part of the detector selection meetings, hundreds of graphs were created showing respon- 
sivity and low frequency noise vs. bias current, and the ratio of responsivity to the noise vs. bias current, for test data taken 
both before and after the mounting of the aplanat lenses. Because the GOES instruments, particularly the Sounder, operates at 
such low frequencies, the amount of low frequency noise and the location of the hcee frequency was a critical parameter in 
predicting the instrument performance. Detector noise was measured at seven frequencies on all Lockheed Martin dctectors 
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and all devices considered for flight use to identify the l/f knee. The pre-aplanat noise at 10,20,40,100,250, and 500 Hz was 
plotted against bias current to choose the optimum bias for the detector as it will operate in conjunction with the system noise. 
The multiple bias and multiple noise frequency data allowed for the trade-off of signal-level with the signal-to-noise ratio. All 
of this data was plotted for every HgCdTe detector available for mounting into the Imager and Sounder instruments. 

The value of having this data available for review to allow the system integrators to choose the detector with the most 
desirable characteristics is undeniable. The issue here is that very little of the data which was used at the time of detector 
selection was required to be taken or recorded. The actual specifications required data only at the optimum bias. as chosen by 
the detector vendor using his own test preamps. These preamps are often a factor of two or more better than the preamp noise 
in a real system with long cable runs, where additional noise can be picked up. The specification required data at only two 
noise frequencies; 40 and 100 Hz for the Sounders, and 250 and 500 Hz for the Imagers. It was only because Lockheed Martin 
chose to approach the contract as if it was a production order, use the single baseline for all five sets of software, and use pro- 
grammable test equipment, that the multiple biadmultiple-frequency data was available for the detector selection meetings. 
The value of this type of data has made this the standard test approach for our remote sensing detector contracts. 

3. CONCLUSIONS 

We have reviewed how the correct specification of the detectors is a direct outgrowth of the system design and modeling 
efforts. It is recommended that the system model should utilize standard detector performance parameters to reduce the poten- 
tial for calculation errors, which will create faulty system level performance predictions. The discussion of the detector design 
process shows how changes to the requirements after detector processing has started results in new fabrication runs, as the 
material selection and photomask design are Critical to determining detector performance. The basic packaging considerations 
for easier assembly and test were discussed along with issues associated with instrument integration and test. It is shown how 
a solid test plan can maximize the amount of data taken in the fewest cooldown cycles, provide the data for in-process diag- 
nostics to optimize detector performance and yield, and provide the information required to select the best device for the 
instrument. The value of correctly specifying all the detector test parameters to be reported can be seen in having the informa- 
tion available for selection of detectors, integration diagnostics, and assuring the long term science objectives are met. 
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High Performance HgCdTe Photoconductive Detector Assemblies for Space Applications 
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Advanced detector fabrication technology and high reliability packaging processes have been developed for the manufacturing of high 
performance HgCdTe photoconductors. These lnfrared array assemblies for use in GOES and other weather satellites operate at 
radiative cooler temperatures ranging from 95 to 1 15K. A large quantity of flight detectors sensitive to spectral wavelengths ranging 
from 7 to 16pm have been fully charactenzed. Detector performance data as a function of bias, temperature, frequency and cutoff 
wavelength are presented. A computerized model has been developed and reasonable agreements between computer projections and 
measured performance are obtained. T h s  model has been used successfully to identlfy an optimum set of materials and device 
parameters for a given set of system requirements. In addition, advanced assembly and packaging t echques  have been developed 
to ensure tight alignment tolerances, long-life hermeticity, low-outgassing and low internal reflection. Detector array assemblies have 
been demonstrated to withstand extensive qualification and environmental tests and the results are summarized. 
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I .  INTRODUCTION 
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Remote sensing of the earth from geostationary orbit in the infixwed presents several challenges to the detector vendor. First, to be 
able to detect small variations in temperature or radiance requires detectors with high detectivity 0') and responsivity (RJ. Second, 
to be able to maintain these qualities over the entire spacecraft lifetime requires high reliability detector and housing design and 
assembly processes. Since many of these application require operation at 1 OOK temperatures as well as detection of wavelengths 
as long as 15 microns, photoconductive Mercury Cadmium Telluride (HgCdTe) is the detector of choice for these applications. 
EG&G Judson is one of the very few detector vendors in the world that is qualified to build these high-reliability HgCdTe 
photoconductors which perform at the theoretical upper limits, giving our customers the highest performance and most reliable 
systems possible. Along with HgCdTe, we have been producing Indium Antimonide (InSb), Indium Arsenide (InAs) and Indium 
Gallium Arsenide (InGaAs) detector assemblies for spaceborne applications for over 12 years. Highlights of these programs are 
summarized in Table 1. In the following sections, we will discuss detector electro-optical performance projections versus 
achievements, packaging and assembly technology, and reliability demonstration under various environmental conditions. 
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TABLE 1 : SPACEFLIGHT DETECTOR PROGRAM SUMMARY 

528 ISP IE  Vol. 2872 
0-8 I94-2200-2/96/$6.O0 



2. ELECTRO-OPTICAL PERFORMANCE 

The objectives of h s  section are two-fold. First, we will present a computerized model and show that the computed performance 
matches very well with the measured data. Secondly, we will present fypical results obtained on recent space qualified HgCdTe flight 
detectors operating under low background conditions at low frequencies and radiatively cooled temperatures. EG&G Judson's success 
in producing high performance HgCdTe detectors with excellent stability is a direct result of the processing technology we have 
developed. This new process is based on a successful synthesis of a number of technological breahhroughs achieved at EG&G 
Judson including advanced surface passivation, stable and off-material contacts, ion beam delineation, and stoichiometric anneals. 

EG&G Judson has developed a computer model for analyzing HgCdTe photoconductors. Figure 2.1 shows the basic algorithm in 
which feedback loops are utilized Fmt, input parameters such as canier concentration, alloy composition, detector dimensions, and 
test conditions are fed into the computer. The computer model then calculates performance using equations either based on first 
principle or empirically derived, with a set of adjusting parameters such as surface state density and surface recombination velocity. 
The computed performance parameters include detectivity, responsivity, noise, resistance, and detector time constant. The next 
routines simultaneously match all these performance parameters to Judson's measured data over a wide range of alloy compositions, 
operating temperatures, background levels, detector dimensions, and bias currents. When the matchmg reaches an optimum point 
among all the performance parameters considered the feedback loops stop and the computation is complete. Reasonable convergence 
between computed performance and measured data over a variety of test conditions have been obtained. In many situations, detector 
performance reaches the fundamental limits of photoconductors. 

f 
SIMULTANEOUS MATCHING 

TO EG&G JUDSON'S HgCdTe DATA BASE 
MATCHING COMPUTED D*, Rv, VN, RD, T 

OVER A WIDE RANGE OF X, T, QB. IB & SIZE 

I 

AS A FUNCTION OF 
IB. T, QB, Qs 

FIGURE 2.1 EG&G JUDSON'S I-IgCdTe PHOTOCONDUCTOR MODEL 
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Having briefly described Judson's computer model, we now focus on comparing calculations based on the model to long wavelength 
infrared (LWIR) HgCdTe data measured at temperatures from 77 "K to 1 15 "K. Figures 2.2 through 2.4 show detector performance 
versus temperature for 33 x 33 micron detectors with a cold field of view (FOV) of 7 1 degrees. Figure 2.2 compares calculated and 
measured detectivity at 500 Hz versus temperature from 77 OK to 1 15 O K .  The solid squares are averages measured on 40 detectors 
and the triangles represent plus or minus one standard deviation. The dotted line represents calculated performance using a set of 
optimum parameters derived from the computer model. The agreement between data and computed performance is excellent. For 
a given alloy composition, the detector cutoff wavelength is an inverse function of temperature. Figure 2.3 shows both measured and 
calculated cutoff wavelength versus temperature. Again the agreement between calculations and measurements is exceptional. Figure 
2.4 shows responsivity as a function of temperature. Not only that the agreement between data and theory is remarkable, the 
d o r m i t y  among the 40 detectors sampled, represented by the tight standard deviations, is strikingly good in view of the fact that 
no bias adjustment was made to match the signal response among the 40 detectors. 
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Figures 2.5 through 2.7 displays detector detectivity versus frequency for a series of different cutoff wavelength detectors that are 50 
microns or less in size. Figure 2.5 shows the average detectivity for 14 detectors with a 9 micron cutoff at 105K with a 7 1 degree 
FOV. The various sources of detector noise are indicated in the legend. At high frequencies, D' is limited by the thermal g-r noise 
whde at low fiequencies, the D' is limited further by l/f noise and the preamp used to measure signal and noise. Figure 2.6 shows 
the average D' for 38 detectors with a 13 micron cutoff under the same operating conditions as Figure 2.5. The l/f knee, by 
dehtion, is the intersation of the g-r line and the 1 /f line, and in th~s case is 150 Hz. Once again, the agreement between the model 
and data is very good. In Figure 2.7, the averaged D' for 30 detectors with a 15 micron cutoff at 102K with a 40 degree FOV is 
shown. These detectors have a l/f knee below 60&, one of the lowest knee fiequencies ever reported. 

Figures 2.8 and 2.9 show D' as a function of bias power for 50 micron detectors. In Figure 2.8, average spectral D'at 250 Hz and 
500 Hz for each detector is overlaid onto the model. In most cases, the spacing between the 250 Hz and 500 Hz data is no more than 
the spacing between the model lines, and the data distribution in this bias range follows the inverse relationship between bias and 
D' very nicely. Figure 2.9 shows the bias power dependency of the average spectral D' model at three fiequencies with detector data 
points as indicated. Again, the data is grouped around the model with the frequency spaclng agreement quite remarkable. Figure 
2.10 presents D' versus wavelength data for 34 longwave GOES detectors with the projected spectral D* curves at 1 OHz and 1 OOHZ 
shown from 1 1 microns to 16 microns. 
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In addition to hgh D* performance, EG&G Judson also developed matenaldprocessing technology whch drastically improves spatial 
uformity of HgCdTe photoconductors Figure 2.1 1 shows the spatial uniformity achieved on a large area (1.6 x 1.6 mm), three cut- 
line detector with a cutoff wavelength of I7 microns at 95K. This data was taken with 8-1 2 micron radiation focussed into a 30 
micron diameter spot with response measured on 100 micron steps across the entire detector. Over 40% of the active area is 
responsive withm 10% of the maximum response point on the detector, remarkable for this long wavelength material. 

In conclusion, HgCdTe photoconductors fabricated at EG&G Judson have achieved the ultimate performance limits of thermal gr 
noise limited D' at above 100K. In addition, detectors with excellent l/f noise of less than 60 Hz knee frequencies have been 
demonstrated. A computer aided analytical capability has also been established which will enable us to conduct detector design 
optimization and systems performance tradmff analyses. Process and material controls are in place that yield detectors with 
exceptional spatial uniformity of response across the active areas as large as 2.2 x 2.2 mm. 

3. RELIABJLITY 

Quallty performance not only demands optimum sensitivity, it also mandates product reliability. The stability of the HgCdTe detector 
is affected by at least three factors in the fabrication process. The first one is surface passivation/encapsulation. Because of the high 
mercuy vapor pressure and the weak molecular bonding energy associated with HgCdTe, the detector surface can decompose with 
tme even at room temperature. EG&G Judson has developed a surface treatment coupled with a stoichiometric anneal resulting in 
a process which not only passivates the detector surface, reduces l/f noise and preserves the detector bulk lifetime, but also 
encapsulates the ternary alloy material which prevents decomposition and protects the device from external contamination. 
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FIGURE 2.1 1. 3D PROFILE OF SPATIAL. UNIFORMITY OF A LWIR HgCdTe 1.6 x 1.6 mm DETECTOR 

The second critical detector fabrication process affecting device reliability is the contact metals used. NASA discovered in 1981 a 
serious satellite sensorreliability problem traceable to HgCdTe detector failures (Final Report of the HgCdTe Intermetallic Growth, 
July 1981, NASA Goddard). Detector impedances signal and noise were found to have changed with time. The NASA Study Team 
conducted a thorough investigation on all of the failed HgCdTe detectors and found one common trait: all the failed detectors had 
indium contacts with gold wire bonds. Gold and indium formed an intermetallic compound which moddied the contact resistance 
to the extent that the total detector/contact impedance became unstable with time. EG&G Judson recognizes the importance of long- 
term device stability and has developed a double-beveled, non-indium based tri-metal contact technology with proven ohmic 
characteristics and long-term reliability. 

The third process element which could affect detector reliability is Wire bondmg. If the contact pads are formed on top of the HgCdTe 
material adjacent to the active area, the wire bonding operation has to be performed on the HgCdTe material. A high quality bond 
requires the application of a substantial amount of physical force such as ultrasonic energy and/or elevated temperature or else the 
bond might weaken upon thermal cycling. Such physical forces, if not managed properly, could produce mechanical damage and 
microfractures which will slowly propagate into the active region of the detector and degrade its performance with time. For k s  
reason, EG&G Judson has developed off-material bonding metallizations which connect the contact pads on top of the HgCdTe 
detector to the bonding pads down on the ceramic substrate. A high quality, mechanically strong wire bond operation, similar to that 
used in silicon IC industry, can now be performed on the bonding pads far f?om the HgCdTe material. 

To demonstrate the stability ofEG&G Judson's detectors, Table 3.1 shows an exeemely severe stress test conducted where 784 
temperature cycles were performed by our customer on 16 GOES detectors'. Detector parameters including resistance, signal, p 
noise and l/f noise were measured several times during temperature cycling. The worst case deviations (largest increases and 
decreases, not just standard deviations) were recorded on all these detectors parameters. The results shown in Table 3.1 filly 
demonstrate the reliability of EG&G Judson's HgCdTe photoconductor technologies. 

The quallty of fight worthy detector product depends not only on the stability of the detector but also on the reliability of the assembly 
housing which contains the detector arrays. 
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GOES HeCdTe DETECTOR STABILITY DEMONSTRATION 

Imager 5 Sounder Longwave 
(1 1 detectors) (5 detectors) 

Largest Largest Largest Largest 
Increase Decrease Increase Decrease YO Change 

Resistance 0.3% -0.2% 0.3% -0.3% 

Signal I .9% -0.7% 3.0% 0% 

Noise @ lOKHz 3 2% -4.8% 4.8% 0% 

Noise @ 1OHz 12.3% -19.4% 18.1% - 1  1.9% 

GOES 
Acceptance 

Criteria 

*2.5% 

*5.0% 

&15.0% 

*20.0% 

EG&G Judson has performed extensive environmental tests on space-qual focal plane array assemblies. Table 3.2 shows a summary 
of typical qualification tests conducted on each of the space programs listed. Although the pass-fail criteria are different due to 
different environmental conditions anticipated for the various missions, the focal plane assemblies produced by EG&G Judson passed 
all these tests. In many occas~ons, the qualification units have undergone tests exceeding the listed conditions by ten-fold and are still 
operating reproducibly 
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6Warls. 3 axe5 
10,OOOg, 1 mln., 

GX/ads. 3 axes 

1 cuds 

GOES 

APMNAT LENS 

MCT, 1 TO 4 ELEMEN1 

3 X  -1 03C TO +2OC 

(90K TO 293K) 
SINE: 50-200 Hz 

2-119, 5 mln. 
RANDOM: 33-51~ RMS 

1 mlnlcuds, 3 (uw 

35X -183C TO +2OC 
(90K TO 2930 

(90K TO 3 4 0 0  

24 h, 77K. 

750X -1 8% TO +67C 

Detector biased 

4E-8 atm cdsec 

ADEOS-IMG 

HERMETIC 

COLD FILTER 

ACT (1). lnSb + FET (2) 

TEMP SENSORS (2) 
8X d96C TO *20C 

W K  TO 29310 
SINE: 5-1 00 Hz 259 

100-2OooHz: 5g 
13 mlnlsris. 3 axes 
Random: 239 RMS 
2 mlnlsris. 3 axus 

100X -196C TO +2OC 
(77K TO 29310 

500 hrs. 77K, 
Detector blased 

4E-8 atm cc/sec 

YES 

50009, 1 mlnlcuds 
2ams 

5000 Rad (Si) 

TlROS 

MCT, 1 ELEMENT 

3X -191C TO +27C 

82K TO 300 

2 mlnleds, 3 axas 

(82K TO 30010 

24 hrs, 295K 

Detector biased 

4% atm cdsec 

4009, lmsec 

SOWg, 1 mln 

TABLE 3.2. SPACE QUALIFICATION TEST SUMMARY 
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The quahiication tests presented in Table 3.2 stress not only the detectors, but the packaging as well. We have developed a complete 
palette of techniques to preserve the detector performance such as hermetically scaled electrical feedthroughs, controlled expansion 
materials for maintaining hermeticity, completely hermetic attachment techniques for various optical components for incoming beams. 
and low outgassing components for maintaining transparent backfill atmospheres inside the detector assembly. These packaging 
techniques have passed some rather severe thermal and mechanical environmental stress tests during qualification testing. 

Another area of great interest to the users of the HgCdTe photoconductor arrays is the sensitivity of small HgCdTe detectors to 
electrostatic discharge (ESD) damage. To determine the level of damage threshold, we conducted a small study on both MWIR and 
LWIR detectors using an ESD simulator to apply electrical energy discharges through these detector elements, measuring resistance 
and time constant after each increasing level of discharge. These detector elements were 33 x 33 microns in size and were at 80K 
in a test dewar throughout the testing. 

First, a LWIR HgCdTe detector element was subjected to ESD screening following the guidelines in MIL-STD-S83C, Method 30 15.7 
and subjected to functional testing (e.g.: time constant and resistance) following each pulse. As shown in Figure 3.1, the element was 
subjected to pulses f?om 10 volts to 4500 volts. At each voltage, one positive pulse and one negative pulse were delivered to the 
detector prior to retesting. Up to 2000V, no change was seen in the time constant of the detector. At 4500V, the time constant was 
reduced from its original value by 13%. Careful visual inspection at 400X after the ESD testing on h s  detector shows no change 
in appearance compared to the pre-ESD inspection. This is documented proof that ESD can induce changes in detector performance 
without causing any visible damage. Eight additional pulses at 5000V reduced the time constant by a total of 53%, as can be seen 
in the Table 3.3. At this level of ESD, the damage also caused the resistance to increase by 1 1 %, and observable physical damage 
is visible under a microscope at 400X. 

1000 

100 

10 100 1000 

APPLIED VOLTAGE (VOLTS) 

+MWIR +LWIR 

FIGURE 3. I .  ESD SENSITIVITY OF HgCdTe PHOTOCONDUCTORS 

10000 
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The ESD screening was also performed on a MWIR detector element. Resistance and time constant were measured at 80 mV bias 
prior to ESD testing. The element was subjected to pulses fTom 10 volts to 3200 volts. Pulses were delivered the same way as for 
the LWIR detector. At 3200V, there was a 6% reduction in time constant and a 1.8% increase in resistance. Repeating this pulse 
pair caused the time constant to be reduced by a total of 14%, and the resistance to increase by 3%. These results are summarized 
in Table 3.3 and in Figure 3.1. Visual examination of thls element shows no change in appearance compared to the pre-ESD 
inspection. 

Bias (mv) 

Resistance (ohms) 

Time Constant (nsec) 

LWIR Detector MWIR Detector 

Before ESD After ESD Change Before ESD After ESD Change 

50 50 80 80 

68.9 76.5 + 11% 163 168 + 3% 

264 125 - 53% 643 550 - 14% 

TABLE 3.3 EFFECTS OF ESD ON HgCdTe 

This study shows that photoconductive HgCdTe is susceptible to ESD damage. Sometimes the damage is visible, other times it is 
not. But in all cases, ESD induced damage causes a reduction in the detector time constant indicating either bulk or surface damage. 
By rnstalling standard ESD protection procedures established for the IC industry, one can easily avoid ESD accidents when handling 
HgCdTe detectors. 

4. PACKAGING 

EG&G Judson has been designing and building housings for spaceborne detector applications as indicated in Table 1 for quite some 
tune. On these programs, we developed many packaging techtuques that greatly enhance detector reliability and performance. While 
most detectors built have been for radiatively or closed-cycle cooling, multi-stage thermoelectric cooling was employed for one 
application which required the package to be evacuated. We introduced a state-of-the-art ceramic/metal housing with brazed 
subassemblies and welded final seals employing built-in getters resulting in unsurpassed vacuum integrity and lifetime. 

For the backtilled housings radiatively or actively cooled, one piece metal housings with hermetic glass to metal electrical feedthrough 
pin seals and metal alloy sealed copper pinchoff tubes were developed. This is the basis for hermetic packaging of these detectors. 
For the assemblies requiring precise mounting of a germanium aplanat lens over the detector, epoxy was successfully qualified to 
maintain mechanical position and hermeticity of the assembly over the range of temperatures from 77K to 360K. We have also 
developed a technique for hard s e h g  bandpass germanium filters to a metal cap, which then is sealed to the housing body, creating 
a fully hermetic housing which has passed all space qualification requirements. 

All of these programs required control of incident and reflected light. We have successfully developed a low outgassing light 
absorbing coating that when applied to selected surfaces controls scattered light inside the detector housing. Together with internal 
and external apertures and cold filters, the spectral fidelity of the detectors are preserved for both the in-band and for the blocked out- 
of-band regions. 

Another area critical to the success of the performance of the detector product is the physical location of the sensitive element (s) of 
the detector "ray within the detector housing. The housing is the customer's interface to the detector, and the location of the may 
needs to be held very tightly with requirements of less than one thousandth of an inch commonplace. Figure 4.1 shows the distribution 
of the position of the detector element on a recent program for 15 assemblies with respect to the optical axis (x-y location) and 
position along the optical axis (z location) with respect to external package surfaces. The requirement tolerance is shown in the 
legend and it can be seen that not only has the requirement been met, but the majority of the detectors are within half the requirement. 
On another program, the assembly of 42 detectors yielded the results shown in Figure 4.2. Once again, the ability to accurately 
position the sensing element within the housing, especially in the x-y plane, is very evident. 
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In conclusion, the detector packagmg developed at EG&G Judson has been demonstrated to be highly reliable, passing many 
demanding quallfication tests. Additionally, we have shown precision alignment and measurement capabilities that exceed our 
customer's tight tolerance requirements. 

5. SUMMARY 

,& the scientific community demands more fiom the instrument vendors, detector vendors need to be responsive in advancing their 
assembly and processing capabilities for producing high performance &wed detector array assemblies. In ths  paper we present 
typical performance levels achieved with photoconductive HgCdTe detector assemblies operating near 1 OOK temperatures. 
Complementing the detector performance are the packaging technologies developed at EG&G Judson which provide high reliability 
assemblies qualified for spaceflight, and are an integral part of the weather and greenhouse monitoring satellite systems currently 
providing valuable mformation to better understand the atmosphere of planet earth. 
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Low Frequency Noise in Photoconductive HgCdTe Detectors 

Joseph Kimchi, J. Ray Frederick and Theodore T.S. Wong 
EG&G Judson, Montgomeryville, PA 18936 

ABSTRACT 

The low frequency noise (Vf noise) characteristics of HgCdTe photoconductors are very important to the weather satellite user 
community because of the extremely long integration time used in these sensor applications. There are several detector technologies 
critical to the reduction of l/f noise including surface passivation, bulk material selection, defect-free wafer thmmng, contact 
metallurgy, off-HgCdTe bonding, and planar4ow pressure substrate mounting. Each of these technical building blocks is discussed. 
When integrated to form a combined process, these critical technologies lead to a si@icant improvement in Mnoise. Two widely 
accepted empirical models of l/f noise are reviewed. Experimental results validate Kruse's model but repudiate Broudy's model, 
namely, l/f noise is inversely proportional to the square root of the detector volume but does not depend on the gr noise of the 
detector. Furthermore, we find no correlations between I/f noise and total detector surface area or the detector contact effects. A 
novel test structure is presented which suggests that by using innovative detector geometries, the detector designers may be able to 
increase D' at low frequencies compared to the conventional square or rectangular detector structures. 

Keywords: HgCdTe, Photoconductors, Infi-wed Detector, 1 /f Noise, Excess Noise 

1 .  INTRODUCTION 

In order to fully optimize the sensitivity of HgCdTe photoconductors, one must maximize the signal response and simultaneously 
minirmZe the noise level of the detector. This requires both a fm theoretical understanding of how materials and device parameters 
affect detector performance as well as the realization of necessary technologies to accomplish the desired improvements. The 
functional dependence of the signal response and most noise mechanisms in photoconductors are well established theoretically. The 
only exception is the low hquency noise component which is sometimes referred to as either " 1 /f noise" or "excess noise". Although 
several theoretical and empirical models of 1 /f noise mechanisms were suggested for HgCdTe photoconductors. none have been 
thoroughly validated experimentally. Fortunately in the past, the primary use of HgCdTe photoconductors was in scanning thermal 
imaging systems. They operate at frequencies above 500 Hz where 1 /f noise is not the dominant noise source. In most weathcr 
satellite applications, however, the operating frequency ranges from below 0.1 Hz up to 500 Hz. The performance of the sensor 
instrument is almost entirely driven by the low frequency noise of the detector. It is therefore essential to i den ta  the o r i p ( s >  of the 
lKnoise and develop critical detector technologies to control, reduce, and hopefully eliminate the elements which contribute to the 
low frequency noise. 

In this paper, we describe an on-going internally funded effort conducted at EG&G Judson aimed at minimizing l/f noise. Several 
technology elements aitical to l/fnoise reduction are described. These include starting material selection, off-material wire bonding, 
detector-substrate mechanical compatibility, surface passivation, and contact formation. Next, we present statistical correlation 
analyses based on a large database collected on EG&G Judson's recent space programs. The dependence of l/f noise on thc 
background and thermal generation-recombination (gr) noises at different biases is discussed. Several published 1 /f noise models 
are applied to fit the data and their validities compared. Finally, a test structure designed to explore the effects of different device 
geometries on I/f noise and minority carrier sweep-out is presented and experimental results summarized. 

2. CRITICAL TECHNOLOGIES 

In response to the needs of our customers in the space community, EG&G Judson launched a comprehensive development cffort 
beginning in 1990 with an objective of reducing the 1 /f knee frequency from close to 1000 Hz at the time to less than 100 Hz. The 
Ilfknee fi-equency is defined as the fi-equency at which the l/f noise is equal to the gr noise. In order to focus our development effort 
only to those technology elements most relevant to controlling 1 /f noise, we turned to published theories on 1 /f noise for guidance. 
Examining the literature published for the last several decades on l/f noise, one finds an underlying thane common to all, namely, 
l/fnoise is in general a result of some forms ofperturbation in current flow inside a device. The McWhorter' model, for example, 
postulates that llfnoise is a result of fluctuation in carrier mobility andor carrier density. Armed with h s  simple insight, we began 
to bring together critical technologies with one common theme, i.e. to achieve a detector structure with the most uniform materials 
and device parameters in the bulk and with the least disturbing effects at the boundaries or periphery of the structure. 
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First, it is decided that the starting HgCdTe material must be of the highest quality. Only single-crystal wafers are used. Poly- 
crystalhe wafers or even wafers with low-angled grain boundaries could lead to current flow fluctuations’ and must be rejected for 
low l/f noise applications. In addition, the starting HgCdTe material should be relatively homogenous in composition, carrier density, 
and mobihty over an area comparable to the final detector array size. These basic material selection criteria ensure d o r m  current 
flow within the bulk of the detector structure. 

Not only is it sufficient that the starting HgCdTe material should be homogenous and of h g h  quality, h s  quality must necessarily 
be preserved throughout the wafer lapping and polishing steps during which the wafer is thmned from 500 down to less than 10 
microns h c k .  Mechanical lapping and chem-mechanical polishing with decreasing grit size are implemented followed by chermcal 
polishing resulting in a tlun HgCdTe disk with minimal damage. 

Because of the very thm finished device structure and the relatively small active area sizes required in most space remote sensing 
applications, the bulk volume of the detector is surrounded by a relatively large total surface area including the top, side, and bottom 
surfaces. Considering the fact that the minority carrier dfision length is comparable to the active area size, localized turbulence 
appearing at the surface due to surface defects could result in fluctuation of the current flow inside the volume. At EG&G Judson, 
we developed different passivation and surface treatment processcs to accumulate the top, the bottom and the side surfaces of the 
detector in order to maintain bulk properties. 

Another potential source of l/f noise comes from the detector contacts. There are three possible contact-related noise sources. The 
fh one is at the wire bond location. If the bond pad is positioned on top of the HgCdTe detector material (the way photoconductors 
were built traditionally), the heat and pressure applied to form the bond could 6-acture the underlying HgCdTe material. These 
microfractures could cause fluctuation in the current flow and therefore l/f noise. Second, many detector manufacturers use 
evaporated indium to form an o h c  contact to HgCdTe. We observcd experimentally at EG&G Judson, that the indium film reacts 
with the underlying HgCdTe and visible changes in film texture could appear over a period of months even if the device is stored at 
room temperature. The ohmic nature of the indium contact would also change with time which will affect both the stability ofthe 
detector and its l/f noise behavior. Third, if the indium film is ever brought in contact with either the gold wire or other thm gold 
metallmtions, the gold and indium will react to form an intermetallic phase3. As a result, the detector would e h b i t  instability and 
increase in 1 /f noise. 

At EG&G Judson, we have developed and qualified a non-indium based, tri-metal system to assure a stable ohrmc contact. It is 
imperative to properly pre-treat the HgCdTe surface prior to putting down the contact metallizations. A poor metal-HgCdTe 
interface can give rise to barrier height inhomogeneities resulting in localized canier injection sites. These micro-plasma sites could 
be another source for llfnoise. We also employ a two-layer metal scheme where the thin metal layer is fmt deposited to define the 
active area and form the ohrmc contact followed by a thicker metal layer to form electrical connections fiom the HgCdTe chip down 
over a doubly bevelled edge onto a bonding pad located on the detector substrate (see Figure 2.1). Htgh quality wire bonds can 
therefore be formed on the substrate pads. Any wire bonding related material fracture is therefore completely eliminated. 

Finally, there are several subtle details in the fabrication process which can also lnfluence the l/f noise. Most frequently used 
substrate materials for HgCdTe photoconductors include sapphire, alumina and zinc sulfide all of which exhibit matched thermal 
expansion4 properties to HgCdTe’. For low l/f noise. these substrates must be free of microscopic surface defects. Any irregularity 
at the substrate surface could latcr create localized stress to the HgCdl’e6 when it is mounted on the substrate. Nthough they are 
purchased with optical-flat-type specifications, these substrate materials often warp during detector processing. The loss of optical- 
flat planarity on the substrates could induce mechanical deformation on the HgCdTe wafer. At EG&G Judson, we have developed 
a substrate treatment p m s  which enables the substrate to maintain optical-flat quality during the detector fabrication cycle. Finally, 
in order to minimize the epoxy layer between the HgCdTe and the substrate, one has to apply pressure to the HgCdTe. We discovered 
that the amount of pressure applied to the HgCdTe wafer during substrate mounting can affect the 1 /f noisc. This is supported by 
reports concerning the effect of dislocation on the elcctrical properties of  semiconductor^^*"^. A mounting fiMure was developed to 
assure uniform application of pressure as well as to gauge the pressure not to exceed a certain threshold above whch stress induced 
l/f noise may be prominent. 

Each of the aforementioned technology building blocks was first individually developed and refined. They were thcn integrated 
together resulting in a reproducible detector fabrication process. The process was further qualfied as a manufacturing procedure 
for producing fight-worthy detector arrays for space use. Today, EG&G Judson routinely produces HgCdTe photoconductors with 
l/f knce frequencies less than 100 Hz. Some of the better detectors achieve l/f knees of less than 40 Hz. 
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3. EXPERIMENTAL RESULTS 

It has been postulated that the low frequency noise of HgCdTe photoconductors is linearly proportional to the total current flow (1.e. 
the bias current) inside the device. The mean square l/f noise voltage per root Hertz can be expressed by the following equation" 

where K is the proportionality constant; V, is the bias voltage; and f is the frequency. Figure 3.1 shows low frequency noise data 
measured on a typical LWIR HgCdTe photoconductor fabricated with the technology described in Section 2. The detector has a cutoff 
wavelength of 17 pn at 95°K. The background is 295°K through a cold FOV of 100" full angle. Note that the low frequency noise 
is approximately proportional to the square root of frequency. At a frequency above 200Hz, the gr noise prevails. The knee frequency 
is around 3SHz. 

Kruse'O continues to argue that the proportionality constant K in equation (1 ) is inversely proportional to the detector volume, namely 

C K-- &-z 
where w, d, 1 are detector width, thickness, and length respectively, and C is a factor dependent upon materiallprocessing but 
independent of dimensions. Substituting Equation (2) into Equation (l), one obtains 

We set out to test Kruse's hypothesis that 1 /f noise is inversely proportional to the square root of the detector volume, i.e. Equation 
(2). Figure 3.2 shows normaked l/fnoise (].e. noise at 40Hz divided by the bias voltage) versus detector volume measured on a large 
number of detectors. Note that over five decades of volumes studied, the normalized 1 /f noise clearly shows an inverse square root 
relationship with detector volume. Therefore Equahon (3) is experimentally validated and the excess noise factor C can be quantified 
using the data shown in Figure 3.2. 

As mentioned previously, it is assumed that C is a factor dependent upon materiallprocessing technology but independent of physical 
dimensions. But ifone postulates that l/f noise originates at the detector surface, then one would expect C to scale with detector total 
surface area. Figure 3.3 shows C versus detector surface area which includes top, bottom, and side surfaces. In this case, C is simply 
the noise measured at 40% tunes the square root of the detector volume divided by the bias voltage using Equation (3). From Figure 
3.3, one cannot dehtively conclude that l/f scales with detector surface area. If anythmg, Figure 3.3 seems to suggest that 1/f noise 
is independent of detector surface area. 

In 198 1, Broudy" reviewed various so-called "classical" theories on l/f noise in photoconductors. He further introduced a new 
phenomenological model to describe 1 /f noise in HgCdTe detector by postulating that 1 /f noise is proportional to the gr noise raised 
to a power of 312. Th~s power law dependence assumption dictates certain material selection criteria for l/f noise reduction. For 
example, in order to reduce l/f noise, everythmg else being equal, material with low gr noise should be selected. This conclusion is 
a new consequence of Broudy's empirical theory which does not appear in the classical theory where the l/f noise and the gr noise 
are basically independent and are related solely through their bias dependencies. 

We searched our vast database for possible inter-dependencies between the l/f noise and the gr noise. If Broudy's model is valid, one 
would expect to see a power law dependence when plotting l/f noise versus gr noise in a log-log graph. On the other hand, if the 
l/fnoise does not depend on the gr noise, then one may still see a linear dependence. It is because both the I/f noise and the gr noise 
are proportional to the bias and therefore high 1 /f noise data tends to associate with high gr noise data simply because they are both 
biased at hgh bias. 

Figure 3.4 shows noise at 40Hz versus noise at l O K H z  measured on a large number of L W R  HgCdTe detectors at 102°K. From 
Figure 3.4, it is not clear as to what power law dependencc, if any, one can conclude. Figure 3.4 seems to suggest that there may be 
multiple dependencies. The relationship at higher noise levels, ;.e. more than 10 nV/rtHz, seems to be more super-linear than that 
at lower noise levels. But the scatter is too wide to make any definitive conclusion about any power law dependence. 
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One possible explanation about the apparent exponential dependence of 1 /f noise on gr noise at hgh noise levels observed in Figure 
3.4 is the presence ofminority carrier sweep-out and its effects on the p noise. Figure 3.5 shows l/f noise and gr noisc versus electric 
field at 80°K with a cold FOV of 40". It is quite clear that the electric field dependency of l/f noise is different from that of the gr 
noise. The l/f noise seems to vary linearly on the bias field as indicated by Equation (1) while the gr noise first shows linear 
relationshp but then saturates at higher bias field due to minority carrier sweep-out effect. As the bias field is increased, the effective 
carrier llfetime is reduced because an increasing number of minority carriers is being swept to the cathode and recombine there. If 
one plots l/f noise against the gr noise at various electric fields, one would observe a super-linear dependence similar to that shown 
in Figure 3.4. 

Figure 3.6 shows a more complete picture in that i t  plots the electric field dependent lifetime, l/f noise at both l O H z  and 40Hz. and 
gr noisc at 1 O K H z  on the same graph. The test tempcrature is 80°K and the FOV is at 40". The sizes of the detectors range &om 
25pm to 60pm. Figure 3.6 clearly shows that thc lifetime decreases with increasing electric field and the gr noise saturates as the 
lifetime decreases. But the low frequency noise at 1 O H z  and 40Hz shows no signs of saturation. Figure 3.7 shows similar plots but 
measured at 105°K represmting the thermal p noise regime. Again, the minority carrier sweep-out does not seem to have any eEmt 
on the l/f noise and I/f noise behavcs linearly with the electric field according to Equation (1). 

Based on the data prcxntd ui Figures 3.5 to 3.7. one can generally conclude that there is no evidence to support Broudy's empirical 
model which suggests that 1 /f noise is proportional to the gr noise raised to a power of 3/2. On the contrary, at least in the case of 
swcep-out, I/f noise has a totally different bias dependency fiom that of the gr noise, both in the background and thermal-liniited cases. 
Furthermore, from Figures 3.6 and 3.7, one observes that l/f noise also shows a temperature dependency dserent from that ofthe 
gr noise. Note that thc clcctric field dependent noise at both 1 O H z  and 4OI-b incrcases when thc temperature is raised from 80°K to 
105°K while the p noisc hardly changes. Consequently, we conclude that there is no experimental proof of any functional dependence 
of I/f noise on tiic gr nrxst.. 

Finally, there is onc other possible origin of I/f noise proposed previously by others, namely, I/f noise is caused by n o n - d o r m  
injection of carriers ai the contacts of the detector". To venfy this hypothesis, we designed a detector in a shapc of a trapezoid where 
the length of the detcctor IS 6 O p ,  the width of one end is 25p.m. and the other end, 5Opm wide (designated as Element No. 4 in Figure 
3.8). The Maent widths allow for different localized potential flow lines at the opposite contact regions. For example, for a given 
external biay. onc would cspcct the local electrical field near the narrow width region (25pm) to be almost 2X hgher than that near 
the widcr end (5Owm I Low frequency noise data were taken at 3 different exTernal biases, each at forward (electric field from thc 
narrow to the wide end) and reverse directions and the results are shown in Figure 3.9. Note that there is no discernible difference 
in the l/f noise bctwccn the !onvard and reverse bias directions at all three bias levels. This seems to suggest that localized injection 
of majority camcr at the contact has no effect on the l/f noise. In addition, we have examined low frequency noise data taken on 
detectors with various contact areas and structures. There is no correlation between l/f noise and contact size. Therefore we can 
conclude that 1 If noise does not seem to relate to the contacts of the detector at least with thc detectors fabricated at EG&G Judson. 

Before coming to closure in this section, there is one more observation worth noting regarding the trapezoidal configuration. Although 
we report that there is no ddkrence in the 1 /f noise with respect to the direction of the bias field (see Figure 3.8), there is a difference 
when we examine the responsivity data. Figure 3.10 shows the responsivity versus electric field for the forward and reverse bias 
direction. Once again. we define the bias directions in the "forward directions when the electric field is from the narrow width 
( 2 S p )  to the wide end (50p.m). The nqonsivity is clearly higher in the "reverse" direction. If the responsivity is higher at "reverse" 
bias and the I/f noise is indifferent to the bias direction, then there is a distinct advantage in D' at reverse bias at low frequencies. 
Figure 3.1 1 shows frequency dependent D' at forward and reverse bias direction at a bias of 4OV/cm. The reverse bias is clearly 
preferred. Referring to Figure 3.8, the test structure masks were designed to study the effects of dlfferent detector geometries and 
therefore Werent bias field strengths on detector performance. Four dlfferent geometric structures are positioned in close proximity 
to each other within a piece of HgCdTe material to minimize any material non-unifomGty effects. All 4 devices were measured and 
D's are plotted in Figure 3.12. The trapezoidal structurc at "reverse" bias shows the highest D' at low frequencies. In Dean, Elliot 
and whlte's papert3 on optically induced non-linearity. they discussed a similar detector structure which allowcd for different fonvard 
and reverse bias fields. They concurred with our finding that the responsivity should be highcr for a device structure where the 
minority carriers are swept towards thc regions of higher local lield. The high field region is always the narrow end, irrespective of 
the bias direction. Thereforc, they stated that the responsivity to a "reverse" field (from wide to narrow cnd) is always hgher than that 
for the same value but "forward" field. Since the low frequency noise is the same irrespective of the bias direction, the D' has a clear 
prefcrred bias dmction. Although the field dependent D' topic is outside the scope of this paper, the rcsults of the trapezoid structure 
offer thc detector desim engineers an extra degree of freedom in optimizing the sensitivity of the device, especially at low frequcncies. 
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4. CONCLUSIONS 

In h s  paper, we present several critical detector technologies developed at EG&G Judson which have direct impacts on the sigdkant 
improvements on l/fnoise achieved to date. These techmcal building blocks include d o r m  starting HgCdTe material, defect-fiee 
polishing, surface passivation processes, contact metallurgy, off-HgCdTe wire bonding, and planar and low-pressure substrate 
mounting techmques. A couple of published empirical models on 1 /f noise are reviewed and they are either venfied or repudiated 
based on experimental results taken on a large number of detectors fabricated with the advanced technology described above. Several 
conclusions emerge as a result of our investigations on 1 /f noise and they are summarized as follows: 

4 

4 
4 
4 
4 

Mnoise is unrelated to kinetics associated with generation-recombination noise mechanisms, both background and thermal 
limited cases. 
l/f noise does not scale with total detector surface area. 
llf noise does not depend on detector contact or the direction of local field. 
l/f noise is inversely proportional to the square root of the detector volume. 
l/f noise varies slowly with temperature. 

In &tion, we present the results taken on various novel test geometries. We believe that by using innovative detector shapes and 
bias field design options, one could increase D' at low fiequencies compared to the conventional square or rectanplar structures. 
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FIGURE 2.1. EG&G JUDSON’S HgCdTe STRUCTURE 

1 

FIGURE 3.1. TYPICAL NOISE FREQUENCY SPECTRUM OF A HgCdTe PHOTOCONDUCTOR 

SPlE Vol. 2812 I 5 4 5  



-- 
.- I= 

1 E-06 
1 E+03 
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FIGURE 3.3. EXCESS NOISE FACTOR (C) vs. DETECTOR SURFACE AREA 
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FIGURE 3.4. I/f NOISE (40Hz) vs. GR NOISE ( IOKHz)  
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FIGURE 3.6. CARRIER LIFETIME, I/f NOISE, AND GR NOISE vs. BIAS FIELD AT 80°K 
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FIGURE 3.7. CARRIER LIFETIME, 1 /f NOISE AND GR NOISE vs. BIAS FIELD AT 105'K 
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FIGURE 3.8. TEST STRUCTURE SHOWING 4 DIFFERENT CONFIGURATIONS 
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FIGURE 3.9. LOW FREQUENCY DATA WITH OPPOSITE BIASES TAKEN ON A TRAPEZOIDAL DETECTOR 
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FIGURE 3.10. ELECTRIC FIELD DEPENDENT R,, AT FORWARD AND REVERSE BIAS 
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Improving the performance of the GOES Solar X-ray Imager (SXI)  with a back-illuminated X-ray Sensitive CCD 
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ABSTRACT 

N O M  has Commissioned a Solar X-ray Imager to be built for use on the GOES spacecraft. The mission of the SXI is to 
provide soft X-ray (6-60 A) imagery of the Sun The current instrument design employs a microchannel plate detector stack to convert 
the incident X-rays to an electrically detectable signal. In this paper, we discuss the SXI performance improvements possible by 
replacing the deledor with a back-illuminated, X-ray sensitive CCD fabricated using technology developed at MITLL. In addition to 
a description of the X-ray sensitive CCD, we discuss possible improvements in data quality, reduction in instrument mass and power 
requirements, and simplified instrument handling. 

Keywords GOES, X-ray, Solar, CCD 

1. INTRODUCTION 

The SXI is an instrument designed to observe the Sun in the sofi X-ray region (6-60 A), providing full disk Solar imagery with 
an update rate of l/min or better. A filter wheel is provided to permit images of different X-ray bandpasses to be acquired to facilitate 
viewing of various Solar features. Ratios of images taken through different filters can also be used to determine temperatures and 
emission measures of the Solar features that are listed in Table 1. 

Table 1. Parameters of Solar Features 

The design of the GOES-M SXI employs a microchannel plate detector to convert the incoming X-ray flux into an 
electronically detectable signal. This approach was selected several years ago as the quickest, most cost effective method of meeting 
the SXI requirements. At the time, X-ray sensitive CCDs were difficult to find and had unacceptably low quantum efficiency (QE) at 
the long wavelength (low energy) end of the SXI wavelength band. 

Over the past several years, Lincoln Laboratory has undertaken a program to develop X-ray sensitive CCDs with high QE in 
this energy range. In addition to high QE, high Charge Transfer Efficiency (CTE), low dark current, low noise, and highly uniform 
performance are also required in these devices. 
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This workhas been undertaken in part to support the astronomical community. Lincoln CCDs arc being used on the AXAF 
CCD Imaging Spectrometer (ACIS) onboard the AXAF satellite and the CCD Imaging Spectrometer (CIS) onboard the Japanese 
ASTRO-D (ASCA) satellite, in addition to other visible wavelength instruments requiring high QE in the blue and UV. 

In this paper, we briefly describe the state of the art in X-ray sensitive CCDs. followed by the SXI performance improvement 
that could be expected should one of these arrays be used on that instrument. A detailed description of the use of CCDs as X-ray 
detectors may be found in Lumb et al. 199 1 ’. 

2. CCD PERFORMANCE 

2.1 Quantum efficiency of x-ray sensitive CCDs 

The QE of an X-ray sensitive CCD is determined by two principal factors: the thickness of the active region of the device and 
the thickness of the dead layer on the light sensitive surface, The device thickness is principally involved in determining the QE at 
energies greater than - 1 keV (12.4 A), while the dead layer thickness is most important at lower energies. 

The devices built for use at low X-ray energies are generally of two types: back-illuminated arrays and arrays with thmned 
(or virtual) gates. The back-illuminated variety has the highest QE at low energy, and is described here. 

For back-illuminated CCDs, X-ray photons are incident upon the side of the array that does not contain gate structures. (On 
ffont-illuminated devices, the gate structure absorbs low energy photons before they reach the active area of the array, thereby reducing 
the QE.) The back-illuminated array must be thinned to allow the incident photons to penetrate to the active area of the array. 
(Mechanical integrity is preserved by bonding the thinned device to an unthinned wafer.) The back d a c e  of the array is thm treated 
to eliminate traps, control dark current, and ensure that the device is filly depleted. There are several methods of treating the back 
surface, all of them capable of providing a dead layer of about 100 A. Photons absorbed in the dcad layer do not produce detectable 
charge, thereby limiting the low energy response of the array. 

Figure 1 is a plot of the theoretical QE for back-illuminated X-ray sensitive CCDs of two thicknesses. The absorption cross 
sections used may be found in [2]. The crosses on the figure represent measured data points for a back-illuminated device manufactured 
here at the Laborabry similar to one that would be useful for the SXJ. Shown for reference is the QE for an uncoated microchamel plate 
detector.[’) Note that the CCDs have nearly a factor of 10 greater QE than the microchannel plate over the range of interest of the SX. 

3. INSTRUMENT CONFIGURATION 

In this section, we describe a possible modification of the GOES-M SXI design to include a custom X-ray sensitive CCD. 
In the next Section we describe the corresponding impact on the performance of the SXI. A summary of this discussion is presented 
in Table 2. 

3.1 Custom CCD 

The option we d d e r  is to fabricate an X-ray sensitive CCD specifically for use with the SXI. This proposed device would 
be a 51 2 x 5 12 array of 16 p pixels with an equivalent framestore region. The framestore region should be split into two Sections as 
Shown in Figure 2 in order to sped katne transfer. In addition, there should be a blooming drain added to the structure to permit long 
integration times without fear of blooming from regions of high signal to regions of low signal (Solar flare radiation can be lo6 times 
brighter than some of the faint features to be observed). Back-illumination permits inclusion of anti-blooming technology with no 
reduction in fill factor. 
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Table 2. System Configura!ion 

Parameter 

Detector 

Detector Format 

Pixel Size 

Spatial Resolution 

(e-lpixlsec) 

QE (%I 
Full Well (e-) 

Blooming Control 

Electronic Shuttering 

Instrument Mass 

Instrument power 

Radiation Tolerance 

Dark Currat @ -20 C 

~~~ ~~ 

current SXI 

MCP/CCD 

512 x 512 

Effectively 16 pm 

> 5" 

-250 

-10 

-200,000 

No 

Yes 

34 lbs. 

-42 Watts 

7 

Proposed System 

CCD 

512 x 512 

16 P 

5" 

-250 

-95 

-200,000 

Yes 

Yes 

31 lbs. 

-38 Watts 

>5krad 

3.2 Back-illumination parameters 

The device we propose for SXI will be a thinned (- 20 pn thick), back-illuminated device with an approximately 200 A SiO, 
deadlayer. The device would be fabricated using proprietary Lincoln Laboratory back-side stabilization technology. The predicted QE 
of such a device is shown as the solid line in Figure 1. 

4. SXIIMPACT 

4.1 Integration time 

Because the QE of the back-illdnated X-ray sensitive CCD is about 10 times greater than the QE of the microchannel plate 
detector, the relative integration time for the proposed system is reduced by a factor of 10 over that of the GOES-M SXI. This means 
that a CCD version of the SXI could obtain in 100 msec the same SM image as the current SXI can in 1 second. This significantly 
improves the ability to observe faint Solar features and should improve image quality that is degraded by spacecraft pointing jitter by 
reducing exposure times. 

In light of the vibration envimmmt for the SXI, this is an e~xl~lous advantage. Using the onboard High Accuracy Sun Sensor 
(HASS), it is possible to collect a number of short exposures and coregister and add the images via postprocessing. This technique is 
available for the existing SXI as well as for a bare CCD version of the instrument; however, the X-ray sensitive CCD will provide a 
higher SM image as the S/N for each individual image is - 410 times greater than that in the current SXI. 

4.2 Powerkeight requirements 

An X-ray sensitive CCD requires no more power to operate than does a visible CCD; therefore, replacing the microchannel 
platehisible CCD COmbinatiOn with a bare CCD will save all of the power required for operation of the high voltage supply necessary 
to operate the microchannel plate. 

Thus, the mass of the HV supply, microchannel plate, and fiber optic coupler will be eliminated 
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4.3 Storage requirements 

The X-ray sensitive CCD inStnrmen t must be kept in a clean area and protected h m  electrostatic discharge at all times. There 
are no vacuum requirements for an X-ray sensitive CCD, which is required for the GOES-M microchannel plate version of SXI.  
Moreover, there is no evidence for any performance degradation in a CCD stored for several years on the ground. 

4.4 Electronics modifications 

The SXI CCD drive elech-onics will need to be modified from the current design to operate a three phase CCD with electronic 
shuttering. The analog processing may have to be altered to accept the larger output signal amplitude of a Lincoln CCD. 

4.5 Mechanical modifications 

The proposed CCD with electronic shuttering will require a slightly different mounting scheme than used with the 
microchannel plate system. In particular, the Eramestore area of the array must be completely shielded h m  all incoming illumination 
in order to preserve the instrument performance. 

The CCD array would need to be moved forward along the optical axis of the telescope to the focal plane where the 
microchannel plate is located on the GOES-M SXI. A CCD is much thinner than the current detector stack. 

4.6 Optical baffling 

An X-ray sensitive CCD is, unlike a microchannel plate, extremely sensitive to visible light. Therefore, the prefilterhilter 
wheel combination must be impaviouS to visible light for the entire mission. The filter design must prevent visible light from impinging 
on the focal plane even in the presence of pinholes in either the prefilter or filter wheel. 

4.7 Radiation tolerance 

There are two types of radiation tolerance that need to be addressed. First is tolerance to damage caused by radiation, second 
is insensitivity to the false signal generated by incident radiation. 

4.7.1 Damage tolerance 

All CCDs are subject to performance degradation in a radiation environment. X-ray sensitive CCDs in general are neither 
betta nor worse than standard CCDs. However, techniques have been developed at the Lab that enable our devices to be more tolerant 
than commercial devices to radiation damage, including damage from protons, electrons and X-rays. These techniques may be 
implemented on any X-ray sensitive device. 

4.7.2 False signal generation 

A thinned, back-illuminated CCD will generate less charge per ion for heavy ion interactions than the current SXI design. 
A heavy ion will deposit energy in the mi-1 plate as it passes thmugh the microchannel plate, in addition to the energy deposited 
directly in the CCD. By thinning the X-ray sensitive CCD to 20 pn, the amount of energy deposited in the array can be reduced. 
Charge generated in the substrate below the CCD may not propagate back to the active area of the CCD. 

For high energy electrons, the signal in the X-ray sensitive CCD would be similar to that in the current SXI. The same is likely 
for y-rays. The only advantage in the proposed system is that the bare CCD has a smaller cross section than the microchannel plate 
detector. 

5. CONCLUSION 

An X-ray sensitive CCD is an ideal replacement for the existing focal plane detector on the follow-on versions of the SXI. 
This modifcation requires minor changes to the existing SXI electronics and a Merent mechanical mounting scheme; however, the 
overall performance of the instrument is improved while reducing both weight and power consumption. 
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Impact of the visible detector on GOES Imager and Sounder MTF 
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ABSTRACT 

The modulation transfer function (MW) is one of the Goes Imager and Sounder system’s key optical performance 
indicators. Though the visible images from GOES-8 and GOES-9 are excellent, the MTF values measured during ground 
tests are below expectations. The 4490 cycle per radian frequency MTF is particularly interesting because it is not 
sigmficantly affected by small changes in focus or aberrations of the optical system. The primary contributors to the low 
MTF values which are within the instrum ent are the ghost reflections from the transmissive components and the detector 
and its package. The ghost reflections that exist are certainly a factor in the stray light. An estimate of each ghost’s intensity 
produces a worst case effect on MTF of approximately 2.5%. The detector itself appears to be the largest contributor to the 
stray light. There are several ways that the detector and its package contribute to the stray light. The most prominent among 
them is the reflection from the aluminum coated substrate combined with the closeness of the detector window. The stray 
light from the detector reduces the MTF by approximately 4%. Instantaneous geometric field of view (IGFOV) curves 
venfy the existence of the stray light and calculations show approximately the magnitude of difference between measured 
and expected MTF data. A new detector design appropriate for the Imager visible channel or the Sounder star sense channel 
incorporates the changes recommended to reduce stray light within the detector. The first of thc new detectors qualifies for 
the Sounder star sense detector. IGFOV curves show the reduction in stray light levels by about a factor of 2 to 4. Sounder 
star sense optical MTF data shows approximately 8% increase in the MTF at 4490 cycles per radian compared to SN05 
Sounder. 

KEYWORDS: GOES, Imager, system mtf, visible detector, Sounder, star sense IvlTF 

1. INTRODUCTION 

The GOES Imager visible channel’*2 provides some of the most important images that serve a variety of purposes. Among 
them is the tracking of severe storms and hunicanes. The sharpness of these images helps greatly in the ability of the 
meteorologists to identify and track the motions of these storms. In addition to creating useful images the visible channel is 
the star sensor for the Imager’s tracking and pointing system. The modulation transfer function 0 of the visible 
channel is the performance parameter that measures the image sharpness and validates the visible imaging quality. GOES- 
8 and GOES-9 visible images are excellent images and are satisfying the needs of the user community. However, the MTF 
measurements indicate lower than expected values for the Imager visible channel system MTF and the Sounder star sense 
channel optical MTF. 

The most interesting of the frequencies is the 4490 cycle per radian spatial frequency. At this frequency the effects of focus 
and slight aberrations should not significantly affect the MTF. It is more likely that stray light or other unwanted light is 
causing the reduction in MTF. The stray and unwanted light that reduce MTF are the subjects of this discussion. 

2. SYSTEM DESCRIPTION 

The Imager visible optical system consists of the scan mirror, telescope primary and secondary mirrors, the visible-infrared 
beamsplitter, depolarizer, spectral balance filter, spectral bandpass filter, detector window and detector. Figure 1 shows an 
optical schematic of the visible optics. The telescope is a Cassegrain design with a 30.5 cm diameter primary mirror and a 
3.8 cm diameter secondary mirror. The scan mirror is a nickel plated beryllium mirror with an aluminum coating on top of 
the nickel. The visible-infrared beamsplitter and depolarizer are each tilted at 45’ relative to the optical axis and tiltcd about 
axcs orthogonal to each other to correct for polarization effects and to balance astigmatism. The spectral filters limit the 
wavelengths of light reaching the detector to 0.55 +/- 0.025 vm to 0.75 +/- 0.025 p. The two filters are both normal to the 
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optical axis as are the detector window and detector. The detector for the Imager visible channel and the Sounder star sense 
channel is the same detector. 

FIGURE 1 
GOES IMAGER VISIBLE OPTICAL SYSTEM 

Band Spectral 
Pass Balance 
Filter Filter 

\ /  

Detector 
Window 

VisiblellR 
Beamsplir 

< Primary Mirror 

3. IMAGER MTF DATA - EXPECTED AND MEASURED 

Table I shows the current GOES Imager system MTF minimum requirements for the visible channel at specified spatial 
frequencies. 

TABLE I 
SPATIAL SYSTEM MTF 

(cycles per 
radian) 

FREQUENCY MINIMUM 

18,000 0.32 
13,500 0.53 
9,000 0.72 
4,490 0.92 

The frequencies above are very low relative to the cutoff frequency of the telescope. For an FA2.25 system the cutoff 
frequency, -1/U#, equals -125 line pairs per rnm. For the 150 inch focal length of the Imager the 18,000 cycles per radian 
target corresponds to 4.72 line pairs per mm or less than 4% of the telexope's cutoff frequency. Likewise the 4490 cycles 
per radian is less than 1% of the telescope's cutoff frequency. It is important to note that these frequencies are far enough 
from the telescope limiting frequency so that very slight changes in wavefront and focus do not sigruficantly affect the MTF 
of the system under ambient conditions. 

The system MTF measurements will include the effects of the optics, electronics and the detector. Table I1 lists the expected 
contribution from each of these subsystems at ambient conditions. It is not necessary to include thermal effects since the 
measurements at room temperature are indicating a lower than expected value. 
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The “OPTICS” column includes the geometric MTF of the telescope and secondary obscuration, the effect of diffraction 
from the spider vanes, and the h4TF of the wavefront using SN06 Zernike coefficients as modeled using CODE V software. 
The “DETECTOR” values are correct for a nominal size field of view of 26.3 microradians. The “ELECTRONICS column 
lists the SN05 Imager measured values for the attenuation at the electrical frequencies that correspond to the spatial 
frequency. The “EXPECTED MTF” does not include any term for stray light. 

ITABLEXII I 
~ , Visible ?STEM ?Results fmm Imager R e v a r y  Bench Testing , 

The system MTF measurement records visible or infrared detector data with the scan mirror moving east to west and west to 
east at 20°/second since this is the normal mode of operation for the instrument. The instrument alignment is coincident 
with the test collimator, a 300 inch focal length Cassegrain telescope having a square-wave metal-mask bar target with the 
appropriate spatial fiequency located at its focal plane. The motion of the scan mirror then sweeps the image of the bar 
pattern across the detectors. The detector output signal is the total system response to the square wave input and thus must 
be Fourier decomposed in order to find the sinusoidal MTF. 

0.88 I 0.81 I 0.79 I 0.74 I 0.64 I 0.62 I 0.49 I 0.46 I 

The system MTF results for SN06 Imager are 6% to 8% below the expected values given in Table I1 for each frequency. 
The SN05 Imager system MTF results indicate performance 11% to 12 %below expected values given in Table 11. 
The SN06 values are the best MTF values to date. The fact that all the frequencies’ MTF values for each instrument are 
low by nearly the Same percentage suggests that the mechanism lowering this instrument’s h4TF may be the same for all 
frequencies. 

4. MTF AT 4490 CYCLES PER RADIAN DISCUSSION 

As Table I11 above shows, the results to date for the visible system MTF values are lower than the “expected MTF values” 
in Table I1 at all frequencies. However, the 4490 cycles per radian MTF is the only frequency consistently not meeting the 
specification requirement. It is appropriate then to consider and understand why this frequency is below specification. 
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The process of understanding why the visible detector MTF is below specification as 4490 cycles per radian begins by 
listing all the possible contributors to a lower than expected MTF at 4490 cycles per radian. The most probable sources of 
error to cause the low MTF at 4490 cycles per radian are: 

*poor image quality - low telescope MTF or distorted scan mirror 
*ghost reflections from optical components 
*light scattering in and around detector 
*poorly defined detector field of view - out of active area response or carrier diffusion within substrate 
*test equipment MTF - h4TF of collimator, bar target MTF 
*test setup - alignment of collimator to Imager or light source to collimator 

When low spatial frequencies, such as the case for the GOES Imager and Sounder, are yielding lower than expected MTF, it 
is usually, though not always, the result of stray or unwanted light reaching the detector. At low spatial frequencies the 
modulation is near unity and the minimum level is near zero. The stray light effect for low spatial frequencies reduces the 
modulation by approximately twice the stray light percentage, as the equation for modulation illustrates: 

where E represents the stray light level. As the MN value approaches zero the small amount of stray light has its effect 
doubled. Therefore a 2% stray light level will reduce the MTF by about 4%. This substantially increases the difficulty for 
designing systems that meet low frequency MTF requirements and for making accurate low frequency MTF measurements. 

Let us address each of the instrument-related possible contributors to the low MTF. A discussion of the test equipment and 
test setup issues is the topic for another pape?. 

4.1 Poor Image Quality 

For the Imager or Sounder sensor module the wavefront measurement of the scan mirror and telescope is the means for 
evaluating the quality of each subsystem prior to measuring MlT. Separate subsystem measurements of the scan mirror and 
the telescope venfy the wavefront errors for each one. A combined wavefront measurement verifies acceptable wavefront 
error of the two subsystems together on the baseplate. For SN05 and SN06 Imager and Sounder the wavefront errors 
measure from 0.5 to 1.0 wave peak to valley. The wavefront data for SNOS telescope and scan mirror indicates 0.832 
waves peak to valley or 0.121 waves rms. For SN06 Imager the wavefront data measures 0.679 waves peak to valley or 
0.099 waves Rh4S wavefront error. With these values of wavefront error there is only a slight degradation in MTF at the 
4490 cycles per radian frequency. If the scan mirror and telescope wavefront errors degrade the low frequency MTF, then 
the degradation at higher spatial frequencies will be even greater. Table I1 and I11 show that the MTF values are low by 
approximately the Same percentage for all frequencies. Thus the conclusion is that the wavefront error is not degrading the 
low spatial frequency MTF. 

4.2 Ghost Reflections 

For the Imager (or Sounder) optical path there will be ghost reflections from each of the transmissive components: the 
visible-infrared beamsplitter, depolarizer, spectral bandpass, spectral balance filter and detector window. The visible- 
infrared beamsplitter and depolarizer (visible and star beamsplitter) both create a double internal reflection ghost. Each 
ghost will move away from the optical axis but in different directions since their tilts are in different planes. For these two 
components each ghost appears approximately 500 microradians off axis with an intensity of approximately 0.5%. The 
vdue of 0.5% for the visibie-infrared beamsplitter is the result assuming a 2% reflectance of the MgFl coating on the back 
surface and assuming the reflectance is equal to 1 - transmittance for the front surface. The transmittance of the front 
surface is -75% for the visible light therefore creating a reflectance of 25%. These ghosts are particularly important in the 
case of an extended field of view, such as the Imager has, as the ghosts can fill in dark areas or make lighter areas seem 
brighter. The spectral bandpass filter is normal to the incident light and has each surface anti-reflection coated which 
produces a double internal reflection ghost with a relative ghost intensity of -0.04% (2% * 2%). The spectral balance filter 

562 / SPIE Vol. 28 12 



(not in Sounder) is a color glass filter, is normal to the incident light and has no anti-reflection coating. The approximate 
surface reflectance of 4% for each surface produces a double internal reflection ghost with an intensity of -0.16%. In 
addition there will be a ghost reflection resulting fiom the facing surfaces of the two filters. This ghost will have a relative 
intensity of -0.08% (also not in Sounder). The detector window is flat and normal to the incident beam with an anti- 
reflection coating on both surfaces producing surface reflectance of less than 1% over the spectral band of interest. A 
double internal ghost reflection and an external ghost reflection between the window and the spedral balance filter will 
result from this window with intensities of - 0.01% and 4 .04% respectively. These ghosts will fall very close to the optical 
axis as nothing is controlling the pointing of these reflections directly. For the MTF bar targets, the exact phasing of the 
reflections with the bar pattern will affect the level of unwanted light. The best case is when the reflections align with the 
bars and the worst case is when the reflection is 180 degrees out of phase with the bar pattern, i.e., a bright bar ghost image 
aligns with the dark bar of the primary image. The estimate of the total intensity of these ghost reflections is 1.25%. This 
1.25% unwanted light level may produce a 2.5% degradation in MTF. 

4.3 Visible Detector Configuration 

The Imager visible detector is an 8 element array of discrete photodiodes on the same substrate. Each element of the array is 
approximately 0.004 inch or 100 pm square. Figure 2 shows a diagram of the detector package. The substrate bonds onto 
the header in the center of the TO-5 can. The window for the detector attaches to the cap. The distance from the detector 
substrate to the window is 0.030 inch. The detector window is 0.020 inch thick. The detector substrate has a coating of 
aluminum that exists everywhere except over the active area of the detectors to prevent any out of active area response from 
within the substrate. The estimated aluminum reflectivity within the bandpass is 80% to 90%. The detector window 
material is BK-7 G-18 glass and it has an anti-reflective coating with reflectance less than 1% for each surface. The kovar 
cap has the window bonded to the underside of it. A welding process joins the kovar cap to the header. The inside of the 
kovar cap is gold coated which is also very reflective - estimated average reflectivity of gold at 0.55 to 0.75 pm is -90%. 
The cap also has an oval aperture for the incident light of dimensions 0.047 by 0.080 inch. The aperture in the cap has a 
rolled edge of 0.005 inch thickness or greater. From this edge the detector receives a glint during slit scans of the visible 
field of view. Placing a 0.001 inch thick stainless steel aperture mask over the cap sigruficantly reduces the glint. The 
aperture in the mask has dimensions of 0.036 by 0.065 inch. The stainless steel mask is very reflective with an estimated 
reflectance of 4 0 %  to 70% at 0.5 to 0.75 pm. However only a very small rim of it is directly visible to the detector. On the 
telescope side the mask will reflect a sigruficant amount of incident light back toward the filters - both specular and diffuse 
reflection. High reflectivity on the outside of the detector package and mask keeps the temperature of the mask, detector and 
detector package from increasing too much if the sun happens to walk across the image plane. 

FIGURE 2 
IMAGER VISIBLE DETECTOR 
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4.4 Detector Contribution to Stray Light 

entrance port area 0.002062 in2 
detector area 0.000133 in2 
total surface area 0.180019 in2 

The visible optical path has no field stop other than the detector itself and the telescope. Therefore the full field of 
view of the telescope which is approximately 2 milliradians focuses onto the detector assembly. This is a circular image of 
nearly 0.3 inch in diameter. The light incident on the detector passes through the detector’s aperture and reflects off the 
aluminum coated substrate back to the window and filters. Since the window is only 0.030 inches from the detector, the 
light will reflect from the aluminum coated fllrEace to the window and back to the detector. Each surface of the window 
reflects approximately 1% of the light reflected from the aluminum which reflects 80% of the light incident on it. The 
intensity of the reflections at the detector wil l  then be approximately 0.8% fiom each surface for a total of 1.6%. The 
maximum reduction in MTF would then be approximately 3.2%. 

0.00394 x 0.03334 (8 element array) 
cyl. 0.30 dia. x 0.0433 long minus ports (API)  

This level of stray light assumes that the reflection is all specular. The appearance of the aluminum coating on the substrate 
surface indicates that at least some of it may be a diffuse reflectance. Although not accurate, if one assumes that the 
substrate reflects diffusely, it is possible to make an estimate of the contribution to the stray light level based upon a diffuse 
reflection and the additional assumption that the detector package is an integrating sphere. While not an accurate model, 
the technique is useful to bound the situation. For an integrating sphere the ratio of output power to input power4 or 
‘thruput’ is: 

average R 
“thruput” 
stray light level 
relative to scene 

R* F, thruput = 
1 - R* (1 - 5.) 

0.90 
0.005993 
0.0116 
(1.2Yo) 

API is conservative average of aluminum & gold 

thruput * entrance port addetector area/8 

where R is the reflectance of the interior wall, F, is the ratio of the areas of the exit port (in this case the detector area) to the 
total surface area of the sphere, and F, is the ratio of the area of all ports input aperture plus detectors to the total surface 
area of sphere. This formula is not strictly accurate in this case, however does produce a stray light level onto the detector 
which is useful for comparison. Table IV lists the appropriate values and calculation results. The resultant stray light level 
relative to the Scene is then 1.2%. This stray light causes a possible 2.4% reduction in MTF. 

There is another source of stray light due to the detector assembly. The stainless mask which is -60% reflective creates a 
significant amount of scattered light. The detector sees the mask in reflection off of the spectral balance filter and the 
spectral bandpass filter. The area that the detector sees has a diameter of about 0.3 inches compared to the mask aperture 
dimensions of 0.036 by 0.065 inch. The level of this scattered light is approximately 0.5%. This brings the worst case stray 
light level to a possible 2.1% from the detector and its package. The corresponding &mum effect on MTF is 4.2%. 

For either specular or diffuse reflectance from the detector substrate and its package it is clear that the potential for stray 
light levels of 1% to 3% is high. Thus the recommendation is to reduce the reflectivities of all the surfaces near the visible 
detector as much as possible to minimize stray light and improve MTF performance. 

If darkening the detector and its package, the potential exists for the detector to reach a higher temperature, assuming a 
direct viewing of the sun.. Thennal analysis shows that an exposure to the sun’s image on the detector could cause the 
detector’s temperature to reach 120 centigrade using a 10% reflectance and a 2 minute exposure to the sun’s image. This is 
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an issue with the present detectors due to a bond which was made at 90 centigrade. Making the detector less reflective 
means that more of the incident light is absorbed and will cause an increase in temperature that the detector must survive. 

To Summarize the discussion up to this point, the image quality of the optical system is not responsible for measurable 
degradation of the MTF at 4490 cycles per radian, ghost reflections cause at most a 2.5% reduction in MTF at 4490 cycles 
per radian and the detector and its package produce as much as 4.2% reduction in MTF at 4490 cycles per radian. 
Assuming these effects are multiplicative then the MTF resulting from ghosts and detector stray light is 0.975*0.958 = 
0.933. This reduction in MTF is again a worst case condition and is not necessarily expected for each instrument. 

The worst case reduction in MTF of 6.7% is comparable to the levels by which the MTF at 4490 cycles per radian is below 
spec for SN06 Imager. The reduction explains SN06 MTF values but falls somewhat short for explaining SN05 MTF 
values at 4490 cycles per radian. The difference between SN05 and SN06 Imager instruments may be the result of 
component differences such as reflectivity, wedge and tilt, as well as the relative alignment between each of the components 
in the optical path. The instrument differences are the subject for another discussion. 

5. IGFOV DATA 

Assuming that the detector and its package create a significant level of stray light, the Instantaneous geometric field of view 
(IGFOV) curves generated by slit scans that map out each detector 's field of view wil l  show the stray light. Figures 3 and 4 
are the IGFOV curves from Imager SN06 subsystem testing of the detector by itself to verify the proper placement of the 
mask on the detector. In this test the image of a 5.2 microradian slit moves in steps of 10 pm across the detector plane. At 
each step the data acquisition system collects 8 values of each visible detector output signal, averages the values and stores 
the average value to disk. In particular the EW plot shows a low level, slightly less than 1% of the peak intensity, extending 
0.018 inches either side of the detector which corresponds to the edge of the mask aperture. The mask aperture is 0.036 
inches wide in this dimension compared to the 0.004 inch detector width. 

FIGURE 3 
SN06 IMAGER VISIBLE DETECTOR NS SLIT SCAN 
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FIGURE 4 
SN06 IMAGER VISIBLE DETECTOR EW SUT SCAN 
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i extend For the NS slit scan the detector IGFOV curves highlight the overlap of the IGFOVs. In particular the IGFOV tail 
out across several neighboring detector elements until about the 1% level is reached. The edges of the mask aperture are 
noticeable as they occur approximately 0.032 inch from the center of the detector array with a relative signal level of 4.5%. 

In order to estimate quantitatively the level of stray light present one needs to determine the detector signal coming from 
outside the ‘‘normal detector response” and compare that with the primary response of the detector. The exact point to 
separate the two regions is not obvious. The slit image has its 5.2 microradian width but extends beyond that due to 
diffraction. For this reason the stray light level is calculated two ways. The first method uses only the signal outside of the 
1% amplitude points. The second method uses the signal outside of a 150 pm width centered about the peak response. The 
ratio of the integrated signal outside the detector to the integrated signal for the detector is the estimate of stray light. 

For the slit scans the slit is much longer than the total field of view and therefore performs the integration in one 
dimension. The integration over the scan direction, the area under the IGFOV curve, then yields the desired total integrated 
response. Since the ratio of the areas is the value of interest and since the points have equal spacing, the sum of the signal 
values will be equivalent to the area. The area under the curve outside the detector is then the sum of all signal values in a 
specified range minus the detector signal sum. The stray light percentage is then the ratio of the outside sum to the detector 
sum. Table VI shows these results for the SN06 Imager for both NS and EW axes. In Table V the column heading “1% 
amplitude ratio” is the stay light level for the 1% amplitude criterion and the column heading “150 micron ratio” is the 
stray light level for the 150 pm width criterion. 

The results for the EW or vertical scan show 4% to 6% of the detector output signal coming from regions outside the 1% 
amplitude points. The width between the 1% amplitude points is -2.4 times the detector diameter. Using the 150 pm 
detector width, the results show that 5% to 8% of the detector’s output signal comes from outside the detector. Whether 
choosing the 1% amplitude or the 150 pm width the results indicate a significant signal approximately 5% coming from 
outside the detector area. The 5% stray light level will cause a 10% reduction in MTF. 

In the NS axis the 1% amplitude width produces results of 3% to 5% for the part of the detector output signal coming from 
regions outside the detector. This stray light level is slightly lower than EW primarily because the average 1% amplitude 
width is 6 times the detector diameter for the SN06 Imager. For the 150 vm detector width these percentages of signal 
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coming from outside the detector become much larger because of the broad tails on the curves. The stray light level 
percentages range from 14% to 21% in the NS direction. 

- 6  0.0434 0.0091 0.0591 6 0.0309 0.0244 0.1 a73 
- 7  0.0480 0.0091 0.0633 7 0.0384 0.0201 0.1743 
& a  0.0572 0.0094 0.0748 8 0.0460 0.0189 0.1398 

4 1  0.0584 I 0.0102 I 0.0793 I 0.0354 1 0.0291 I 0.2143 
5 1  0.0552 I 0.0094 I 0.0735 I 1 5 1  0.0325 1 0.0287 I 0.2042 

The different character of the NS scan from the NS scan points to the possibility of another phenomenon which could be 
happening. The diffusion of carriers within the substrate occurs once photons penetrate far enough into the substrate. The 
longer wavelengths of light, greater than 0.7 pm, penetrate the substrate to depths where diffusion can occur. This effect is 
a concern primarily in the NS axis as there is nothing else in the EW axis to attract the carriers. So there is probably carrier 
diffusion occurring within the detector substrate in addition to the detector stray light that causes the IGFOV tails in the NS 
slit scan data of figure 3. 

6. PROPOSED CFSANGES TO IMPROVE LOW FREQUENCY MTF OF THE DETECTOR 

After giving some rationale for the existence of stray light at the detector and showing some results which indicate the 
extent to which stray light may impact the MTF at 4490 cycles per radian, it is appropriate to address the particular changes 
that could improve or reduce the stray light within the detector package. Based upon the discussions above, the 
recommendations for improving the MTF at 4490 cycles per radian include the following changes: 

1. Deposit a non-reflective coating on the substrate around the detector active area. 
2. Improve the anti-reflection coating on the window to be 4% in the 0.55 to 0.75 pm band. 
3. Place the window farther from the detector substrate at least .040 inch away. 
4. Reduce the reflectivity of the inside and outside of the detector cap including the aperture mask to 

5. Modrfy device internal structure changes to better define the active areas and reduce crosstalk in thc 
-30%. 

along -the array dimension. 

These changes to the detector and its package will decrease the stray light levels at the detector and thus increase the MTF 
at the very low frequencies. 

7. THE NEW DETECTOR 

Figure 5 shows a drawing of the new detector configuration. It is very similar to the old detector with the exception of the 
changes listed above. In the new detector the black polyimide coating will cover the aluminum coating on the substrate. The 
spectral curve shows that for the Imager bandpass the reflectance is approximately 5%! This is significantly lower than the 
80% to 90% aluminum reflectance, The window has an anti-reflective coating with the reflectance from each surface less 
than 0.5% over the 0.55 to 0.75 pm wavelength band. Also the window for the new detector is now 0.048 +/- 0.008 inch 
away from the detector substrate. The only item in the list not included in the changes is #4, reducing the reflectivity of the 
cap and mask and housing. The darkening of the cap, aperture mask and housing will be forthcoming in later devices and 
could show a slight improvement in low frequency MTF’s over the devices now in process. 
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FIGURE 5 
THE NEW DARKENED SUBSTRATE DETECTOR 

7.1 Results Of New Visible Detector MTF Tests 

The SN06 sounder star sense channel will be the first opportunity to install the new device in a flight instrument. The 
Sounder star sense optical system is essentially the same as the Imager visible optical system with the exception that the 
telescope has a focal length of 145.8 inches, the spectral bandpass extends from 0.4 to 1.0 pm and the spectral balance filter 
is not present. The element sizes of this specific detector are slightly small in the EW and slightly large in the NS and 
would not meet the Imager IGFOV requirement. It is important to note that the aperture in the stainless steel mask for this 
device is different. The aperture is now circular rather than oblong and has a diameter of 0.058 inches. The mask is not 
black. 

FIGURE 6 
SN06 SOUNDER STAR (DARKENED SUBSTRATE) DETECTOR ON SLIT 
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FIGURE 7 
SN06 SOUNDER STAR (DARKENED SUBSTRATE) DETECTOR NS SLIT 
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Repeatmg the detector slit scans in exactly the same way as for the Lmager,i.e., with no other transmissive optical 
components in thc path, will demonstrate whether the stray light levels are actually lower for the new darkened substrate 
detector. Figures 6 and 7 show the IGFOV scans for the darkened substrate detector. For the EW slit scans the plots show a 
reduction in the signal to lower levels outside the detector. This is true for the NS IGFOV scans as well. Comparing signal 
levels to thc SN06 lmagcr Figures 3 and 4 the curyes in figures 6 and 7 show factors of 2 to 3 reduction in the signal levels 
for regions just oulsidc the detector. The reduced stray light levels should impact the MTF values for the lower spatial 
frequencies. 

In order to comparc thc stray light levels between the instruments, it is necessary to repeat the same calculations or 
integrations pcrformcd and reported above. Table VI shows the results of the integration process for the new darkened 
substrate detector. In tlie EW axis the 1% amplitude criterion gives a detector signal outside the detcctor of 1.5% to 2.5%. 
This level is only 40% that of the SN06 Imager 4% to 6%. For the NS axis the results are similar, 1.6% to 2.5% for the new 
detector compared to 3% to 5% for the old detector. For the 150 pn criteria in the EW axis the new detector shows a 
signrficant reduction in the detector signal coming from outside the detector - 2% to 3% - whereas the Imager SN06 gave 
5.5% to 8%. The biggest difference is for the 150 pn detector width in the NS where the new detector gives only a 2.8% to 
3.7% signal level outside the detector where the SN06 Imager bad a 14% to 21% signal level. The striking difference in the 
NS IGFOV curves is probably the result of a reduction of Carrier diffusion within the substrate. Using a 2.5% stray light 
level for the Sounder SN06 detector will cause a reduction in MTF of 5% or about half the effect of stray light on h4TF 
within the SN06 Imager detector. This accounts for the majority of difference between the measured and predicted h4TF at 
4490 cycles per radian for SN06 Imager. 
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Table W shows the Sounder optical MTF results using the new darkened substrate detector and also shows the SN05 
Sounder optical MTF data. At 4490 cycles per radian the MTF is indeed higher than the previous instrument by -8%. 
Values of 0.92 have previously never been measured on the Sounder or Imager at 4490 cycles per radian. The improvement 
in MTF is close to the predictions stated above. It is true also that the optical MTF values with the new detector are still a 
few percent below expectations leaving room for further improvement in MTF with the incorporation of a darkened cap, 
mask and housing. 

8. CONCLUSIONS 

The results of the IGFOV and the MTF measurements with the new darkened substrate detector verify the theory that stray 
light has been a major contributor to the MTF at 4490 cycles per radian being below specification. The data also validates 
the detector as a source of a sigrdicant portion of the stray light. Further the analysis indicates that the high reflectivity of 
the substrate is the primary source of the stray light at the detector. 
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ABSTRACT 

The calibration processing algorithms currently in effect for the GOES-8 and -9 imagers and sounders are 
described. The algorithms have been changed since the launch of GOES-8. Smoothing of the calibration slopes has 
been instituted to suppress the effects of noise in the blackbody sequences. In the visible channels, the signal, originally 
transmitted to users in absolute counts, is now provided relative to the signal from space. The operational calibration 
equations were generalized to eliminate errors caused by the variation of the reflectances of the instruments' scan mirrors 
with east-west scan position, which was discovered after the launch of GOES-8. We are in the process of developing 
processing changes to mitigate the effects of two other anomalies--the appearance of east-west stripes in the infrared 
images from the imagers; and erroneous calibrations around midnight during six months of the year, caused by the 
presence of unwanted radiation from hot components of the imagers' and sounders' telescopes during the calibration 
sequences. Instructions are given on how to convert the counts in the GVAR (GOES VARiable format) data stream 
to radiances, temperatures, and mode-A counts. 

Keywords: calibraiion, infrared radiation, visible radiation, radiometers, meteorological satellite sensors 

1. INTRODUCTION 

The GOES-8 and -9 satellites, launched into geostationary orbit on April 13, 1994, and May 23, 1995, 
respectively. each carry an Earth-atmosphere imager and an atmospheric ~ounder."~ These instruments observe the Earth 
in a total of 74 spcctral intervals ("channels") at wavelengths between 0.6 pm and 14.7 pm. Each imager has five 
spectral intervals. which are isolated by stationary filters in its optical chain. There is a separate linear north-south array 
of detectors for cach channel--eight detectors in channel 1 (visible), two in channels 2 (3.9 prn), 4 (10.7 pm) and 5 (12 
pm), and one in  channel 3 (6.7 prn). Each sounder has 19 spectral intervals, one in the visible and 18 in the infrared. 
The spectral intervals in the infrared are isolated by a rotating filter wheel. There are three sets of four detectors in the 
infrared, one set for all the channels in each of three infrared spectral regions--shortwave (six channels between 3.7 and 
4.6 pm), midwave (five channels between 6.5 and 11 pm, and longwave (six channels between 12 and 15 pm). The 
visible channel is isolated with a separate optical chain and set of four detectors. 

Imager outputs are transmitted to the ground station as 10-bit words, sounder outputs as 13-bit words. 

The characterization of the radiometric performance of each instrument begins with an extensive program of 
pre-launch tests conducted by its manufacturer ( I n ,  Ft. Wayne, IN) and by the GOES I-M prime contractor (Space 
SystemsLoral, Palo Alto, CA). The tests before the launch of GOES-8 were notable for revealing performance 
anomalies. The most serious of these, l/f-noise and temperature-related drifts in imager output, actually necessitated 
hardware changes in the instruments. In addition, modifications to the calibration processing were required, which the 
ground-system contractor (Integral Systems, Inc., Lanham, MD) completed shortly after the launch of GOES-8 (but 
before the GOES-8 instruments became operational). Despite the extensive testing before launch, the data received from 
space after launch revealed some additional, relatively subtle anomalies. 

The purpose of this paper is to present the current status of the calibration processing, including modifications 
to mitigate effects of anomalies discovered when the instruments were in space. We begin by describing the calibration 
data produced by the instruments during normal operations. A summary of the infrared-channel calibration equations 
in place at the launch of GOES-8 follows. Post-launch changes to the calibration equations to correct an east-west 
variation in the reflectances of the scan mirrors are described, as is the technique for suppressing effects of noise in the 
blackbody sequences. Two remaining problems affecting the infrared channels are mentioned, for which remedies are 
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under development. Processing of the data in the visible channels is summarized. Although the visible channels are not 
calibrated in orbit, their data are normalized, and, beginning recently, relativized. Finally, instructions on how to convert 
the GOES VARiable format (GVAR) data--the data transmitted to users--to radiances, brightness temperatures, and 
mode-A counts are provided (for the infrared channels only). 

Measurement type 

Space 

2. INFRARED CALIBRATION DATA 

Imager Sounder 

2.2, 9.2, or 36.6 sec 2 min 

In orbit, the imagers and sounders periodically view space and their on-board warm blackbodies to acquire data 
for calibrating their infrared channels. Each instrument's blackbody is in front of its entire optical chain and fills its 
optical aperture, providing a full-system calibration. The data acquired at the blackbody looks (and associated space 
looks) are used for inferring the instruments' calibration slopes (radiance increment per output count), which are the 
reciprocals of the responsivities. The data from the space looks, which, as we will see below, occur more frequently than 
the blackbody looks, allow us to infer the calibration intercepts (radiance at zero counts). 

To preserve the precision of the measurements, the instruments must be calibrated often, because temperatures 
on a three-axis stabilized satellite such as GOES vary diurnally and rapidly by tens of Kelvins. Space looks must occur 
more frequently than blackbody looks, since temperature changes affect the calibration intercepts more than the slopes. 
Also, the imagers must view space as frequently as possible to control the effects of I/f noise in the channels that use 
photoconductive HgCdTe detectors. While viewing space, the imagers execute their DC signal restores ("space. 
clamps"). The I/f noise manifests itself as a drift in the imager's output in the time between the space clamps. The more 
frequent the clamps, then, the less severe the drifts. The sounders execute DC restores while viewing their filter wheels 
(instead of space) at a frequency of approximately 50Hz, which essentially eliminates drifts caused by I/f noise. 

The intervals between calibration measurements are listed in Table 1. For the imager, the space looks for 
calibration all involve space clamps. Current calibration operations use the 2.2-sec space-look interval for imaging the 
full Earth and the 36.6-sec interval for imaging smaller sectors. The 9.2-sec interval is not used for routine imaging. 
This selection of intervals represents a compromise between radiometric precision and Weather-Service schedules. 

TABLE 1 : Intervals between calibration measurements 

I Blackbody I 30 min I 20 niin 9 

The following is the sequence of events at each calibration: For a sounder, a space look may interrupt a scan 
line in progress. It consists of the acquisition of 40 samples of data at a location at least 0.5 degrees away from the Earth. 
Typically, this requires a total of approximately 8 sec. of which 4 sec is devoted to taking the data and the rest to slewing 
and settling of the scan mirror. A blackbody sequence, which may interrupt n frame in progress, consists of acquisition 
of 40 samples from a view of space (4 sec), data for a check of the linearity of the electronics ( I  .6 sec), and 40 samples 
during the view of the blackbody (4 sec). The entire sequence requires approximately 55 sec, of which approxiniately 
45 sec are devoted to slewing and settling of the scan mirror. The view of the blackbody follows that of space by 
approximately 23 sec. 

For an imager, a space look occurs at a scan reversal--the end of an east-to-west or west-to-east scan, as the 
direction of the scan mirror's motion reverses in preparation for a scan in  the opposite direction. The location is at least 
0.5 degrees ffom the edge of the Earth. The sequence of events at the reversal is acquisition of 400 (nominally) samples 
from a view of space, the DC restore (clamp), and another acquisition of 400 samples of data from a view of space 
immediately following the clamp. These two views of space are called the "pre-clamp" and "post-clamp" views. 
respectively. Acquisition of 400 samples requires approximately 73 msec, and an entire scan reversal, including the 
clamp and the two space views requires 200 msec. The purpose of acquiring two sets of data at each space look is to 
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combat the effect of drifts during the period of data-taking on the Earth that occurs between any two spacelooks. We 
interpolate the calibration intercepts (see below) in time from the post-clamp of the first space look to the pre-clamp of 
the second. This accounts for the linear (in time) component of the drift, but it does not correct for any of the higher- 
order  component^.^ 

Imager blackbody sequences occur every half hour between frames. A sequence consists of acquisition of 400 
samples from the post-clamp phase of a space look (73 msec), 1000 samples during the view of the blackbody (183 
msec), and 400 samples (73 msec) from the pre-clamp phase of the space look following the blackbody. The entire 
sequence requires approximately 44 sec, and almost all of that is dedicated to the slewing and settling of the scan mirror. 
The blackbody observations take place approximately 18 seconds after the first space look and 18 seconds before the 
second. To minimize the effect of drifts that will almost certainly affect the instrument outputs in the intervals between 
the views of the blackbody and space, we interpolate the outputs from the two space looks to the time of the blackbody 
look. This accounts for the linear component of the drift but does nothing to correct for higher-order  component^.^ 

3. ORIGINAL INFRARED CALIBRATION EQUATIONS 

The original basic calibration equation, in place at the launches of both GOES-8 and GOES-9, relates sensor 
output X (in digital counts) to scene radiance R, in mW/(m*-sr-cm-'), by 

R = qX' + mX + b 

The value of q, the coefficient of the quadratic term, was (and is) known a priori, having been determined from 
measurements made by ITT before l a ~ n c h . ~  The quadratic term allows for possible non-linearities in sensor response. 

The coefficients m and b, termed the slope and intercept, respectively, were determined during in-orbit 
operations as follows: From the data in each blackbody sequence, m was given by 

where subscripts bb and sp refer to data taken from views of the blackbody and space, respectively. The blackbody's 
radiance %,, is computed from its temperature and the spectral response function of the channel. For both the sounder 
and the imager, the blackbody's temperature is measured by eight thermistors. In the computations, we average nine 
samples from each thermistor and average over the eight thermistors. For efficiency in the real-time computation, the 
radiance values are computed from cubic polynomials in temperature. The polynomial coefficients were derived before 
launch from a fit of a cubic to a table of temperatures vs radiance evaluated at every 0. I K between 270K and 3 1 OK. This 
range includes every temperature the blackbodies are expected to assume in normal operations in orbit. In the table, each 
radiance value for each channel and detector was computed by the "exact" method: as a weighted mean over the spectral 
response function for that detector and channel, The errors due to use of the polynomial approximation are at least an 
order of magnitude less than the expected noise in each channel. 

The values of X,,  and X,, require elaboration. For the sounder, X,, is the average of the 40 samples at the space 
look preceding the blackbody look. For the imager, X,, is determined as follows: First, the 400-sample averages are 
computed separately for the space looks preceding and following the blackbody look. The value at the time of the 
blackbody look is then estimated by interpolation on time between the two space looks. The interpolation reduces the 
effect of drifts over the period of the blackbody sequence? The values of X,, are the averages of the 40 samples 
(sounder) or 1000 samples (imager) acquired at the blackbody view. 

At each space look, b was determined from the equation, 

b = -mX,, - qX,,Z 
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The value of X,, is the average of the 40 samples (sounder) or 400 samples (imager) acquired at the space view. For the 
imager, the intercepts are computed and saved for both the pre- and post-clamp views. As Table 1 indicates, space looks 
occur far more frequently than the blackbody looks, so the intercepts are updated more often than the slopes. 

For each pixel, the radiances were computed from eq. ( I )  with the values of m and b from eqs. ( 2 )  and ( 3 ) .  For 
the imager, to remove the effects of drift between the space looks, we update the value of b at each pixel by interpolating 
between the post-clamp view at the preceding space look and the pre-clamp view at the following space look. as was 
described previously. 

4. REVISIONS FOR VARIATION IN SCAN MIRROR EMISSIVITY 

Shortly after the GOES-8 instruments began operating, we observed that the outputs of the imager and sounder 
channels at wavelengths between 6 and 14 pm varied with the east-west position of the field of view. This was most 
apparent when the scene was space. An example is in Fig. 1, which shows raw imager data from east-west scans of space 
above the north pole at three different times of day. 
Although the scans of space extend approximately 19" in 
the east-west direction (which slightly exceeds the 17.4" 
width of the Earth), they correspond to a mechanical scan- 
mirror rotation of half that, or 9.5". (In Fig. 1, the 
abscissa is mechanical scan mirror angle.) An angle of 45" 
represents the meridian directly below the satellite, and the 
angles of 40" and 50'  are located in space beyond the east 
and west sides of tKe Earth, respectively. The differences 
in output between the east and west sides of the scans 
correspond to an artificial temperature difference of 
approximately 150K. More to the point, there were also 
radiometric errors--as large as several Kelvins-in 
observations of the Earth, although they were masked by 
the variability in the scene. Similar angle dependences 
and radiometric errors were also observed later in data 
from the GOES-9 instruments. The cause of this behavior 
is believed to be an absorption feature of the instruments' 
scan mirrors' silicon oxide coatings, which causes the 
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Fig. 1. Raw output on space, GOES-9 imager. 
channel 5 ( I  2 pm) 

mirrors' emissivities to vary with the incidence angle of the incoming radiation. The processing changes" required to 
eliminate these radiometric errors will be summarized here. These changes were made operational in April 1995 and 
August 1995 for the GOES-8 and GOES-9 imagers, respectively. For the GOES-8 and GOES-9 sounders, they were 
made operational in  June and April 1996, respectively. 

4.1 Generalized infrared calibration equations 

The processing changes are a generalization of the calibration equations to include the radiative transfer at the 
scan mirror. The generalized calibration equation is 

(1 - c[0]) R + ~ [ 0 ]  R M  = qX2 + mX + b (4 ) 

where R, X, q. m, and b are defined as in eq. (1). The quantity E is the emissivity of the scan mirror, and it is a function 
of scan angle 8. The procedurc for obtaining the values of E is described in the next section. RM is the radiance of the 
scan mirror, which can be computed from its temperature and the spectral response function. On the left side of this 
equation, the scene radiance R is now multiplied by 1 - E instead of 1 ;  this represents the loss in radiance caused by the 
rcflectancc of the mirror now being I - E instead of' 1. The second term on the left is the radiation emitted by the scan 
mirror. 
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In orbit, the processing goes as follows: At each blackbody look, m is determined from 

In eq. (5), the definitions of all the variables are the same as in eq. (2). However, rbb is not simply the radiance of the 
blackbody Rbb, but is related to it by 

where RM,b, is the radiance of the scan mirror computed from its temperature at the time of the blackbody sequence. The 
quantity ~[45] is the scan mirror's emissivity when it is at the blackbody position, for which the angle of incidence of the 
incoming radiation is 45". Similarly, ~ [ s p ]  is the emissivity at the space look position, which will have an incidence angle 
of either 40' or 50", depending upon which side of the Earth the space look occurs. (For the imager, 40" is on the west, 
while for the sounder it is on the east.) 

Although m as defined in eqs. (5) and (6) appears to depend on the side of Earth on which the space view 
occurs, it is, in fact, a property of the instrument only. It is essentially the reciprocal of the responsivity of the radiometer 
downstream of the scan mirror and does not depend on space-view side. 

At each space look, b is determined from the equation, 

b = -mX,, - qX,; (7) 

The value of b may depend on space-clamp side. 

For each pixel, the radiances are computed from 

R = (qX2 + mX + b - ( ~ [ 8 ]  - ~[sp])R,,~,)/(l - E[€)]) (8) 

where m and b are the values computed in eqs. (5 )  and (7), RMsp is the mirror radiance at the time of the space look, and 
~ ( 8 )  is E evaluated at the scan angle (pixel position) 8. 

For the imager, the interpolation of space-look counts within the blackbody sequences, and the interpolation 
of the intercepts between space looks, are still carried out, as described previously. 

4.2 Derivation of emissivities 

The scan-mirror emissivity values were determined soon after launch from in-orbit measurements of the 
instruments' outputs as they scanned space from the extreme west to the extreme east. Data for a number of scans were 
averaged to reduce random noise. For the sounders, the output varies not only with scan position, but with time, as the 
temperature of the instrument changes over the minute or so required for each scan. (This is not a problem for the 
imagers, which clamp on space every few seconds and anyway require only one second per scan.) We removed the 
temperature-driven drifts from the sounder data after estimating them by regression on the optics temperatures. 

Emissivities were derived separately for each detector in  each channel of each instrumcnt. In the following, 
we suppress reference to instrument, channel, and detector, since the procedure was the same for all of them. Since we 
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had measurements on space at all values of 8, we simplified the definition of the calibration slope in  equations (5) and 
(6), obtaining 

where XJ45) is the instrument output in counts when it views space at a scan angle of 45". The emissivity was given 
by 

where R, is the radiance of the mirror computed from its temperature during the scans, and XJ0) is the instrument's 
output in counts when it views space at scan angle 0. 

The emissivities at 45" in all imager and sounder channels were provided from laboratory measurements of 
witness samples.' 

The entire process was carried out for data collected approximately once an hour for 24 hours. A daily-average 
profile of E vs 0 was then computed as the average over all hours. 

For each channel, we fitted a quadratic polynomial, i s . ,  

~ ( 0 )  = q,+a,0+az8? 

to the profiles of emissivity vs 0. (Also, the variable 0 was transformed to become the east-west position of the scan 
mirror expressed in inductosyn increment numbers, which is uniquely related to scan angle.) This produced the 
coefficients 4,. a,, and a2. They arc stored in  a database 
i n  the ground-system computer and are used in the 
processing to generate the emissivities vs angle. 

Approximately once every three months we 
generate new emissivity-vs-angle profiles using east-west 
scans, as described above. Thus far, we have found no 
significant change in the values since the launches of the 
GOES-8 and -9 satellites, and so we continue to use the 
original values. 

Figure 2 attests to thc success of the generalized 
calibration equations. It shows thc radiances of space vs 
scan angle derived from the original calibration equations 
("before") and the generalized ones ("after") in channels 
4 (10.7 pm) and 5 (12 pm) of the GOES-8 imager. The 
generalized equations removed apparent east-west 
radiance differences of 1 mW/(m'-sr-cm-' ) and 2 
mW/(m*-sr-cm" ) in  channels 4 and 5, respectively. 
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Fig. 2. Radiances of space vs angle in channels 4 
and 5 of GOES-8 imager, 10/1 1/94. 
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5. NOISE SUPPRESSION IN BLACKBODY CALIBRATIONS 

-0.215 Although the effects of drift and I/f noise 
in  the blackbody sequences are reduced by the 
interpolation of the space-count value to the time of 
the blackbody view, a significant mount  of "noise" 
survives in  the computed calibration slopes. The 
asterisks in Figure 3 delineate the time series of 
slopes, computed every 30 min, from the two 
detectors in channel 4 of the GOES-8 imager. Apart 
from the noise, these plots exhibit a repeated 
diurnal variation in the slopes with peak-to-peak 
amplitude slightly less than 2%. This is a true 
variation in  instrument responsivity, caused 
primarily by temperature-driven variations in the 
background radiation on the detectors. This is 
expected, causes no errors, and will not be 

1996 Its primary effect is to induce errors in  the 
radiances. It also has the effect of introducing 
systematic striping in the images, which is more 
noticeable. The reader is reminded that each of the 
two detectors in this channel generate alternate 
lines of each image. The slope error for either 

detector induces a systematic error in  the radiance at every scene (pixel) observed by that detector for the 30 min 
following the calibration. Since these errors are, to a large extent, uncorrelated between the two detectors, the systematic 
errors in the radiances will usually be different for the two detectors, and the image will appear striped. The 
characteristics of the striping will change every 30 minutes, as the errors vary from one blackbody sequence to the next. 
The magnitude of the striping in images from channel 4 of the GOES-8 imager is typically of the order of 0.1 K, for a 
scene at 300K, and 0.4K, for a scene at 200K. The subject of striping in images will be discussed in detail later in  this 
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Fig. 3. Time series of slopes for detectors 1 and 
2 of channel 4 of the GOES-8 imager. 

The calibration processing in the ground system applies an averaging technique to smooth out the slope noise. 
It would not be desirable to average over a significant fraction of a day, since that would introduce errors by removing 
true diurnal variation. Instead, we use a two-hour running window. However, to achieve enough smoothing, we need 
more data than can be obtained in two hours. Therefore, we include data from the same two-hour interval from each of 
the previous nine days. Nine is not so many that seasonal slope changes would be significant. The averaging includes 
today's data--for which we have the current slope and the slopes from the previous hour, the data from the previous eight 
days--for which we have slopes from five blackbody sequences in the full two-hour window centered on the current time, 
and, finally, the data for the ninth day before the current day--for which we use the slopes for the current time and one 
hour afterwards. In the averaging, the slopes are weighted inversely according to their displacement in time, both in days 
and in minutes within the two-hour window, from the current blackbody sequence. 

This averaging technique is incorporated in the calibration contingency path referred to as calibration "mode 
3." Currently, i t  is the only one of the several contingency paths available in  the ground system that is in routine use. 
("Mode 1" refers to the basic calibration algorithm, including the correction for the east-west variation in scan-mirror 
emissivity, described in the previous sections.) The averaged (mode-3) slopes, plotted in Fig. 3 as the solid lines, 
reduce the scatter exhibited by the mode-1 slopes. The averaging is also effective in reducing the frame-to-frame 
variation in striping, as will be shown later in this session.* 

6. INFRARED ANOMALIES YET TO BE ACCOUNTED FOR 

We are currently developing new software modifications to mitigate the effects of two othcr performance 
problems-striping in infrared images from the imagers, and calibration errors due to solar heating of the imagers and 
sounders near satellite midnight. 
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6.1 Striping in infrared images 

East-west stripes are observed in the Earth images produced from data in channels 4 (1 0.7 pm) and 5 (1 2 pm) 
of the imagers. Both of these channels use two detectors, and each detector generates every other line of the image. 
Quantitatively, striping is given by the mean difference between the radiances or temperatures measured by the two 
detectors when they view a uniform scene. Typically, its magnitude, in an rms sense, is of the order of 0.1K for scenes 
at 300K, and 0.4K for scenes at 200K. That the striping expressed in temperature units is relatively severe on cold scenes 
(a direct consequence of the Planck relationship between temperature and radiance) is unfortunate, because of its effect 
on data products, such as precipitation estimates, that are based on observations of high clouds. 

The striping is primarily caused by I/fnoise from the detectors. In the previous section we discussed how the 
l/f noise in the blackbody sequences propagates systematic striping into the images. In addition, l/f noise in the scans 
themselves and in the space looks causes striping that varies randomly throughout images. Finally, there is another 
component of the striping, apparently constant or slowly varying over months, whose source is unknown. Striping will 
be described more fully later in this session.'.' 

6.2 Calibration errors caused by solar heating near satellite midnight 

Between the months of April and October, the magnitudes of the calibration slopes computed during the 
approximately eight hours around satellite midnight become smaller than expected. This is especially discernable in the 
channels at wavelengths below 10 pm. There is some evidence that, in the imager, this phenomenon is correlated with 
errors--of the order of 1 K--in measured ocean-surface temperatures. Such behavior was predicted before launch by I'IT. 
However, only after it was confirmed in orbit did we characterize the phenomenon and develop a correction for it. The 
correction will be incorporated in the ground-system software in the future. Details on this subject are presented later 
in this session."' 

7. PROCESSING OF VISIBLE-CHANNEL DATA 

The imager uses a north-south array of eight silicon diode detectors to image the earth, and the sounder uses 
an array of four similar detectors, primarily for cloud detection. With each rotation of the scan mirror, the imager thus 
produces eight adjacent east-west lines and the sounder, four. These detectors are not calibrated on orbit. 

7.1 Normalization (destriping) 

Without in-orbit calibration, the visible-channel images are susceptible to striping. Striping is reduced by the 
normalization of each detector's output to the output of a stable reference detector. The normalization is applied i n  real 
time at the Command and Data Acquisition (CDA) station at Wallops, VA, through application of normalization look-up 
tables (NLUTs) to the raw scene data. 

The technique for generating NLUTs is carried out off-line and involves matching the empirical distribution 
functions (EDFs) of the raw data from each detector to that of the reference detector." The reference detectors were 
chosen from considerations of long-term stability and maximal usage of the count range of the data system without 
clipping at the upper and lower limits. 

Image striping is monitored daily at NOAA. Striping in images from the GOES-8 imager has been minimal, 
even without normalization. Since April 1995. the data have been normalized to remove a small amount of striping. but 
the detectors have been so stable that there had been no need to update the NLUT until a year later, when relativization 
(see below), which modifies the data slightly, was introduced. At that time a new NLUT was made operational, and we 
expect that it will not need to be updated for a long time. A similar statement can be made for the visible channel of the 
GOES-9 imager. We began normalizing in July 1995, but there was never a need to change the original NLUT until the 
spring of 1996, when relativization was introduced. 
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7.2 Relativization 

At first glance, it may seem that the two steps of 
relativization would cancel each other out. This not the case, 
however, because the mean space value and BOOST are not 

space look to space look, as it is affected by noise (imager) 
or noise and drift (sounder), whereas BOOST is invariant. 

necessarily equal. The mean space-count level varies from 

Table 2 lists the dates that relativization was first 

The signal from any scene is the instrument's output while viewing the scene, minus its output when viewing 
space. Until the spring of 1996, however, the data in the visible channels of the GOES-8 and GOES-9 sensors were 
transmitted to users in absolute counts, i.e., scene counts without the signal from space subtracted out. In this form, the 
data were consistent with the visible-channel data from other NOAA satellites past and present. 

Instrument Date 

Imager 5/23/96 

Sounder 611 9/96 

411 6/96 Imager 

Sounder 4/16/96 

GOES-8 

GOES-9 

We call the process of differencing the signals from the scene and space "relativization," because it produces 
a signal relative to space. Relativization removes effects of long-term drifts and detector-to-detector differences in offset. 
For the imagers, relativizing the signals is usually not important under normal conditions. The outputs of the photo-diode 
detectors are relatively stable in time and consistent among detectors. The space clamps continually set the count level 
from space to approximately 29 counts, thereby preventing significant drifts caused by temperature changes. And there 
are no drifts from l/f noise in the visible channels. For a single detector, the rms variation in space-clamp levels ("clamp 
noise") is less than one count (out of 1024), and the variability in the space-clamp level among detectors is of the order 
of one count. 

However, some relatively rare performance anomalies in the imagers do provide a reason to relativize. Before 
the spring of 1996, the visible imagery from both imagers experienced occasional incidents of severe striping, which 
consisted of positive or negative offsets, between 10 and 30 counts in magnitude, in the outputs of one of the eight 
detectors. The cause is believed to be noise spikes in the space clamps of the offending detector. Furthermore, for a few 
days around the equinoxes, the space clamp level of (logical) detector 6 of the GOES-9 imager's visible-channel array 
was observed to increase by approximately five counts for a few hours of the day, which also caused image striping. 
Relativization should prevent such anomalies from causing stripes in the images. 

Relativization would also be of benefit for the sounders. Because they do not clamp on space, they show diurnal 
and seasonal drifts and detector-to-detector variations, which are tens of counts (out of 8192) in magnitude. 

Therefore, in the spring of 1996 we began to relativize the visible-channel imagery from the imagers and 
sounders. The data are relativized before being normalized. Relativization requires two steps. First, the mean count 
value from the most recent space look is subtracted from the pixel counts. (For the imager, the space-look data are from 
the post-clamp following the preceding space look.) Second, a constant, "BOOST," is added back in. Without the 
second step, relativizatian would have two undesirable consequences. First, when space itself is the target, the 
distribution of the data would be approximately Gaussian with a mean of zero. Half of the distribution would have count 
values less than zero and would be lost, since GVAR (the GOES VARiable format data stream, which users receive) will 
not accommodate negative integers. Second, the overall brightness of the image would change significantly between the 
"relativization off' and "relativization on" states. 
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7.3 Calibration 

Satellite 

GOES-8 

GOES-9 

The visible detector-channels are not calibrated in orbit. However, calibration coefficients are measured by ITT 
before launch and are included in the data transmitted to users in the GVAR data stream. A factor that converts radiance 
to reflectance factor or albedo (on a scale of 0-1) is included as well. Since detector responsivities can vary 
unpredictably, the pre-launch calibration may not be valid after launch. 

BOOST b No. of reference detector (in m 
physical array) (ref. det.) 

6 0.5521 899 29 -16.014 

7 0.5560950 29 -16.127 

The calibration equation is either 

or 

R = m X + b  (9 ) 

R = m(X - X,) (10) 

where K is radiance i n  W/(m'-sr-pm), X is the instrument output in counts, the subscript sp refers to the view of space, 
and m and b are the calibration coefficients. 

The value of b I n  eq. (9) depends on the electronic zero level, which is set at each space clamp. As was 
discussed in  the preceding section, this level varies by approximately one count for the imagers and tens of counts for 
the sounder. Thcrelore. when the satellite is in orbit, the value of b determined in the laboratory (or at any other earlier 
time) may not bc \idid. Equation (10) is preferred. 

Furthermore. relativization and normalization affect the calibration. Since normalization makes the responses 
from all eight dctccror\ the same as that of the reference detector, users of the pre-launch calibration should apply the 
calibration cocflicicnts for the reference detector (see Table 3) to the data from all detectors. 

With relaiivization enabled, an instrument's output at the view of space is modified slightly, and the value of 
b in the calibration equation (eq. [ 9 ] )  needs to be modified accordingly. For this reason also, the best approach is to use 
eq. (IO).  I f  eq. ( 9 )  must be used, then the value of b should be determined from the equation 

b = -m*BOOST 

in which m is the slope for the reference detector. Values of b determined in this way for the two imagers, as well as the 
values of rn and BOOST, are tabulated below. 

TABLE 3: Visible-channel calibration coefficients for imagers 
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8. RETRANSMITTED (GVAR) DATA 

Raw imager and sounder data are transmitted to the Command and Data Acquisition Station (CDA) at Wallops, 
VA, continuously in real time. Raw imager data are in IO-bit words, raw sounder data in 13-bit words. This section 
describes the subsequent data flow at the CDA, culminating in the retransmission of processed data to users. 

8.1 Infrared-channel data 

Calibration processing for the infrared channels, culminating in the retransmission of the data to users in the 
GVAR data stream, takes place at the CDA in real time. In the processing, the calibration coefficients are computed and 
are applied to the raw data, converting them to radiances, as previously discussed. The radiances are scaled linearly so 
that they utilize the full IO-bit (imager) or 16-bit (sounder) word length of the GVAR. The calibration coefficients (three 
per channel/detector) and the scaling coefficients (two per channel) are also transmitted in the GVAR. Users can derive 
the radiances from GVAR counts by inverting the scaling operation. The procedure for converting GVAR counts to 
radiances, temperatures, and "mode-A" counts" for the imagers is described in detail in the Appendix. For the sounders, 
the GVAR will contain both radiances and raw data. For the imagers, it will only contain the radiances, because the 
GVAR does not have enough bandwidth for both. The GVAR also contains statistical data and telemetry information 
for monitoring the calibration and instrument performance. 

8.2 Visible-channel data 

The raw data in the visible channels are relativized and normalized at the CDA, but no calibration is applied. 
The GVAR stream contains the relativized, normalized data in IO-bit words (imager) and 16-bit words (sounder). The 
GVAR also carries ordoff flags for the status of relativization and normalization, the values of BOOST, the normalization 
look-up tables, the identity of the reference detector, and the ID (including the creation date) of the normalization look-up 
tables. In addition, it contains the visible-channel pre-launch calibration coefficients (three per detector, but with the 
quadratic coefficients identically zero) and the factor that converts radiance to reflectance factor. 

9. CONCLUSION 

This paper provides a snapshot of the calibration processing in the GOES I-M ground system as of the summer 
of '96. Two years ago, when the GOES-8 satellite was launched, the processing utilized only the basic algorithm. 
Contingency paths were available in the software to deal with likely data irregularities, but they were not being used. 
Now, the processing has been changed, incorporating contingency paths and recently-developed software modifications 
to overcome the effects of instrument problems, some anticipated and some not, that were revealed in orbit. As continued 
monitoring of the data exposes more subtle performance anomalies, and as aging hardware presents new problems, the 
processing will probably continue to evolve. 
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11. APPENDIX 

3 

4 

INTERPRETATION OF INFRARED IMAGER DATA IN GVAR 

38.8383 29.1287 

5.2285 15.6854 

In the GVAR data stream, the data from the infrared channels of the imagers are scaled radiances packaged in 
10-bit words. The conversion of the raw data from the instruments to 10-bit scaled radiances is carried out in real time 
in the Sensor Processing System computers at the Command and Data Acquisition facility at Wallops, VA, and is 
described in the body of this paper. This Appendix is for the GVAR user who needs to convert a 10-bit GVAR count 
value (0-1023) in channels 2 - 5 of the GOES-8 or -9 imager to a scene radiance, temperature, or mode-A (8-bit) count". 

5 

Whether the objective is to obtain radiances, temperatures. or mode-A counts, the GVAR count value must first 
be converted to a radiance. This is done with the following equation: 

5.0273 16.3332 

R =  (X,-B)/M, 

where R is radiance in mW/(m'-sr-cm") and X, is the GVAR count value. The coefficients M and B are the "scaling" 
slope and intercept, respectively, and are tabulated below. The units of M are co~nts/(mW/[m~-sr-cm~']). Their values 
depend on channel, but for a given channel we expect them to be constant for all time and to be the same for each satellite 
of the series. 

TABLE AI : GOES imager scaling coefficients 

I 
I JI 11 Channel I M 

11 2 I 227.3889 I 68.2167 11 

To convert radiance to temperature, one first uses the following formula (the inverse of the Planck 
function) to derive "effective" temperature: 

T,, = (c,v)/ln(l + [c,v']/R) 

where T,, is effective temperature (K), "In" stands for natural logarithm, and R is radiance. The coefficients cI and c2 
are the two radiation constants, given by 

c l  = 1.191066~10.~ mW/(m2-sr-cm4) 
c2 = 1.438833 Wcm". 

The quantity v is the central wavenumber of the channel. For a given channel it will vary slightly from instrument to 
instrument. The values of v appear in tables A2 and A3. 
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To convert effective temperature T,, to actual temperature T (K), one uses the following formula: 

1-  Ch;nel Detector v (cm-I) a (K) P 
1 2556.65 -0.575836 1.00152 

T =  @ T e e +  a 

The constants v, a, and p depend on channel and instrument and appear in Tables A2 and A3. 

TABLE A2: Constants for GOES-8 imager (side 1) 

2 

3 

4 

4 

5 

2 2557.1 5 -0.580028 1.00152 

1 1481.85 -0.588961 1.00143 

1 934.25 -0.3 13687 1.00126 

2 934.35 -0.296247 1.00122 

1 837.05 -0.420806 1.001 17 

Channel 

2 

2 

1 I I 5 2 836.15 -0.341538 1.00102 

Detector v (cm-') a (K) P 
1 2555.15 -0.580725 1.000955 

2 2555.15 -0.580725 1.000955 

TABLE A3: Constants for GOES-9 imager (side 1) 

3 

4 

1 1481.75 -0.489100 1.001092 

1 934.55 -0.377608 1.001284 

4 2 934.25 -0.358734 1.001264 

1 833.95 -0.288899 1.0009 14 

5 

The term "side 1"  in the table headings indicates that the first of the two redundant sets of detectors and 
electronics is operating on each imager. The coefficients v ,  a, and P depend on the choice of side. The GOES-8 and 
-9 imagers have always operated on side 1. We will provide the coefficients for side 2 if and when they are needed. 

2 834.05 -0.2965 17 

The use of Teff accounts for the variation of the Planck function across the spectral passband of the channel. 
The differences between the values of T and T,,, increase with decreasing temperature. They are usually of the order of 
0.1 K. In the worst case, near 180K, they are approximately 0.3K. 
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A word on precision: For a scene at 300K. an increment of one GVAR count is equivalent to a temperature 
increment of approximately 0.1 1K in channels 2,4,  and 5, and approximately 0.35K in channel 3. 

The mode-A count value X, is derived from the temperature with the following equations": 

For 163K i T i 242K X, = 4 1 8 - T  

For 242K 5 T i 330K X, = 660 - 2T 

Mode-A count values are on an eight-bit scale and range in value from 0 to 255, with high counts representative 
of low temperatures. Beyond the difference in  precision, there is a fundamental difference between GVAR counts and 
mode-A counts: their units. GVAR counts are scaled radiances, whereas mode-A counts are temperatures. 

Tables of GVAR counts, radiances, temperatures, and mode-A counts will be provided by the author on request. 
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ABSTRACT 

East-west stripes are observed in images in channels 4 (10.7 pm) and 5 (12 pm) of the GOES-8 imager. These channels 
Use two detectors arranged in a north-south array to sweep out alternate lines of an imagc. The stripes are caused by differences in 
the outputs of the two detectors. There is a clear correlation between scene temperature and the maq tude  of the striping. Measured 
in temperature Units, the striping is more severe at the cold end of the spectrum, and therefore sects meteorological products which 
depend on observations of cold targets. The striping can be divided into three components: 1) within-frame random, 2 )  systematic 
wih-fiame but random fiomframe-to-kame, and 3) systematic over many frames. The fist two components are caused by l/fnoist: 
during data-talung and calibrations. The cause ofthe third component of the striping is not known. Examples of each striping element 
are presented and discussed. A brief comparison of GOES4 and GOES-9 imager striping is made. 

KEYWORDS: Calibration, Infrared, Imagery, Striping, Noise 

1. ZNTRODUCTION 

The GOES-8 imager observes the E d 1  in five spectral intervals ("channels") at wavelengths between 0.6 pm and 14.7 v. 
Channels 4 (10.7 p) and 5 (12 pn) each consist oftwo detectors in a north-south array that scan the Earth in the west-east and c a t -  
west directions via an oscillating "scan" mirror. With sufficient contrast 
txhancement, one can see east-west stripes in the images made kom data 
in these channels. The striping on uniform scenes is caused by 
differences in the outputs of the two detectors in a channel, since 
alternating lines in an image are observed by different detectors. The 
striping can be quantified as the difference between the average outputs 
of the two detectors. Striping magnitudes of several tenths of a Kelvin on 
a 290 K scene are common. The factors that contribute to such striping 
include the following: Each detector-channel operates independently and 
is calibrated independently. The signals are unchopped. The dctectors, 
photoconductive HgCdTe, have substantial llf noise, with knee 
frequencies between 75 and 375 Hz. The electronic zeroes are restored 
at views of space that WCLU mfrequently--every 2.2,9.2, or 36.6 seconds. 
Blackbody calibrations, which occur every 30 minutes, involve a 
spacelook, a blackbody view, and a second spacelook, with the three 
observations separated by two 18-second slews of the scan mirror. The 
1 4  noise causes the outputs of' the detectors to dnft randomly during 
calibrations and imaging, and as a result, the noises in each detector- 
channel are uncorrelated. 

Figurc 1 shows an image of the Great Lakes from channel 4 of 
the GOES-8 imager that contains striping. The milgmtude oftlie striping 

Fig. 1. GOES-8 imager ch 4 (1 0.7 pm) iniage with 
striping 
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in channel 4 is typically 0.4 K for scenes at 200 K, but only 0.1 K for scenes at 300 K. The more severe striping at the cold end of 
the spectrum is due to the Planck relationship between blackbody temperature and radiance. Therefore, meteorological products such 
as precipitation estimates, which are based on observations of cold high clouds, are affected disproportionately by the striping. 

2. BACKGROUND 

2.1 GOES imager calibration 

Each of the detectors in the GOES-IS imager is calibrated separately according to the equation: 

R, - q, Xi + m, X, + 6, (1) 

where i is the detector, is the radiance of the scene, X, is the instrument output in ten-bit digital counts, and q, 4, and bi are 
calibration coefficients. The quadratic coefficients q, are determined from prelaunch measurements and are not altered on-orbit. The 
coefficients q and bi are determined on-orbit from data acquired during blackbody looks and spacelooks'. 

At each blackbody look, the slopes q are determined from the equation: 

where i is the detector and subscripts bb and sp refer to data taken from views of the blackbody and space, respectively. The 
blackbody radiance is computed from its temperature and the spectral response function of the channel. Blackbody looks occur evcry 
30 minutes and always take place between images, so the slope is constant withm any given image. 

At each spacelook, the intercepts b, are determined from the equation: 

Spacelooks occur much more frequently than blackbody looks. For the imager, spacelooks occur every 2.2,9.2, or 36.6 seconds. 
Th~s means that the intercepts are updated farmore frequently than the slopes. For each scene pixel, the radiances are computed from 
equation 1 with the values of m and b from equations 2 and 3. 

The resetting of the electronic zero is referred to as a space clamp; the intercept is also calculated at a space clamp. 
Cmently, imaging is only performed at 2.2 second and 36.6 second clamp intervals. Full earth images (full disks) are imaged with 
2.2 second clamp intervals, and all other frames are imaged with 36.6 second clamp intervals. Equations 1-3 are simplified versions 
of the actual calibration equations applied on-orbit; however, all of the information pertinent to the striping is accounted for in the 
simplified equations. The full on-orbit calibration equations are derived and explained in Reference 2. 

2.2 l/fnoise 

Photoconductive HgCdTe detectors are subject to l/f noise'. This noise has an amplitude which is inversely proportional 
to its frequency, and its mechanism is not well understood, The l/f noise causes the output of the instrument to dnft in an unknown, 
random manner over time. In addition, the l/f noise is not correlated between detectors, so the dnft in each detector is unrelated to 
dr& in other detectors. Knee frequency is a parameter describing l/f noise; it is the highest frequency at which the detector noise is 
dominated by l/f noise. Above the knee frequency, "white" noise is the primary noise component; below the knee frequency, l/f noise 
prevails. A desirable detector has a knee fiequency as low as possible and below the clamping frequency of the electronics. 
Unfortunately, the latter criterion is not met for the detectors of the GOES-8 imager which have knec frequencies between 75 and 375 
Hz. As described in the last section, the clamping frequencies for the lmager are 0.45 Hz (2.2 sec clamp interval), 0.1 1 Hz (9.2 sec 
clamp interval), and 0.03 Hz (36.6 sec clamp interval), so l/fnoise is a predominant source of noise. 
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As seen in equations 1-3, each detector in a channel is calibrated independently of the other. Theoretically, both detectors 
should provide the same scene radiances when they view the same scene, because they are viewing identical references (space and 
blackbody). During calibrations (blackbody looks and spacelooks), the references drift because of l/f noise, and the drifting is 
completely uncorrelated between the two detectors in a channel. Therefore the slopes and intercepts of the two detectors can vary 
randomly. The l/f noise does not only affect the instrument during calibration, but also during imaging. Individual pixel radiances 
change unpredictably throughout an image causing further differences in detector output. The more time that passes between 
calibrations, the further apart the detectors can wander, and the more severe the striping. 

5 -  

4 -  

z 3- 

j ' 1 '1 
:C -'I 
-' 1 

sh.jping - c, - c, (4) 

3 '1 
C, is the north detector and C, is the south detector. F i p e  2 shows 
a plot of the striping (in GVAR counts) versus GVAR counts 
(scaled radiances) of the scene, for one frame. Each point 
represents the striping in one uniform scene within that frame. The 

3. NUMERICAL DEFINITION OF STRIPING 

- 
- 
- 

- 
- 
- 
- 

For the analysis presented here, frames from the GOES-8 imager were searched for 7 pixel x 4 line uniform scenes. This 
is equivalent to a square approximately 16 km on a side on the Earth. (Seven pixels are required to cover the same distance as four 
lines, because the GOES imagers over-sample in the EIW direction.) Beginning in the northwest comer, all 7x4 areas are examined 
for umformity according to the criterion that the standard deviation of the pixels in each detector must be near the noise level for that 
channel. The GOES satelhtes retransmit image data and telemetry to users in GVAR (GOES VARiable) format. For images, GVAR 
counts are radiances which have been linearly scaled to fill up the dynamic range of the GVAR data stream (1 0 bits). All results in 
this paper are presented in GVAR counts. Only data from channel 4 (10.7 p) are presented. The noise level in channel 4 of the 
GOES-8 imager is typically 0.9 GVAR counts; therefore, the chosen umfomity criteria is ai 5 1 GVAR count, where i is the detector 
number. GVAR counts are nonlinear on a temperature scale with an increment of 1 GVAR count corresponding to an increment of 
-0.4 K at 200 K and -0.1 K at 300 K. In absolute terms, 15-20 GVAR counts represent the 3 K of cold space, 70-80 GVAR counts 
represent approximately 195-200 K, and 550-600 GVAR counts represent 295-300 K. 

x-axis is the average GVAR count level for both detectors (the -3: 
- 4 -  average of all 28 pixels in the d o r m  scene). In equation 4, the C, 

Striping is deiined as the difference between what dserent detectors in the same channel measure when viewing the same 
scene. When the d o r m i t y  criteria are met, striping is calculated 
as the dift'erence in the average measurement from each detector: 6 1  L 

I 
j 

3 

- 
d 
E -  - 1 -  - P .  
P ~ z 
I 0- 
3 

-1  

0 -  

0 

0 0  o 
0 - 

0 
D 

- 
0 0  

D 

, , . . . . . . . . . . . . . . . . . . . . .  

Fig. 3. Imager ch 4 mean striping on 1/17/96 at 08:OO GMT 
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Fig. 4. Standard deviation of striping in each bin on 1/17/96 
at 08:OO GMT 
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0-50 count bin are plotted versus 50 counts in the figures. The mean striping shown in Figure 3 illustrates the systematic (constant) 
within-frame stnping. The spread of the data in Figure 2 as measured by the standard deviation in each bin is presented in Figure 4. 
This standard deviation measures the random within-frame striping. Further si&icance of these statistics will be discussed in the 
following section. 

Date 

September 18, 1995 

4.1 Data collection 

ID Calibration 
(YearlJulian Day) Mode 

9526 1 3 

The data presented here were 
collected from a series of 24-hour experiments 
in which imagery was collected and analyzed 
for striping as described in Section 3. For the 
first tests, at least one image (and usually more) 
was examined for each hour of the day. As 
more data was acquired, though, it became 
apparent that one frame per hour provided 
ample data for the striping analysis. Most 
frames analyzed were imaged with a 36.6 
second clamp interval, although some (- 1/3) 
were imaged with a 2.2 second clamp interval. 
Table 1 shows the dates of the tests and the 
corresponding calibration modes. Calibration 
mode 1 is the baseline slope calculation shown 
by equation 2. Calibration mode 3 uses an 

~~ ~ 

October 13, 1995 

November 9,1995 

4. STRIPING RESULTS 

Table 1. Schedule of GOES-8 Jmager 24-Hour Striping Tests 

95286 3 

95313 1 

January 17,1996 

February 22,1996 

96017 1 

96053 1 & 3  

March 27, 1996. 96087 3 

averaie slope which is based on a history file of mode 1 slopes: slopes in a window around the present time are averaged over some 
previous number of days. The mode 3 slopes are weighted averages with the most current mode 1 slope receiving the highest weight. 
Mode 3 is currently the standard cahbration mode for the GOES-8 imager using a window of *l hour from the present time and nine 
previous days. The effect of mode 3 on the stnping will be discussed in the following sections. 

4.2 Striping components 

The striping observed on the GOES-8 imager consists of three major components: 
Random Striping within a kame, probably caused Ilf noise in scans and spacelooks. As discussed in Section 2.2, the detector 
outputs drift unpredictably from pixel-to-pixel withm the image. Also, at each space clamp, the computed intercepts 
(equation 3) are subject to a random variation. 
Systematic striping withm the frame, consisting of two elements: 
A) 

1) 

2) 
Frame-to-frame variation, probably caused by llf noise in the blackbody calibration and associated spacelooks. 
An entire blackbody calibration, consisting of a spacelook, a blackbody look and another spacelook, takes forty-two 
seconds. The llf noise at each step of the calibration causes fluctuations in detector response which cause the 
slopes (equation 2) of the two detectors to be subject to random unpredictable errors. 
An offset in the striping, which appears after averaging many kames. The cause of this residual systematic offset 
is not known. 

B) 

Each of these components will be illustrated and discussed in the following sections. 

4.2.1 Random striping within a frame 

Random striping within an image can be measured as the standard deviation of the striping in each bin within a frame as 
shown in Figure 4. Figure 5 shows the random striping for six hours on January 17, 1996. Each point represents the standard 
deviation of the striping in a fifty-count wide bin. Data between 100 and 300 GVAR counts and above 600 GVAR counts are 
unreliable because very fay measurements exist in those regions. Where there is missing data in a certain bin, there were no uniform 
scenes at that count level in that image. The standard deviations in Figure 5 are constrained to a fairly narrow range of values 
indicating that random within-kame striping is around 1 GVAR count, whch corresponds to approximately 0.1 1 K at 300 K. 
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The individual image standard deviations can be averaged over the day resulting in the average standard deviation in each 
bin for that day. Such daily average standard deviations for six dfierent days can be seen in Figure 6. Figure 7 shows two sets of 
points kom February 22,1996 representing the two calibration modes described in Section 4.1. (The data from February 22 in Figure 
6 are mode 3 results.) From these figures, it can be concluded that the random striping is approximately 1 GVAR count at all count 
levels, and that it does not vary seasonally. In addition, averaging the calibration slope does not affect the random within-frame 
striping. 

These characteristics are consistent with the hypothesis that the 
random stnping is being caused l/f noise in the scans and 
spacelooks. The relationship between l/f noise and this random 
component of striping has been quant&ed in simulations in 
Reference 4. Mode 3 should not change the within-frame random 
striping, because the slopes are constant throughout an image 
whether it was calculated using mode 1 or mode 3. 

Since the intercept is calculated more frequently in hll 
disk images (2.2 second clamp interval), there is less time lor the 
detectors to dnft, and the within-frame striping should be less in 
these images. The standard deviation of the striping in two well- 
populated bins is shown in Figures 8 and 9 with full disks 
discriminated from other images. It is obvious that the more 
frequent clamps reduce the random component of the striping, 
further supporting the assertion that l/f noise in the scans and 
clamps is the major source of within-frame striping. 

E 

si 0.01 , ,  , . . . . . . . . . . . . . . . . . . . . . . .  
0 50 100 150 ZOO 250 300 350 400 450 500 550 600 650 

Count bvrl (WM Counta) 

Fig. 6. Daily average standard deviation within bins: 
0 95261, X 95286, A 95313, * 96017,O 96053, + 96087 
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Fig. 8. Standard deviation vs. time from 0-50 GVAR counts 
on March 27, 1996. Squares are 2.2 sec clamp. 
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Fig. 5. Standard deviation of striping in each bin on 1/17/96 
at 0 01:30, X 05:30, a09:30, * 13:30,0 17:30, 
+21:30 GMT 
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Fig. 7. Daily average standard deviation within bins on 
February 22,1996: 0 Mode 1, * Mode 3 
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Fig. 9. Standard deviation vs. time from 400-450 GVAR 
counts on March 27, 1996. Squares are 2.2 sec clamp. 
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4.2.2 Systematic striping 

Systematic striping is defined as the striping whch is constant w i t h  a frame. On the GOES-8 imager, the systematic 
striping is divided into two components: striping due to l/f noise in the blackbody calibration sequence and subsequent slope 
calculation, and an offset which remains after the striping in many images is averaged. 

Systematic striping can be measured by the mean striping within a bin as shown in Figure 3. This striping in an individual 
image is believed to be caused by errors in the calibration slopes caused by l/f noise in the calibration sequences. The space values 
measured before and after the blackbody view are interpolated linearly to determine the space value at the time of the blackbody view. 
Due to l/f noise, the space values for each detector can change in a random manner over the approximately 36-second time period 
between the two spacelooks, causing the value of m, to be incorrect. Striping is the result, since as stated in Section 2.2, the errors 
in the two detectors are unrelated. 

’ 

In addition to the frame-to-frame variation in the mean, there is another feature of the systematic striping that persists after 
all of the individual fiame means are averaged. An offset in the daily average mean striping which increases linearly with count level 
has been observed in each of the 24-hour tests. Th~s is the only component of the striping which cannot be attributed to 1 if noise, and 
its cause is unknown. 

4.2.2.1 Variation from frame-to-frame 

Systematic striping in a single frame can be measured by the me& striping in each bin. Each point in Figures 10 &d 1 1 
represents the mean striping in a 50 count wide bin. Data for six dBerent images on two different days are presented in the figures. 
(Once again, results from 100-300 GVAR counts and above 600 GVAR counts are unreliable due to a lack of data.) These figures 
show that the mean (systematic within-frame) striping varies in both magnitude and sign with count level and with time of day. (The 
data in Figures 10 and 1 1 from February 22 are mode 3 results.) 

To see if the mean striping has any 
coherent diurnal pattern, the mean striping in 
each bin was plotted versus time of day. 
Examples of two well populated bins are shown 
in Figures 12 and 13 for February 22, 1996. 
Statistics for the data in these figures are 
presented in Table 2. As seen in the figures, the 
pattern to the variation with time of day is 
dominated by a random component, supporting 
the expectation that errors in the slopes of the 
two detectors vary randomly in time. There is 

Table 2. Statistics of Striping on February 22, 1996: 
Comparison of Mode 1 and Mode 3 

0-50 GVAR Counts 400-450 GVAR COUntS 
Calibration 

Deviation Deviation 

A e 

+ 
I 

0 

A 
A 

a x M  
+?I 

. + p B  

~~ ~ 

3 0.13 0.45 1.19 0.41 
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Fig. 10. Mean striping on November 9, 1995: 0 01:30, 
x 05:30, * 13:30, A 09:30,0 17:30, + 21 :30 GMT 
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Fig. 1 1. Mean striping on March 27, 1996: 01 :30, 
x 05:30, * 13:30, a09:30,0 17:30, + 21:30 GMT 
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also the suggestion of a periodic variabhty, which will be the subject of future investigation 

The standard deviation of the data in Figures 12 and 13 is a measure of the k a m e - t o - h e  variability of the striping in two 
bins. Calibration mode 3 was designed to reduce the effects of noise in the calibration slopes, so it would also be expected to reduce 
the fiame-to-kame variability of the striping. Slope errors cause larger radiance mors on warm scenes than on cold (see equation 
1), so mode 3 should reduce the striping more on wann scenes 
(h~gh GVAR counts). This is seen by comparing the results in 
Figure 12 (0-50 GVAR counts) and Figure 13 (400-450 GVAR 
counts) and Table 2. Mode 3 sigmficantly reduces the frame-to- 
frame variation of the striping in the 400-350 GVAR count bin 
but not in the 0-50 GVAR count bin. lhs is also confumed by 
Table 2 in that the standard deviation (variation) of the data in the 
two modes is almost identical in the 0-50 bin, but mode 3 results 
are a factor of three lower in the 400-450 bin. Standard 
deviations for all the bins can be seen in Figure 14. Figure 14 
also shows that the frame-to-kame variation in the mean striping 
is reduced by the use of calibration mode 3, and that the standard 
deviations of the means mcreases with count level. All of the 
results presented are consistent wth the hqpothesis that l/f noise 
is the primary mec- causing a fiame-to-kame variation in 
the striping. 
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-0 

Fig. 12. Mean striping VS. time on Fcbr~ary 22,1996 from 0- 
50 C-V.4R counts: 0 Mode 1, r(t Mode 3 
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Fig. 14. Standard deviation of mean striping within bins over 
a day, on February 22,1996: D Mode 1, rlr Mode 3 

4.2.2.2 Residual offset 

The average striping for a day can be calculated as the average of the means in each bin, e.g., the average of all of the data 
in Figure 12 is the average stnping in the 0-50 GVAR count bin on February 22,1996, and the average of all the data in Figure 13 
is the average stnping in the 400-450 GVAR count bin. Figure 15 shows the dady average striping for each of the 24-hour 
experiments (96053 is mode 3 data) plotted against count level. These figures show that the dady average Sniping at all count levels 
(with the possible exception of 0-50 GVAR counts) is sigmfkantly different kom zero. The offxts are positive (detector 1 greater 
than detector 2) and increase with count level. At 300 K, this results in 0.1 1-0.18 K of striping. There seems to be some variation 
with time of year. Figure 16 shows data for both mode 1 and mode 3 on February 22,1996. Mode 3 had a small effect on the offset 
as seen in Figure 16 and Table 2. The reason mode 3 dected the offset of the striping is not understood, so it is not known whether 
mode 3 would always reduce this component of the striping. 

For data on a given day, the slope of a linear least squares fit to the da& average mean striping versus count level (the data 
in Figures IS and 16) provides a single parameter which measures the systematic striping at all count levels for that day. Figure 17 
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is aplot of these slopes versus date. Interpretation of the data in 
Figure 17 is complicated by the possible dfiaence in slope 
between mode 3 and mode 1 data. All that can be concluded from 
Figure 17 is that there is a variation of the striping offset with 
date, but no seasonal or long-term trend is cwently discernable. 
Testing is on-going to determine any seasonal pattern to this 
component of striping. 
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The cause of the offset in the striping which persists 
even after averaging is not understood. It is not believed to be 
caused by I/f noise, and it varies over time with no obvious 
pattern. If a trend is discovered, an algorithm will be developed 
and used to remove the systematic offset in ground system 
processing. 
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Fig. 17. Slope of linear least squares fit to average daily stnping 
vs time: Mode 1 , 4t Mode 3 

5. GOES-9 STRIPING 

Striping on the GOES-9 imager has been studied less extensively than that on GOES-8; however, some comparisons can 
be made. Data from two 24-hour tests (as described in section 4.1) have been analyzed for the GOES-9 imager. In addition, 
MITLincoln Laboratory has spot checked the GOES-9 imager channel 4 striping several times since launch in May 1 99S5. As 
discussed in section 4.2.1, the standard deviation of the striping in each bin within a frame measures the random within-frame striping. 
Averaged over a day, these standard deviations give the average 
random withm-frame striping for that day. Figure 18 shows the 
average standard deviations from the two GOES-924-hour tests. 
From these data it has been found that the random striping in 
channel 4 of the GOES-9 imager is approximately 0.6 GVAR 
counts (or 0.07 K at 300 K) -- 40% lower than GOES-8. 
(Compare Figure 18 to Figure 6.) This is consistent with the 
properhes of the l/f noise of GOES-9 imager: the knee 
frequencies for GOES-9 are substantially lower than those for 
GOES-8 (45-50 Hz compared to 190-255 Hz in channel 4)6. 

For a given frame, the systematic striping can be 
calculated as the mean striping in each bin. The average striping 
for a day is the average of all of the individual frame means. Data 
fiom the GOES-9 24-hour tests show daily average mean striping 
of -0.2 K at 300 K (2  GVAR counts), as illustrated in Figure 19. 
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Fig. 18. GOES-9 imager daily average standard deviation: 
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These results are comparable to those for GOES-8 (Figure 15) in 
magnitude; however, the systematic component of the GOES-9 

2 is usually higher than that of detector 1. 

3 

2 

striping is opposite in sense from GOES-8: the output of detector 
- 1  
e 

I o  

g - 1  
I 

v 

0 3  6.  SUMMARY a -2 
E .  

In channel 4 of the GOES-8 imager, the systematic offset in the striping is generally positive (detector 1 higher than detector 
2 )  and increases with count level. For scenes at temperatures near 300 K, the magnitude of the striping lies between 0.1 1 and 0.18 
K. The offset appears to vary with date; however, no seasonal trend has been evident. The source of the striping offset is unknown; 
however, it is not believed to be caused by 1 If noise. If a long-term trend is discovered, a ground system correction algorithm will 
be developed. 

Channel 4 of the GOES-9 imager has less striping than GOES-8. This is because GOES-9 has much lower l/f noise knee 
frequencies, resulting in less drift in the detectors. The imager on GOES-9 also exhibits an offset in the striping, which based on 
limited data, appears to be comparable to that from GOES-8. Striping on GOES-9 is opposite in sense to that on GOES-8 with 
detector 2 normally higher than detector 1. 
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ABSTRACT 

Since the GOES-8 launch in 1994, unexpected values of imager calibration slopes (radiancekount) have been observed near 
satellite midnight, especially in the "shortwave" channels 2 (3.9 urn) and 3 (6.7 um). Concurrent imager measurements of 
apparently decreased ocean temperatures suggest that the slope changes do not reflect actual changes in the instrument, but 
rather errors in the onboard calibration process. One type of error is believed to be caused by heating of the instrument 
surfaces around midnight when the sun is above the equator. Reflected by the onboard blackbody (which is not perfectly 
black), excessive radiation from these hot surfaces reaches the detectors when the blackbody look is performed during the 
calibration process. This decreases the magnitude of the slope, causing the earth scene to appear cooler. Another type of 
error is introduced by scattered solar radiation, which contaminates the instrument space-look signal around midnight during 
the two annual eclipse seasons. When the calibration uses the contaminated space signal, it increases the magnitude of the 
slope, causing the earth scene to appear warmer. Both midnight effects alter the slope by as much as 4% in the shortwave 
channels, thus leading to temperature errors of up to 1 K for a 300 K target. 

This paper describes a study of these effects and an algorithm to correct them. The algorithm estimates the correct slope at 
midnight from correlations between the slope and the temperatures of optic components within the instrument. In particular, 
it is found that the slope can be predicted from the telescope primary-mirror temperature with an rms error of less than 1%. 
Our study also indicates that the effective temperature of the hot surfaces may reach 360 K in the middle of summer, and the 
shortwave channel space look may be contaminated with radiation from an apparent "target" with temperature as high as 250 
K around the eclipse seasons. 

KEYWORDS: Calibration, Infrared, Midnight, Radiometry 

1. INTRODUCTION 

Three-axis stabilized in geostationary orbit, the new generation GOES I-M satellites keep constant vigil on our environment, 
providing information about the land, ocean, and constantly changing atmosphere. Offering more rapid and flexible 
coverage than its predecessors, the onboard imager and sounder' also present challenges in calibration. On a three-axis 
stabilized satellite, an earth-observing instrument faces the sun during local night. In certain circumstances, excessive solar 
radiation can heat the instrument drastically in a very short time. During such periods, not only do the hot instrument 
surfaces radiate more energy, which increases the background flux on the detectors, but also rapid changes in temperature 
can cause significant changes in the instrument radiometric responsivities, which the current calibration procedure may not 
be able to follow2. 

Both the GOES imager and sounder carry a blackbody as a hot calibration source, while using space as the cold calibration 
source. During satellite operations, in order to accommodate the requirement of rapid coverage on earth, the imager and 
sounder perform blackbody looks only once every 30 and 20 minutes, respectively. Space looks are performed more 
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frequently, at every 2.2,9.2, or 36.6 seconds (imager), and every 2 minutes (sounder). When it includes averaging and/or 
interpolating techniques, the calibration algorithm meets the requirements of data accuracy most of the time. Around 
satellite midnight, however, calibration errors are expected to occur due to excessive radiation from the heated instrument 
surfaces, scattering off mirrors and/or being reflected off the blackbody (which is not absolutely black). Pre-launch analysis 
from the instrument manufacture ( I n ,  Ft. Wayne, IN) indicated possible temperature errors of 0.26 to 0.42 K (image9) and 
0.28 to 0.49 K (sounder4) at 300 K caused by this effect. 

After the launch of GOES-8 in April 1994, instrument calibration data have been constantly monitored and studied at 
NOAA's Satellite Operations and Control Center (SOCC) in Suitland, Maryland. Comparisons between the in-orbit 
observations and pre-launch predictions of instrument radiometric performance have been made. This paper describes the 
in-orbit observation of the GOES-8 imager calibration midnight effects, presents a processing technique that corrects the 
effects, and characterizes the sources of the effects in the instrument. 

2. IN-ORBIT OBSERVATIONS OF GOES-8 IMAGER SLOPES 

2.1 The imager and its calibration 

The GOES-8 imager possesses four IR channels 
with characteristics given in Table 1. Channel Center Wavenumber In-orbit NEAT(K) 

2557 0.22 
There are two detectors each (called A and B) 
for channels 2,4,  and 5 ,  and one for channel 3. 
For each detector, instrument measurements are 
converted to radiance through the following 4 934 0.13 
basic calibration equation', 5 837 0.23 

TABLE 1 : GOES-8 imager characteristics 

Number (cm-') at 300 K 

2 
3 1482 0.20 (at 230 K) 

R = qX2 + mX + b (1) 

where R is the scene radiance, X is the instrument scene output in ten-bit digital counts, and q, m, and b are the calibration 
coefficients. The second order gain q is determined from pre-launch measurements. The first order gain (Le.. the slope) m 
and intercept b are determined from in-orbit data acquired from the instrument blackbody and space looks, which are 
described below. 

At each blackbody look, taken once every 30 minutes, m and b are determined from the pair of equations, 

0 = qX,pZ+ mX,,+ b 

where xb, is the instrument output counts when viewing the blackbody, and X,, is the space look output counts interpolated 
to the time of the blackbody look from space looks occurring before and after it. The two space looks are approximately 50 
seconds apart. The blackbody radiance %h is computed from its temperature, which is measured instantaneously by eight 
temperature sensors distributed around the blackbody. 

Hence, 

and 

At each subsequent space look once every 2.2,9.2, or 36.6 seconds, b is computed again from Eq. (5), using the slope 
determined at the last blackbody look. The slope is updated less frequently than the intercept since the instrument 
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responsivity (which is the reciprocal of the slope) is a weaker function of the instrument background radiation than the 
intercept. 

For measurements of the earth scenes, radiances are obtained from Eq. (1) with the most recent slope m and intercept b (l/f- 
noise correcteds). The calibration accuracy depends on the accuracies of blackbody and space measurements, and 
consistencies of the instrument responsivity and background radiation between these measurements. 

Recently, the above equations have been modified to account for the east-west variation in reflectance of the instrument scan 
mirroP. Describing those terms are beyond the scope of this paper. However, all results presented below have been 
processed with the modification, which does not, in any case, have a significant effect on the phenomenon described in this 
paper. 

2.2 In-orbit calibration slopes and midnight anomalies 

Figures 1.1 and 1.2 show the GOES-8 imager calibration slopes computed at each blackbody look during a three-day period 
from 21 to 23 June 1995 for channels 2 and 4 respectively. (Channel 3 is similar to channel 2,  both defined as shortwave 
channels, and channel 5 is similar to channel 4, both defined as longwave channels. Data illustrated are from detectors-A 
only since both A and B detectors behave similarly.) The slopes in all the channels have consistent diurnal patterns, which 
peak around local midnight (05 UTC). For shortwave channels, there are abrupt increases in slope shortly before midnight, 
which account for a major portion of their diurnal variations. Slopes of longwave channels display noticeable variations 
between one blackbody look and another, with no drastic increases around midnight. 

Before the GOES-8 launch, Annable’ predicted errors in the imager slope computed from Eq. (4) during the five hours 
centered at midnight. He indicated they would be caused primarily by the non-blackness of the onboard blackbody. When 
the emissivity of the blackbody is not unity, Eq. (2) should be rewritten as, 

where Ebb is emissivity of the blackbody, and (I-Ebb) is its reflectivity. The subscript i represents the i-th instrument 
component that is seen by the blackbody, Fi is the blackbody view factor of this component, and R, is its effective radiance. 
Equation (6 )  states that when the imager looks at a non-ideal blackbody, the amount of radiation received not only originates 
from the blackbody, but also from other sources reflected by the blackbody. Pre-launch analyses by ITT have indicated that 
certain structural components in the vicinity of the scan mirror can become significant sources of radiation around midnight3. 

Let us now re-examine the calibration equations (2) and (3). To determine the slope m and intercept b simultaneously, 
certain assumptions are made. First, the instrument background flux measured at the space look is the same as at the 
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Figs. 1.1 (left) and 1.2 (right). GOES-8 Imager calibration slopes vs time for channels 2 (left) and 4 (right). 
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measurement of the blackbody. Second, the blackbody is 
ideally black, meaning it emits 100% and reflects no energy 
from any other source. Moreover, for accurate earth 
measurements from Eq. (l), the background flux must remain 
constant between the measurements of space and the Earth, 
and the instrument responsivity must also remain constant 
between the measurements of the blackbody and the Earth. 

During instrument operations in orbit, the first assumption 
(the constant background flux) is valid when the instrument 
scan mirror is commanded to face far from the sun. This 
prevents potential solar Contamination at the space looks, 
which usually does not affect the blackbody looks. The 
second assumption is approximately "true" (in spite of the 
non-unity blackbody emissivity) when the instrument 
components seen by the blackbody maintain temperatures 
close to the blackbody's (- 285 to 305 K). If every R, equals 
Kb, then Eq. (6) becomes Eq. (2). The requirements that 
both the background flux and responsivity remain constant 
between measurements of the spacehlackbody and the Earth 
are met when the instrument does not experience rapid 

21 2 2  23 
June 

1995 time (U'TC) 

Fig. 2. GOES-8 Imager component temperatures 
vs time (with thin solid for scan mirror, thick solid 
for blackbody, dash for primary mirror, dot for 
secondary mirror, and dotted-dash for baseplate). 

changes in temperature. However, there are times when one or all of the above assumed conditions are violated in orbit. 
One such time is around satellite midnight, when the instrument faces the sun. During this period, the instrument undergoes 
heating and then cooling as shown by the temperature plot over the three-day period (same as in Figs. 1.1 and 1.2) for the 
scan mirror, primary and secondary telescope mirrors, baseplate, and blackbody (Fig. 2). It can be seen that as the mirrors 
and baseplate (and many other components as well) are heated around midnight, so is the blackbody, although to a lesser 
degree. This tends to minimize temperature differences between the blackbody and other instrument components seen by the 
blackbody. Unfortunately, there are no temperature sensors on the structural components in the vicinity of the scan mirror, 
which ITT predicts3 can be heated to temperatures far excess of that of the blackbody around midnight. Under such 
circumstances, the slope computed from Eq. (4) would be erroneous, since the instrument responds to more radiation than 
would be received from the calibration target alone. Thus, a slope would be obtained with smaller magnitude from Eq. (4) 
than its actual value from Eq. (6). (Since the imager output counts and radiance are related inversely, we can expect a false 
algebraic increase in slope from Eq. (4) around midnight.) From predicted maximum instrument temperatures, Annable3 
estimated that these slope errors can cause temperature errors of up to 0.26 and 0.42 K for a 300 K earth target in channels 2 
and 5 respectively. 

2.3 Observed midnight calibration errors 

To demonstrate that the observed slope anomalies around 
midnight are calibration errors, we also present evidence 
from observations' provided by the University of Wisconsin - 
Madison. During a number of days in June 1995, GOES-8 
imager channel 2 measurements of the brightness 
temperature over the Gulf of Mexico were obtained at 45 
minutes past each hour. The data were then processed by 
averaging a number of 5 x 5 clear field-of-view (FOV) boxes 
to produce the ocean's brightness temperature. Figure 3, as 
an example, displays the temperature measurements (with an 
asterisk for the mean and vertical line for the standard 
deviation) from 2345 UTC on 21 June to 1645 UTC on 22 
June 1995. The ocean temperatures exhibited an 
approximate 1 K depression around midnight, in spite of the 
uncertainty caused by possible cloud contamination in some 

n7 F I a 1 1 I 
23:45 3:45 7 4 5  11:45 lk45 1945 

time (UTC) 

Fig. 3. Brightness temperature of scene over the Gulf 
of Mexico vs time on 21-22 June 1995, measured by 
GOES-8 imager channel 2. 
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measurements. The depression started about three hours before midnight, reached a maximum shortly before midnight, and 
then decreased during the three hours following midnight. 

Generally, diurnal variations of an ocean temperature do not exceed a few tenths of a degree. From that we infer that the 
GOES-8 imager channel 2 measurements of the Gulf of Mexico must have been incorrect around midnight. These errors 
were likely introduced by errors in the calibration process. When there is a false decrease in slope magnitude, Eq. (1) will 
produce a scene radiance and brightness temperature smaller than reality. The in-orbit measurements, therefore, support the 
hypothesis that false increases in the slope around midnight lead to errors in the instrument measurements, as predicted 
before launch. These errors exceed the instrument noise levels and thus need to be corrected. 

3. ESTIMATES OF THE CORRECT CALIBRATION SLOPE 

To determine errors in the imager's rapidly changing slope around midnight, the effect of extraneous radiation from the hot 
instrument needs to be isolated from the effects of instrument temperature changes. The changes in instrument temperature 
produce real changes in instrument responsivity, and thus real changes in slope, which can be seen in Figs. 1.1 and 1.2 in the 
periods away from satellite midnight. Analysis of the ITT pre-launch test data indicated a strong dependence of the 
detectors' responsivity on instrument component temperatures*. It was suggested that in orbit, the calibration slope could be 
predicted from temperature measurements of the primary telescope mirror andor visible optics. Immediately after the 
GOES-8 launch, Heinrichsg studied the diurnal variation of the responsivities, using less than 10 days of in-orbit data. The 
dependence of the imager responsivity on the temperature of the primary telescope mirror agreed with that found before 
launch. A suggestion was made to utilize this correlation to predict the true slope in orbit around midnight. 

With more than six months of in-orbit data, we carried out a thorough study of the dependence of calibration slopes on the 
temperature of instrument components. Our goal was to develop an Operation Ground Equipment (OGE) algorithm which 
would effectively correct the midnight slope errors. 

3.1 Correlations between imager slopes and instrument temperatures 

For the period between 5 May and 22 November 1995 (202 days; referred to as "the test period" hereafter), data were 
collected of slopes and concurrent temperature measurements for the scan mirror, primary telescope mirror, secondary 
telescope mirror, visible optics, primary mirror baffle, electronics, baseplate, patch (whose temperature is essentially that of 
the detectors), and the cooler radiator. To demonstrate the temperature dependence of the slope, slopes were plotted against 
each instrument temperature. An example for the primary mirror is displayed in Figs. 4.1 and 4.2 for channels 2 and 4. 
These figures include data obtained at each blackbody measurement during the first 1 15 days of the test period when the 
detector temperatures were controlled at a constant 101 K. (The detectors were later maintained at a lower temperature, 

~ - 3 2 . ~ 1 0 - ~ - '  ' '  I " ' '  I " ' 1 ' '  ' '  ' " " " " " '  0214 I 
C C 

283 288 293 290 503 388 295 298 305 

temperature (K) temperature (K) 

Figs. 4.1 (left) and 4.2 (right). Computed slopes vs primary-mirror temperature for GOES-8 imager channels 2 
(left) and 4 (right), data from 5 May to 27 Aug. 1995. 8-hours night +; daytime 0 .  
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which greatly changed the magnitude of the slope, thus later data are not plotted here. Nevertheless, those data exhibit 
patterns similar to those described below.) In these figures, data obtained within four hours before and after midnight are 
depicted by crosses (+), while data from other times are depicted by dots (e). It can be seen that most ofthe slopes in channel 
4 are contained within a relatively well-defined band, with night measurements located on the upper portion. Slopes in 
channel 2, however, fall along two bands, with most of the daytime measurements concentrated on the lower nearly- 
horizontal band, and most of the night measurements lying on the upper bell-shaped band. 

Despite the differences in the slope-temperature patterns of these two figures, a common trait in both channels is the almost 
straight band formed by data that were sampled at daytime, Le., the daytime slope (which is presumably correct and free of 
the midnight effect) relates to the primary-mirror temperature in a nearly linear pattern. Plots of daytime slopes vs. the 
temperature of other instrument components, including the scan mirror, primary mirror, secondary mirror, and aft-optics, 
illustrate similar patterns. Thus, statistical regressions with daytime data can be performed to determine the slope's 
dependence on temperatures. It should also be pointed out that in addition to measurement noise, the spread of these 
daytime data suggests seasonal variations in the slope-temperature relationship. In order to predict the correct slope from 
the instrument temperatures by regression, three factors need to be determined: first, the length of the daytime period during 
which the slope is correct and thus the measurements can be included in the regression (accordingly, slopes are considered 
erroneous during the rest of the day, which hereafter will be called the midnight-effect period) ; second, the number of days 
over which seasonal instrument changes are not significant, so their data can be used together as legitimate samples for the 
regression; third, the predictors and the regression form. 

To determine the daytime period and the legitimate number of days quantitatively, the slope-temperature correlation 
coefficient r is used as an indicator. Since the correct slope can be correlated with the instrument temperature, the correlation 
is degraded when erroneous slopes at night andor data with seasonal variations are included in the computation. Thus, the 
optimal correlation coefficient (i.e.,lrl nearest to 1) indicates the best selection of the daytime period and the number of days 
for sampling. Several midnight-effect periods (0,2,4, 6 ,  8, 10, and 12 hours centered at midnight), and the number of days 

TABLE 2: Correlation coefficients relating GOES-8 imager slopes and component temperatures 

Cooler- 
Bame plate tronics body Patch radiator 

Midnigh' Scan Primary Aft- Secondary Base- Elec- Black- 
eflect period 

Fours, mirror mirror optics mirror 

shannel2: 
0 0.26 
4 -0.28 
8 -0.81 
12 -0.89 

channel 3: 
0 -0.26 
4 -0.73 
8 -0.94 
12 -0.97 

ghannel4: 
0 -0.36 
4 -0.76 
8 -0.90 
12 -0.88 

phannel5: 
0 -0.33 
4 -0.67 
8 -0.81 
12 -0.79 

-0.28 
-0.51 
-0.80 
-0.84 

-0.76 
-0.88 
-0.95 
-0.95 

-0.80 
-0.88 
-0.90 
-0.87 

-0.74 
-0.81 
-0.85 
-0.80 

-0.14 -0.08 0.15 
-0.40 -0.34 -0.23 
-0.72 -0.82 -0.71 
-0.74 -0.91 -0.75 

-0.63 -0.59 -0.34 
-0.80 -0.78 -0.68 
-0.89 -0.96 -0.87 
-0.88 -0.98 -0.88 

-0.70 -0.64 -0.44 
-0.82 -0.79 -0.71 
-0.86 -0.91 -0.84 
-0.81 -0.89 -0.80 

-0.66 -0.56 -0.43 
-0.77 -0.70 -0.66 
-0.82 -0.83 -0.81 
-0.77 -0.79 -0.77 

0.14 
-0.15 
-0.60 
-0.62 

-0.36 
-0.63 
-0.79 
-0.76 

-0.45 
-0.66 
-0.78 
-0.71 

-0.41 
-0.60 
-0.73 
-0.68 

0.44 
0.65 
0.89 
0.93 

0.78 
0.88 
0.92 
0.94 

0.75 
0.80 
0.83 
0.83 

0.64 
0.69 
0.73 
0.72 

0.22 
-0.11 
-0.59 
-0.72 

-0.29 
-0.59 
-0.77 
-0.84 

-0.38 
-0.63 
-0.77 
-0.79 

-0.33 
-0.55 
-0.70 
-0.72 

-0.02 
-0.02 
-0.10 
-0.12 

-0.02 
0.00 
-0.04 
-0.12 

-0.03 
-0.01 
-0.03 
-0.10 

-0.05 
-0.03 
-0.05 
-0.10 

-0.01 
-0.01 
-0.02 
-0.02 

-0.01 
-0.01 
-0.02 
-0.02 

-0.01 
-0.02 
-0.02 
-0.02 

-0.01 
-0.01 
-0.02 
-0.01 



for sampling (1 ,3,  5, 10, and 15 days) were tested to obtain the optimal slope-temperature correlation coefficient r. Table 2 
lists the correlation coefficients between the slopes of all IR channels and a variety of temperatures with one-day sampling 
and the 0,4,  8 and 12-hour midnight-effect period. The results shown are averaged over the entire test period. As expected, 
Irl values are relatively small when more data near midnight are included in computation, especially for channel 2. When 
the midnight-effect period expands from 2 to 8 hours, Irl values increase for most instrument temperatures, except for the 
patch and cooler-radiator temperatures which are controlled and do not vary diurnally, therefore, they are not applicable 
slope predictors. The improvement in these correlations with increasing length of the midnight-effect period is especially 
significant for channel 2. When the 12-hour midnight-effect period is selected, however, IrI values decrease for channels 4 
and 5 ,  likely due to the decrease in variability in the samples compared to their noise. Overall, for all the channels, the 
applicable Irl values are adequate with the 8-hour midnight-effect period, which is thus the effective length of the period 
during which the calibration slopes are degraded by the hot instrument components. 

A similar analysis was performed to determine the number of days for regression sampling. For each day during the test 
period, computations were based on data from outside the midnight-effect period in the current and several previous days. 
The results show that the slope-temperature correlations of the one-day data are similar to those of the three- or five-days. 
However, the correlations become weaker when the number of days increases to more than ten. This indicates that the 
seasonal changes may be significant for periods of more than ten days. 

Overall, our analyses with the correlation coefficients indicate that among all the instrument temperatures, that of the primary 
telescope mirror is by far the best single predictor for the GOES-8 imager slopes. The scan mirror, secondary mirror, and 
aft-optics temperatures are also effective. In fact, these temperatures are highly correlated to one another, which introduces 
difficulties in calculating multiple temperature regressions of the slope. .Although the multiple regression technique may be 
more desirable for representing the detector background flux, our attempt to apply the method to determine an optimal set of 
independent temperature predictors was inconclusive. Nevertheless, as a single predictor, the primary-mirror temperature 
should be effective. Exhibited in Figs. 4.1 and 4.2, the relation between the daytime slope and primary-mirror temperature is 
nearly linear, with a slight curvature. Standard errors of estimate from polynomial fits with data in the test period indicate 
that overall, a quadratic fit produces the best results. Thus, the regression takes the form: 

m = c, + c,T + c ,F  (7) 

where T is the primary-mirror temperature, and c,, c,, and c2 are regression coefficients determined from fitting the sampling 
data. Examples of the predicted slope are presented in the next section. 

3.2 Algorithm to correct the midnight effect 

The following algorithm has been proposed, and will be implemented in the ground system in the near future: 

After each instrument blackbody look, the "original" slope is computed from Eq. (4), which is then compared with the 
"estimated" slope from Eq. (7). In Eq. (7), T is now the concurrent value of the temperature of the optic component used as a 
predictor (which is likely to be the primary mirror, as discussed earlier). The coefficients for Eq. (7) are determined from 
fitting the predicting temperature and original slope with data obtained outside the midnight-effect period, which is between 
the hours H1 and H2 UTC, and within the preceding D (Dg 10) days. Data from each day may be given different weights 
(the most recent data usually are weighted more than earlier data). Before the fit is performed, all the samples are quality- 
checked, and data whose studentized-deleted residuals exceed a certain level M 1 ("Ml-filter"), or whose estimated slope 
residuals exceed a certain multiple M2 of the standard error of the regression ("M2-filter"), are rejected. 

To determine if the estimated slope is to replace the original slope for instrument calibration, an "N-filter" is applied, in 
which the difference between the two slopes is compared with a multiple (N) of the standard error of the regression. If the 
difference is within the N-filter range, the original slope is kept for the calibration. Otherwise, the estimated slope is 
selected. 

Illustrating how the algorithm works, Figs. 5.1 and 5.2 plot the original and estimated slopes during the three-day period 
(same as in Figs. 1 .land 1.2) for channels 2 and 4 respectively. In these plots, crosses (x) represent the original slopes, and 
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Figs. 5.1 (left) and 5.2 (right). Original (x) and estimated (curve) slopes for GOES-8 channels 2 (left) and 
4 (right). Rejected original slopes ( e p )  are replaced by estimates (0). 

solid lines connect the estimated slopes. To estimate the slopes, the primary-mirror temperature was used as the predictor, 

and three days of data outside the 8-hours midnight-effect period (i.e.i D=3, Hl=l  UTC, and H2=8 UTC) and an M2-filter 
with h42 equal to 5 were used for the regression. An N-filter with N equal to 2 was used to select the calibration slopes. The 
slopes to be replaced by the estimated values are surrounded by open squares (e.g., KI). Their replacements are marked with 
diamonds (0). It can be seen that the rejected slopes are largely within the midnight-effect period. This is especially 
pronounced for channel 2. Outside the midnight-effect period, there are also a number of slopes that are replaced by the 
estimates. This indicates that in addition, the midnight algorithm can function as a slope filter to reduce the calibration noise. 
Currently, a slope-averaging techniqueS is being used for this purpose. 

To provide further study, the original and estimated slopes are displayed in Figs. 6.1 and 6.2 for the entire test period, with 
lighter and darker symbols representing the original and estimated slopes respectively. (The abrupt slope changes which 
occurred on 28 August were due to a detector temperature change.) The slope-temperature regressions of this period yield an 
averaged slope rms errors of less than 1% for all channels. The maximum amount of slope correction is about 4%, which is 
observed in channel 2 around midnight during the middle of summer. The size of the correction decreases significantly from 
summer to winter. In channel 4, however, the correction is relatively small (less than 1 or 2 YO), yet has a slightly larger 

W a - a 1 -370x10 3 c  rJ2 - 0 2 2  
- 

May June July August Sep Oclober Ncv May Jbne Jcly August Sep October Nov 
1995 1995 

time (UTC) time (UTC) 

Figs. 6.1 (left) and 6.2 (right). Original (lighter dots) and estimated (darker dots) slopes for GOES-8 imager 
channels 2 (left) and 4 (right) between 5 May and 22 Nov. 1995. 



magnitude during the middle of summer. This indicates that the midnight effect is stronger in the summer than in the winter. 

In contrast to the false increases in slope values caused by the midnight effect discussed above, Fig. 6.1 also shows a few 
original slopes measured with extremely small values (i.e., large magnitudes) around midnight in August and October, which 
are the pre- and post-eclipse seasons around the equinox. (During the eclipse season itself, the instrument is tumed off, so 
the effect is not seen.) When the instrument space look is contaminated by solar radiation, in order to calibrate the 
instrument correctly, the left side of Eq. (3) should include a contribution from the solar contamination in the space look. 
Using a zero space radiance, however, yields a slope with a larger magnitude than reality, especially for the shortwave 
channels, as Fig. 6.1 displays. In fact, around midnight of an eclipse season, slope errors in the shortwave channels are the 
result of two midnight effects, one caused by radiation from the hot instrument, and the other by the sun in the space looks. 
In either case, the erroneous slopes at night would be replaced by the estimates, should the slope correction algorithm be 
applied. It is clear that the midnight algorithm is capable of correcting slope errors of many kinds, and is not limited to those 
caused only by the hot instrument at night. 

3.3 Calibration errors from midnight effects 

Assuming the estimated slope is accurate, calibration errors from an erroneous original slope can be calculated at temperature 
T a, 

where dNdT is the derivative of the Planck function with respect to temperature, and AR is the radiance error for a target at 
this temperature, which, when caused by an erroneous slope, can be obtained from the derivative of Eq. (l), 

AR = AmX (9) 

where Am is the difference between the original and estimated slopes. 

Figure 7 displays such calibration errors at 300 K on 22 June 
1995. Errors of up to about - 1 K and -0.6 K are found within 
the approximately eight hours around midnight for channels 
2 and 4, respectively. For channel 2, these errors exhibit a 
more distinct diurnal pattern, while in channel 4, they are 
masked with greater noise. The errors in channel 2 correlate 
well with temperature depressions' measured by the 
instrument over the Gulf of Mexico, as displayed in Fig. 3. 
This agreement provides more evidence that the apparent 
ocean temperature decreases at night are indeed caused by 
calibration errors. 

Figures 8.1 and 8.2 display the calibration errors at 300 K 
over the test period, for channels 2 and 4 respectively. 
Seasonal changes of these negative errors are apparent in 
channel 2, since the midnight effect is stronger in the summer 
and weaker in the winter. Errors in channel 4 are rather 
scattered, suggesting that the major error source is noise in 
the longwave channel slope computation. Errors in channel 2 

22 
Junc 

1995 time (UTC) 

Fig. 7. Temperature errors at 300 K resulting from 
slope errors for GOES-8 imager channels 2 (+) and 
4 (0). 

are more pronounced at night and extremely small at daytime, indicating the greater need for midnight corrections on the 
shortwave channel slopes. The few large positive errors in channel 2 (up to more than 1 K) are associated with slopes that 
were computed with the solat-contaminated space measurements. This effect introduces positive temperature errors in 
calibration, which is the opposite from the midnight effect by the hot instrument. 
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Figs. 8.1 (left) and 8.2 (right). Temperature errors at 300 K resulting from slope errors for GOES-8 imager 
channels 2 (left) and 4 (right) between 5 May and 22 Nov. 1995. 

4. CHARACTERISTICS OF THE EFFECTIVE RADIATING SOURCE AROUND MIDNIGHT 

After the correct slope is estimated from the temperature prediction, we can go back to investigate the sources of the 
midnight effects and determine their radiometric characteristics. 

As mentioned in section 2.2, the midnight slope errors introduced by the hot instrument are believed to be caused by the non- 
blackness of the blackbody. #en the instrument looks at the blackbody, the measured radiation includes both emitted and 
reflected energy from the blackbody. The amount of reflected radiation, expressed by ( l-Ebb)EFiRi, can be computed from 
Eq. (6)  with the correct slope value m. To characterize the source(s) of this radiation, we simplify the problem by assuming 
that the reflected radiation originates from one source at an effective temperature T,, radiance Rem and view factor Fv at the 
blackbody. Then, for each channel, the reflected radiance can be computed as, 

(Eq. (5) was used to replace the intercept b in Eq. (6), and the 
term Ebb&, also includes self-reflected blackbody radiation in 
the actual computations.) The blackbody emissivity Ebb is 
assumed’ to be 0.98. Assuming that all the channels possess 
the same view factor F,, one can infer the values of Fv and 
Tdl by iterating over different temperature values to find the 
best fit of a Planck curve to the computed SK in all the 
channels. Figure 9 illustrates, as an example, the results of 
such a computation for the blackbody look at 05 14 UTC 21 
June 1995. The derived value of the effective view factor is 
0.59, and the derived effective radiances in all four channels 
(pluses in the figure) fit well to the Planck curve of 344 K 
(the solid line). Hence, the effective temperature of the 
source is approximately 344 K at the time of this blackbody 
look. 

Figure 10 displays the effective temperature of the hot source 
during the three-day period (same as in Figs. 1 . 1  and 1.2), 

wavenumber (/cm) 

Fig. 9. Fit of Planck curve for 344 K to GOES-8 
imager radiances (+) for hot source, data from 0514 
UTC 21 June 1995. 
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computed with an effective view factor averaged over the 
entire test period, which is 0.54. It can be seen that around 
midnight, the source heats up rapidly from the blackbody 
temperature level (- 290 K) to about 360 K, and then cools 
down to the blackbody temperature level. It is during this 
period that the source's extraneous radiation contaminates the 
blackbody measurements and causes significant errors in the 
calibration, especially for the shortwave channels. The 
computation results completed over the test period indicate 
that the peak temperature of the hot source at night falls from 
about 360 K in June to about 310 K in November, which is in 
agreement with the midnight effect reduction from summer 
to winter observed in section 3.2. This seasonal variation is 
likely caused by the seasonal change in the amount of 
sunlight on the components seen by the blackbody. The 
temperature values computed above are not necessarily actual 
representations for any particular component, but rather a 
measure of the midnight effect from the collective sources. 
The actual temperatures are uncertain, since they depend on 

21 22 23 
Junc 

1995 time (UTC) 

Fig. 10. Effective temperature of GOES-8 imager 
hot source vs time. 

the view factors of each individual component i d  the correct measurement of the blackbody emissivity. Furthermore, our 
analysis may have neglected other potential error sources, such as a differential in the intensities of the scattered radiation 
from the scan mirror between the views of space and the blackbody. This could become significant when the instrument is 
hotlo. If such sources were included, it might change the values we compute for the effective temperature. 

For the solar contaminations in the space looks around the eclipse season, computations indicate that the excess energy in 
channel 2 corresponds to a "target" whose temperature may be as warm as 250 K. 

5. CONCLUSIONS 

This study of the midnight effect provides information on the GOES-8 imager calibration errors and guidelines for the 
correction algorithm. Characterizations of the error source can help point to future improvements in instrument design and 
the pre-launch tests. The GOES-9 imager displays the same midnight effects as the GOES-8, but to a lesser degree. This 
improvement has been credited primarily to the extensive cleaning of the instrument's mirrors before launch". This helped 
reduce the excess radiation scattered from the scan mirror, but not the extraneous radiation from the hot instrument reflected 
by the blackbody. (Regardless of the sources of the midnight effect, however, the correction algorithm will still be 
effective.) The midnight calibration effects described in this paper have also been observed in the sounders of both GOES-8 
and -9, and are expected to affect the later instruments of the current generation of GOES satellites. Unless and until major 
instrument design changes can be implemented to improve the in-orbit calibration, the algorithm proposed in this paper will 
be utilized in ground data-processing to ensure the accuracies of the imager measurements. This is especially pertinent for 
the shortwave IR channels around satellite midnight and during eclipse seasons. Studies of midnight effects in the sounders 
are currently underway. 

6. REFERENCES 

1. Menzel, W.P. and J.F.W. Purdom, "Introducing GOES-I: The first of a new generation of geostationary operational 
environmental satellites," Bull. Amer. Meieorol. Soc., 75, pp. 757-78 1, 1994. 

2. Annable, R., "GOES sunshields: Degradation of in-flight calibration accuracy," ITT internal memo, 1 p., 24 Feb. 1988. 

3. Annable, R., "In-Flight calibration errors from the INR sunshields: Reduction in shield temperature (imager)," ITT internal 
memo, 4 pp., 12 Apr. 1988. 

606 1 SPlE Vol. 28 12 



4. Annable, R., "In-flight calibration errors from the redesigned INR sunshields (sounder)," ITT internal memo, 7 pp., 22 
Apr. 1988. 

5. Weinreb, M.P., "Real-world calibration of GOES-8 and -9 sensors," to appear in the proceedings of the SPIE Intl. 
Symposium on Optical Science, Engineering, and Instrumentation: Conference on GOES-8 and beyond, Denver, CO, 4-9 
Aug. 1996. 

6. Weinreb, M.P., J.X. Johnson, J.C. Bremer, E.C. Wack, and 0. Chen, " Algorithm to compensate for variation of 
reflectance of GOES-8 and -9 scan mirrors with scan angle," preprint volume, Eighth Con$ on satellite Meteorol. and 
Oceanography, Atlanta, GA, (Amer. Meteorol. SOC., Boston, MA), pp. 110-1 14,28 Jan. - 2 Feb. 1996. 

7. Paul van Delst, Space Science and Engineering Center (SSEC), University of Wisconsin - Madison, private 
communication, 5 July 1995. 

8. Consins, D., E.C. Wack, and R.M. Heinrichs, "GOES SN03 imager final thermal vacuum IR calibration results," MITLL 
NOAA-5 Project Report, 163pp., 1 Sept. 1993. 

9. Heinrichs, R.M., "GOES 8 imager diurnal responsivity variation," MIT/LL internal memo, 18pp., 22 Aug. 1994. 

10. Annable, R., "GOES-9 imager : Responsivity Anomaly Near Midnight," ITT internal memo, 4 pp., 2 Oct. 1995. 

SPlE \lo/. 28 12 I 6 0 7  



Simulation of GOES 8 Imager IR striping due to l/f noise' 

Edward C. Wack and Lawrence M. Candell 

Lincoln Laboratory, Massachusetts Institute of Technology 
244 Wood St., Lexington, MA 02173 

ABSTRACT 

The present GOES Imager exhibits East-West stripes in IR images due to low frequency errors in the 
calibration of the adjacent North-South detectors. Striping makes delineating boundaries of structures in images 
difficult, especially in the case of cold scenes. A computer program has been developed that generates simulated 
(CONUS size, constant temperature scene) IR images using detector noise (Gaussian and l/f) parameters as inputs. 
The simulation includes errors due to background drift between space clamps, drift during a space clamp, and errors 
determining the first order gain during the internal blackbody calibration. The results of the simulation agree well 
with on orbit measurements of GOES 8 and 9 striping in channels 4 and 5. These simulations can also predict 
striping performance of future GOES Imagers from detector noise parameters allowing for improved detector selection 
constraints. 

Keywords : GOES, l/f noise, calibration 

1. INTRODUCTION 

Thc GOES 8 and 9 Imagers have suffered from striping in the LW IR channels (4 and 5) since 
becoming opcrational. These channels consist of two HCT detectors adjacent in the North-South direction which 
are then scanned East-West'. Striping occurs when errors in calibration cause the output of each detector to be in 
error with respect to its neighbor. This leads to East-West stripes which are most visible in constant radiance 
scenes. When the relative calibration error between the two detectors exceeds the white noise level, or NEDT, 
striping becomes apparent. This introduces a qualitative error in the images which makes delineating boundaries 
of structures difficult. Figure 1 shows a magnified, contrast enhanced image from GOES 8 channel 4 of the Gulf 
of Mexico. Striping is clearly evident in the warm water scene. There is a quantitative error, as well, since it is 
not known which detector is the most accurately calibrated. 

HCT detectors are known to have excessive low frequency, or l/f, noise. It has been hypothesized that 
this is a leading cause of the striping in channels 4 and 5. This paper presents a model of the GOES Imager 
calibration process, using detector noise parameters, to simulate image striping. Laboratory measurements were 
made during instrument calibration that have determined the l/f noise parameters of the Imager detectors. These 
are used as inputs to the simulation and output striping statistics are computed. Striping is evaluated as a 
function of I/f noise. Measured detector l/f noise parameters are input and striping statistics compared to those 
from images collected on orbit. 

Not including systematic bias between detectors, which is not related to l/f noise, both channels 4 and 
5 of GOES 9 have less striping than GOES 8. The GOES 9 detectors also have less l/f noise than GOES 8. 
Since striping becomes apparent when errors in the calibration from low frequency noise are larger than the 

'This work was sponsered by the National Oceanic and Atmospheric Administration under Air Force Contract 
F 19628-95 -C-0002 
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NEDT, it is possible to determine from simulation whether a given detector’s l/f noise will cause visible striping. 
Table 1 lists the GOES 8 and 9 l/f noise knee frequencies, NEDT, and RMS striping. Each of the two detectors 
for a given channel have slightly different knee frequencies, but similar NEDT. These parameters will be 
discussed in further detail later. 

Figure 1. GOES 8 Channel 4 image of the Gulf of Mexico with striping 

TABLE 1. GOES 8 AND 9 KNEE FREQUENCY, NEDT AND RMS STRIPING 

GOES 8 Ch 4 GOES 9 Ch 4 GOES 8 Ch 5 GOES 9 Ch 5 

Knee Frequency 280,210 Hz 45,50 Hz 210, 100 Hz 90, 100 Hz 

NEDT 0.09 K 0.06 K 0.14 K 0.11 K 

RMS Striping 0.14 K 0.08 K 0.21 K 0.14 K 

2. l/f NOISE GENERATOR 

l /f  noise is present in many physical systems, including HCT detectors’. Measurements of l/f noise 
were made for the Imager detectors at the instrument vendor during T/V calibration. For a more thorough 
discussion on GOES Imager noise model, see reference 3. Figure 2 shows the noise power spectrum of the 
GOES 8 channel 4 detector A. There are three parameters that are used to describe the noise power spectrum; 
the white noise level, the knee frequency, and the slope of the low frequency noise. The following function was 
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fit to the detector noise power spectrum, and the three parameters determined4 

P(f) = wn * (l.o+(kn/f))Asl where 

wn = white noise level 
kn = knee frequency 
f = frequency 
si 
P(f)= noise power at frequency f 

= slope of the low frequency noise 

A computer program has been developed to generate a digital signal with known l/f and white noise 
parameters'. Figure 3 shows the noise power spectrum of a synthetic signal created to simulate the detector noise 
in Figure 2. This signal can be generated with different lengths (time) and used to simulate GOES detector 
outputs. 

8 
a i 
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Figure 2. Noise Power Spectrum of GOES 8, Ch 4a 

0.01 0.10 1.00 10.00 100.00 1oO0.00 1 m . 0 0  
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Figure 3. Noise Power Spectrum of Simulated Signal 
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3. ON ORBIT STRIPING 

To quantify the magnitude of striping on orbit, Mike Weinreb of NOAA devised the following 
algorithm6. A given calibrated image is searched for groups of pixels of dimension 7x4 (16km x 16km) in which 
the standard deviation of each detector is less than 1. This filters the image for sections which have near 
constant scene brightness where detector to detector comparisons can be made. The 14 pixels for each detector 
are averaged, then subtracted to arrive at a difference between the two detectors. These differences are 
accumulated over one and/or many images. The metric I use in this paper is the RMS total of these differences 
over an image. Over many images, the RMS error is averaged. Weinreb and Tina Baucom (Swales) have done 
extensive analysis of on orbit striping and present their results in paper 2812-53 at this conference'. They also 
provide the equations for computing further statistics (means and standard deviations over many images). 

4. CONUS IMAGE SIMULATION 

A software program was written to model the calibration process and image generation of the GOES 
Imager for a CONUS type image. The model includes the internal blackbody calibrations, 
space clamps, and CONUS image line length and number of lines. The image scene is a constant 600 counts. 
The internal blackbody temperature is fixed at 300K. Each event (clamp, scan line, blackbody calibration) has a 
well defined time extent which includes mirror slew times and the number of samples measured. The signal 
generator described in section 2, with a given noise parameter input, outputs raw counts for each of the two 
detectors for a given channel. These signals are generated for a .given time period depending on the event. An 
internal blackbody calibration takes approximately 40 seconds. The time between space clamps is 36.6 seconds. 
The scene counts are calibrated using coefficients computed from the model process. The calibrated radiance is 
then converted to GVAR counts and striping statistics computed. 

5. STKIPING SIMULATION RESULTS 

To determine that increased l/f noise causes increased striping, I ran several simulations. Figure 4 
shows the result of increasing the l/f noise for a fiied white noise level and the resulting RMS striping. The 
white noise is denoted here as NEDT. The values shown are typical of the Imager channel 4. The l/f noise is 
represented by the knee frequency. A higher knee frequency means more l/f noise relative to white noise. Each 
point on the plot is the total RMS striping computed over 20 simulated CONUS size images with a given noise 
level. Above 30Hz, striping increases linearly with knee frequency. Above 100 Hz, striping becomes 
significantly larger than the NEDT and would be apparent in images. 
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Figure 4. Simulated Channel 4 Striping Vs. Knee Frequency 
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To see how the simulation agrees with on orbit striping measurements, I input the actual GOES detector noise 
parameters measured on the ground. Again, 20 CONUS size images were generated and striping statistics 
computed. Figure 5 shows the results. On orbit data includes GOES 8 and 9, channels 4 and 5. Simulated data, 
using ground measurements of noise, includes both channels 4 and 5 for GOES 8 and 9 as well as SN05 and 
SN06 Imagers which are scheduled to fly on GOES 10 and 11. The GOES 9 simulated data is less than the on 
orbit data for two reasons. First, the 12/08/95 data point was using OGE Mode 1 calibration, where blackbody 
slopes are not averaged to reduce noise. The simulation uses the average of 40 calibrations, OGE Mode 3. 
Second, the 02/26/96 data point has a systematic component to the striping which is not accounted for in the 
simulation. The GOES 8 data agrees well, with the simulation slightly over-predicting channel 4 and under- 
predicting channel 5. The channel 4 striping for GOES 10 and 11 are similar to GOES 9 without the systematic 
striping component. That is good. Channel 5 striping for GOES 10 and 11 will be more like GOES 8 than 
GOES 9, which is not good. As stated earlier, striping becomes more apparent when it is significantly larger 
than the NEDT. This is the case for GOES 8 and GOES 9 channel 4 including the systematic component of 
striping. 
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Figure 5. Simulated and Measured Striping vs. NEDT 

6. CONCLUSION 

The results of the simulation show that l/f noise is a source of error in the calibration that leads to 
striping. The error is introduced into the blackbody calibration, the space clamp, and drift in the detector signal 
between space clamps. Striping becomes problematic when it is larger than the NEDT. Knee frequencies above 
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100 Hz cause problematic striping. The simulation agrees well with on orbit measurements. It can also predict 
future instruments' on orbit striping performance based on ground measurements. Based on this simulation, 
channel 4 in GOES 10 and 11 will have striping similar to GOES 9. Channel 5 will be similar to GOES 8. This 
type of simulation can be used for providing constraints on detector selection for improved performance. 
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ABSTRAC T 

Techniques which use empirical distribution functions have been used successfully to intercalibrate detectors on 
the same instrument or channels on different instruments. In this paper the procedure is developed as a statistical 
technique for estimating a function. Since it is a statistical procedure, it is possible to use classical statistical techniques 
to evaluate the accuracy of the results. Confidence regions can be constructed for the estimated parameters. Given a 
required degree of accuracy it is possible to estimate the required sample sizes. Using hypotheses testing techniques 
questions about possible changes in the inter-calibration functions can be answered. The theory, which uses quantiles 
from the distributions of random variables, is outlined. The largesample properties of the estimators of these quantiles 
are presented. The theory requires that the data be continuous. However, it is discrete. Preliminary simulation results 
indicate that the theory for continuous data can be applied to the discrete data with little loss of accuracy. 

KEY WORDS 

Intercalibration, empirical distribution function, estimation, quantiles, hypothesis testing, confidence intervals. 

1. lNTRODUC TION 

A technique which uses empirical distribution functions (EDFs) has been used successhlly to intercalibrate 
similar detectors on the same instrument 
referred to by various names such as histogram modification, normalized look-up tables, or EDF techniques all use the 
same assumptions. The paper by Weinreb et al. ’ discusses some of the mathematical properties of the technique and 
gives an application to the destriping of the imager on GOES. Even though the technique is fundamentally a statistical 
one there has been little discussion in the literature of the statistical properties of the procedure. In this paper some of the 
statistical properties are outlined. If the model is specified in the proper way and a number of assumptions are made 
about the data, then it is possible to treat the problem using classical statistical techniques. The model is written in terms 
of the distribution functions and the quantiles of the distribution functions. By formulating the problem in this manner, 
the EDF techniques becomes equivalent to a procedure for estimating the difference between the quantiles of distribution 
functions. The largesample properties of these estimators which use the order statistics is well known. This will allow 
the construction of confidence intervals and hypothesis testing. This means that not only can the intercalibration 
functions be given, but that error estimates can be provided. It also means that an objective criterion for testing if there 
has been a change in the intercalibration fimction can be developed. If a fwed degree of accuracy is required at a 
particular quantile then the necessary sample size can be specified. 

and channels on successive satellites ’. These procedures which have been 

2. DEFINITION AND MODEL 

For simplicity, it will be assumed that all the measurements are continuous. ‘They are, of course, actually 
discrete. However, treating them as discrete complicates both the notation and the theory. The fundamental results will 
still hold to a reasonable degree of accuracy. The convention of using X to represent a random variable and x to be a 
particular realization of the random variable will be followed in this paper. 
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Given a random variable X the function 

Fx(x) = P( X<x) (1) 

is the theoretical distribution function of X Since F,(x) is a probability it takes on values between 0.0 and 1.0. It is 
defined for all real values of x and is monotonic. In this paper it will be assumed for all random variables that for all x, 
0.0 < x < 1.0, the distribution function is strictly monotonic. This means that for a given p, where 0.0 < p < 1.0, there is 
a unique solution to the equation 

FX(4 = P- (2) 

The solution to this equation is X, and is called the p"' quantile of the random variable X or the distribution function 
Fx(x)- 

Let T represent some geophysical parameter measured by the satellite, which will be treated as a random 
variable.. Let X(t) and Y(t) be measurements of this parameter by different detectors and the same instrument or 
channels on different satellites. If the instruments were the same and if there were no noise, then for the same t, it 
would follow that 

X(t) = Y(t). (3) 

This is often not the case. The problem then becomes to modify one or both of the functions, X(t) and Y(t), so that for 
the same observed value of T, to within the limits of noise, the instruments or X(t) and Y(t) will produce the same 
measured value. The usual approach is to select one of the instruments as the reference, say X(t), and modify the 
second, Y(t), so that they are the same for identical t's. That is, it is necessary to fmd a function H(y) such that 

for all possible values oft. If both instruments viewed the same area, at the same time, under the same conditions (same 
view angle etc.) then this problem could be easily solved. However, this is fkquently not the case. 

In order to estimate H(y) using the EDF technique, a number of assumptions are required. These are as follows: 

1. Both X(t) and Y(t) are strictly monotonic functions oft. That is, both M d t  and dY/dt are positive (or both negative) 
for all values oft. 

2. There is a large sample from the random variable T which cover the most of the possible range of T. 

3. The probability distribution of T is the same for both detectors or instruments. 

From assumption (1)  and the chain rule , it follows that Mdy is positive. Since T is assumed to be random, it follows 
that X(t) and Y(t) are random variables. If the instruments were identical, then X(t) and Y(t) would have the same 
distribution function. The EDF technique is equivalent to finding a transformation of Y(t), HO), so that H(Y(t)) has 
the same distribution function as X(t). 

Since the function H(t) should be very close to the identity, it will be represented by 

H69 = Y + 4 y ) ,  (5) 

where 6(y) is small. The problem then becomes the determination of e). Let p be a number between 0.0 and 1.0. Let 
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Fy@) be the distribution function of Y. Then the unique solution to the equation 

Fy@) = P, (6) 

Yp ,is the p"' quantile of the random variable Y. Let X,, be the p"' quantile of the random variable X Two distributions 
are the same if they have the same quantiles for all values of p. From this fact and simple algebra, it follows that 

For',) = & - y p  (7) 

for all p between 0.0 and 1.0. Note that under the assumptions given above set of values of the Y,,'s will cover the entire 
domain of the Y's. Given the distribution hct ion of the random variables X and Y, it is possible to compute the &) 
and hence the H@). 

4.STATlSTlCAL PROPERTlES 
The results given in section 3 assumes that the true distribution functions FAX) , F&) and hence the true p'h 

quantiles are known. This is not the case and it is necessary to estimate these functions and parameters from the data. 

Let x,, x2, ...,% be a random sample fiom the distribution of X Let x,*_< x2* 5..5 x,,* be the order statistics for 
this sample. Then the EDF of this sample is defined as 

Fx*(x) = 0 x< x,* 

Fx*(x) = k/n q*< - x < q+,* 

Fx*(x) = 1 x,,*< x. 

Given a random sample fiom the random variable Y the EDF of this sample is defined in a similar fashion. From these 
EDFs it is possible to obtain the sample quantiles. Note that since the EDFs are step fbnctions there will be p values for 
which there is no Yp value and p values for which there are an interval of y values. These cause minor technical 
problems, which can be solved in a number of ways '. 

Given the sample estimate of the quantiles, &* and Yp*, the estimate of 6(Yp*), is given by 

6*(Yp*) = ;'6* - Yp*. (9) 

The variables 6*, X,,*, Y,* are all random variables or statistics whose values depend on the sample values x,, x2,..x,,, y,, 
y2, ..., y,, The largesample behavior of the sample quantiles is well known. If the random variable X has a density, 
f,(x), with a derivative at point X,, then the sample quantile will for large n have approximately a normal distribution 
with mean X, and variance (p(l-p))/(n(f,o$)2) '. Given the large sample sizes it is possible to estimate the density and 
hence the distribution of the statistic X,,*. If the samples for X and Y are assumed to be independent then it is possible 
to obtain the asymptotic density of 8,,*. That is, 62 will be approximately normal with mean, 6*, and variance 

The above results allow the construction of approximate confidence intervals for 6 and the testing of 
hypotheses about the value of 6v The construction of confidence intervals for a particular $, is not of great interest 
unless it is a special case such as p 4.5. That is, how the medians of the two distributions differ. However, by using a 
Bonferroni approach it is possible to construct a confidence region and hence test hypotheses about any finite number of 
the 6p's. A discussion of the Bonferroni approach in a multivariate regression problem is included in a number of 
standard texts5. Using the confidence region for a faed number of quantiles, say, p= .05, .IO,..., .90, .95, it is possible to 
obtain simultaneous confidence bounds on the difference between the true 6p 's and the estimated 6,,*'s. Using the 
relationship between confidence regions and hypothesis testing, it is possible to use this technique to test if the 6,,'s have 
changed and hence if the relationships between the measured values on the two instruments have changed. 

@(l-P)/n(I/(f,()$)2)t(l/(fy~~)2))). 
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An application of this statistical approach is in the understanding of why the EDF technique works poorly in 
some cases, for the extreme values of X(t) and Y(t). An examination of the limiting distribution of the density of v 
for small values of p or for values of p close to 1.0 gives a clear indication of the reason that the EDF technique does not 
work well in the ends of the distribution when there are long tails. In This case the density fimctions will be very small 
and the standard deviation of the i3p* will be large. I u s  may give estimates, aP*, which may be very far from the true 
value ,$ . 

It is also possible to use the limiting distribution of v to estimate the sample sizes need to obtain a specified 
degree of accuracy for the estimates of 6. For example, in the case for the 53.7 GHz microwave channels on NOM- 
10 and NOM-12, it is necessary to have samples of the order of 500,000 to insure that with a probability of 0.99 that the 
estimated $* is within 0.10 degree C? of the true Zip over a wide range of p values. 

Many simulation of the technique have been carried out using microwave data from NOAA-10 and NOM-12. 
This data is discrete as is the data from GOES. The simulations indicate that the theory , which assumes continuous 
data, gives reasonable results when applied to discrete data For example, if theoretical confidence regions are 
constructed, and simulated confidence regions computed the results are similar. For a 78 percent theoretical confidence 
region about 85 percent of die regions actually contained the true values of the parameters. This is based on 1000 
simulations. Note that these results are conservative. This is to be expected with the Bonferroni approach. 

5.  SUMMARY. 

In this paper a standard technique has been examined from a different point of view. The EDF technique for 
inter-calibrating two detectors on the same instrument or two channels on different instruments is a statistical technique 
for estimating a function. It has large-sample properties which can be used to investigate the accuracy of this estimation 
procedure. It is possible to construct a confidence region for the value of the functions at a finite number of points in its 
range. It is also possible to test hypotheses about this hction. Hence, using the EDF technique it is possible to test if 
the relationship between two detectors has changed. Once the problem is formulated in the proper way, it is possible to 
use standard techniques which can be found in many mid-level statistical texts. nie  technique requires, except for the 
large sample sizes , minimal assumptions. For the problem of adjusting two channels or two detectors it has many 
advantages. 

A portion of this work was supported by the TOVS Patllfinder Project and EPA grant CR 822636-01-0. 
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ABSTRACT 

Future GOES missions, augmented by the addition of very stable visible calibration, could measure long-term changes 
in the earth's albedo. Direct sunlight can be viewed through a plate perforated by small holes, attenuating the radiance at the 
center of the solar image by both blockage and diffraction. Attenuation by a factor of 50,000 produces a full-aperture, end-to- 
end calibration source with radiance comparable to a high-albedo target Since its radiance depends only upon geometry, the 
perforated plate technique avoids the materials degradation problems inherent to calibration techniques based on reflection 
or refraction. Chx analysis indicates that a plate with 50 pm holes spaced 4.9 mm apart in a hexagonal array has the potential 
to satisfy the requirement for a source stable to < 1% over a 5-year GOES mission Some randomization of the hole positions 
may be desirable to suppress interference effects. We have made prehimry measurements of the large-scale angular 
structure of a simulated solar image viewed through a perforated screen, and have demonstrated their agreement with our 
theoretical predictions. 

Keywords: caljhtion, visible, solar, albedo, radiance, GOES 

1. VISIBLE ALBEDO MONITORING 

A secondary, but nevertheless imponant, goal for augmentation of future GOES missions is to support global climatic 
change research. One requirement is to measure long-term changes in the earth's visible albedo to a precision of about 2%. 
The GOES mission has a number of attributes which make it well-suited to monitor long-term changes in the eanh's visible 
albedo. Because the GOES satellites are in geostationary orbit, they view a large portion of the earth's d a c e .  The "full- 
disk" of useful coverage extends approximately 60" from nadir in latitude and longitude. Each satellite in the GOES I-M 
series, including the GOES 8 and 9 satellites that are now aperatioual, has an Imager and a Sounder. Channel 1 of the Imager 
has a central wavelength of 650 nm and a full-width, half-maximum of 200 nm. Its dynamic range extends from 
0.1% to 100% albedo, with a resolution of 0.1 %. It has a 1x8 detector array, in which each pixel subtends a 28 prad square 
instantaneous-field-of-view (IFOW. Channel 19 of the Sounder has 4 detectors with a central wavelength of 700 nm and a 
circular IFOV 242 prad in diameter.' 

The presence of both the Imager and the Sounder on a single satellite provides an opportunity to cross-calibrate the 
two sensors by simultaneously viewing the same area on the earth's surface. There is a substantial area in the Pacific Ocean 
which is visible to both the GOES-East and GOES-West satellites, permitting their sensors to be cross-calibrated Such 
crcss-calibration has determined that the average throughput of the eight visible channels on the GOES-9 spacecraft is at least 
15% greater than that of the corresponding channels on the GOES-8 spacecraft.2 Furthermore, GOES is an on-going mission 
in which new satellites are checked out on orbit before old satellites are decommissioned, providing a time interval for 
calibration transfer from the old sensors to the new ones. 

Long-tenn visible albedo monitoring to a precision of 2% requires that changes in the throughput of the Imageis 
and Sounder's visible channels be measured to a precision < 1% over the nominal five-year lifetime of each satellite. The 
raw throughput of the visible channels is expected to decrease with time due to effects such as degradation of optical surfaces 
and radiation damage to detectors. A very stable calibration source is essential to quantify this decrease in throughput. 

2. CALIBRATION SOURCE REQUIREMENTS 

It is highly desirable to perform a full aperture, end-to-end calibration of the system using a known, stable source 
of visible light- The end-to-end requirement is driven by the fact that the scan mirror, at the front end of the optical train, 
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is the optical element mast highly exposed to contamination, micro-meteoroids, and solar vacuum ultraviolet radiation. 
The full-aperture requirement stems from the fact that contamination, coating delamination, or other degradations may not 
be uniformly dismbuted on the surface of a mirror. Also, only a full-aperture calibration can respond accurately to changes 
in vignetting if the telescope's alignment shifts. 

OBJECTIVE 

1% Radiomemc precision 

End-to-end 

The Imager and Sounder both use scan mirrors with an angle of incidence that varies from 40" to SO". The 
reflectivity and polarization of the reflected optical beam tends to vary with incidence angle, particularly if the scan mirror 
becomes contaminated. Therefore, it is preferable to have a calibration source with minimal polarization, that can be viewed 
at several different scan mirror incidence angles within the field-of-view (FOV) of the sensor. 

RATIONALE 

.Track long-term albedo changes of 2% 

.Scan mirror m a t  expased to degradation 

By viewing dark space, we can obtain an accurate measurement of the dark current associated with each visible 
channel. To determine the gain of each channel accurately, it is also necessary to measure its response to a known radiance, 
preferably near the top of its dynamic range, which extends from 0.1% to 100% albedo. A 100% albedo corresponds to an 
ideal Lambertian (diffuse) reflector illuminated by the sun at the normal angle of incidence. When viewed from earth, the 
sun subtends an angular diameter, 8, of 0.0093 radian, corresponding to a solid angle of 68x106 steradian. Therefore, 100% 
albedo is equivalent to direct sunlight attenuated by a factor of x/(68x10-6), or about 46,OOO. Although the main goal is to 
measure changes in albedo, it would also be beneficial to measure the absolute value of the albedo as accurately as possiile. 

Maximum radiance near full albedo 
level (1/46,OOO direct solar radiance) 

A good xadiomemc calibration source should have as little angular smcture as possible. Its radiance, as a function 
of angle, should have a broad, flat maximum that is large in comparison to the instantaneous-field-of view (LFOV) of a pixel. 
The variation in radiance should be << 1% (the desired accuracy of the measurement) over the solid angle used for calibration, 
allowing for both angular smcture in the caliiation source's radiance and uncertainty in the measurement geomeay. 

*Cover dynamic range of visible channel (with dark current 
measurement) 

Any calibration subsystem which is deployed only for calibration and is stowed during normal data-taking operations 
must be relatively insensitive to positional and rotational changes. It is not practical to require that the mechanism which 
implements this deployment be reproducible to high levels of precision. It is also imperative that any such mechanisn have 
a redundant retramon mechanism, to insure that a single failure does not lead to a loss of the SeDSois data-taking capability. 
These requirements for a visible calibration source are summarized in Table 1. 

~~~~~ ~ ~ 

Absolute radiance level 

Radiance variation < 1% over solid 
angle used for calibration 

Table 1. Requirements for long-term visible calibration source 

.Determine absolute albedo irradiance 

.Support seasor-tmensor calibration nansfer 

.Reduce sensitivity to geomemc uncertainty 

.Simplify characterization of irradiance input to detecton 

Full aperture *Throughput may vary over pupil 
*Optical d a c e  degradation may not be uniform 
.Necessary to quantify changes due to alignment shifts 

Multiple scan mirror incidence angles 1  throughput varies over 40"-50" incidence angle range 

Minimal source polarizatian I .scan mirrm & -litter cause polarization sensitivity 

~ 

Redundant retraction mechanism I .Eliminate critical single-mint failure 
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3. OVERVIEW OF POTENTIAL CALIBRATION TECHNIOUES 

Either internal or external sources of visible light may be used for calibration Internal calibration lamps may be used 
to perform periodic measurements of the short-term stability of detectors, but cannot practically generate a full-aperture beam 
of with the radiance level of a high-albedo target. In addition, calibration lamps are not stable enough to provide the required 
precision over the life of the mission 

The preferred approach is to use indirect solar flux for a full apemxe, end-toad caliiration. The m m  is a 
potential calibration target, since its radiance level lies within the dynamic range of GOES visible channels and since it 
subtends a solid angle much larger than the IFOV’s of both sensors. Alternative approaches involve reducing the radiance 
of direct sunlight to a level within the dynamic range of the sensor, either by diffuse reflection or by transmission through 
holes in an opaque material. (Transmission through a refractive material, which is sensitive to both surface and bulk 
degradation of the refractive material, is not an attractive attenuation technique.) 

Calibration techniques which use direct sunlight also have the potential to measure the absolute radiance level of the 
albedo. The total solar irradiance has been tracked by Active Cavity Radiometer Irradiance Monitor (ACRIM) sensors, 
starting in 1980 with the Solar Maximum Mission (SMM), and continuing in 1991 with the Upper Atmospheric Research 
Satellite WARS), which is still operational. Launch of a third ACRIM is planned for December, 1998. The total irradiance 
is measured to an accuracy of about *0.2% and a precision of about 0.005% by ACRIM sensors. The short-term variation 
in the visible solar radiance is about 0.3%’ 

3.1. Lunar calibration 

The moon is a far-field, extended target with stable surface reflectance properties. The lunar albedo values lie within 
the dynamic range of the GOES visible channels, with typical values of 0.07-0.13 and extreme values ranging from 0.05 to 
0.18.‘ The edge of the lunar image is well-defined throughout the visible and infrared spectrum of the GOES sensors, and 
is now being used as a target to measme the registration errors among the channels of both the Imager and the Sounder. It 
could also be used to characterize other geometric parameters of each channel, such as the modulation transfer function (MTF) 
and the off-axis rejection. 

The lunar image d d  potentially be used for radiometric calibration of the GOES sensors, but has some problems 
which limit its utility. The reflected lunar light is more difficult to characterize than direct solar radiation, and present models 
of the lunar radiance have errors of about 15%, making them inadequate to support the GOES calibration process. A 
dedicated obsemtory is now measuring the moon every night during the bright half of its cycle. The lunar surface is being 
imaged onto a CCD array, with an angular resolution of 21 prad in several s p e d  bands from 0.4 pm to 1.0 pm. This 
may also measures stars of known magnitude and color to correct for atmospheric extinction, with an absolute accuracy goal 
of about 2%. Measurements with an angular resolution of 42 prad are also planned for the spectral region from 1.0 pm to 
2.5 pm. At least 4.5 years of observation will be required to characterize the variation of the lunar radiance with phase and 
libration.’ When the completed lunar reflectivity maps become available, it will be necessary to derive the lunar radiance 
from a complex algorithm which compensates for sun/moon distance, solar incidence angle, the roughness of the lunar surface 
and its non-hbertian reflectivity. The reflected radiation may be polarized up to 8 % ~ ~  Also, the moon’s visible radiance 
is several times smaller than that of a high albedo target, so data taken at the lunar radiance level must be extrapolated to 
calibrate the visible channels at the high end of their dynamic range. Due to this combination of factors, the use of the moon 
as a radiometric calibration source may not be straightforward, even when the lunar mapping effort has been completed. 

3.2 Diffuse reflection 

Some spacebome earth-viewing sensors perform radiometric calibration with a diffuser plate, which attenuates direct 
sunlight by Lambertian scattering. When an ideal Umbertian reflector overfiis the aperture of a semr, then the radiance 
observed by that sensor is independent of the angle of observation. If the line-of-sight &OS) to the sun is normal to the 
surface of the diffuser plate, then the radiance is also insensitive to first-order tilt. No surface is perfectly Lambeman, 
however. Characterization of and compensation for the non-ideal bi-directional reflectance distribution function (BRDF) of 
the d a c e ,  including polarization, is required. Also, a diffuser plate must usually be deployed in a geometry which exposes 
it to sun glints reflected off the body of the spacecraft as well as to direct sunlight 
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The main problem with a diffuser plate is the progressive degradation of its diffusely reflective d a c e .  
Contaminants, either particulates or molecular films, can accumulate on the surface. In addition, many materials are m b l e  
when exposed to VUV radiation. Some hydrocarbon contaminants are transparent in the visible and the near IR under normal 
conditions, but become strong absorbers after they react in the presence of VUV radiation. Even a molecular monolayer, less 
than a nanometer thick, can produce a significant change in the reflectivity of an optical surface.'b Contaminants which 
exhibit in-band luminescence when exposed to UV radiation are another potential problem. 

An integrating sphere may be used to create a uniform, diffuse source whose radiance level may be varied easily 
by changing the dimensions of its input aperture. In an integrating sphere, however, d a c e  degradation is even more critical 
than it is for a diffuser plate, due to the fact that the average ray undergoes several diffuse reflections in the sphere. 
Furthermore, the diameter of the integrating sphere must be significantly larger than the 31 1 mm ape- of the Imageis and 
Soundeis telescopes, so an integrating sphere is not a practical option. 

3.3. Perforated date techniaue 

Transmission through small holes in an opaque material can provide attenuation without being sensitive to the d a c e  
propemes of that material. A plate perforated with smaU holes can be designed to produce nearly unifom illumination over 
the full aperture with greatly attenuated sunlight. If the holes are sufficiently small, then diffraction will broaden the solar 
image, attenuating the peak radiance by a factor greater than the ratio of the area of the holes to the area of the plate. 
Diffraction will also smear out any structure in the solar image due to sunspots, limb darkening, or flares. If the LOS to the 
sun is close to the nonnal to the plate and the diameter of the holes is many times greater than the wavelength, then the plate 
will not induce any significant polarization. 

Since the perforated plate is wed in aansmission, its utility is resuicted to windows of availability during which the 
sun lies within the 21" by 23" rectangular FOV of the sensor, centered about nadir. If the spacecraft's attitude is mahabd, 
then solar calibration will only be possible during daily time intervals of 1.5 hours, around local miduight. during the seasons 
of eclipses: periods of 52 days around each equinox The interruption of normal data-taking to perform calibration wil l  have 
minimal impact near local midnight, smce visible images can not be taken and since the IR frames are r e s a i d  by solar 
avoidance constraints. The 131 day gap; between periods of availability are undesirable, but it is st i l l  possible to measure 
the long-term changes in the throughput with the perforated plate calibration, particularly if these measurements are augmented 
by lunar calibration and by short-term stability measurements. 

The optimal geometry for calibration is one in which the LOS to the sun is about 9.5'-100 from nadir: far enough 
from the earth's limb (8.7" off-nadir) to avoid atmospheric extinction, yet close enough that only a narrow, crescent shaped 
"new earth" is both illuminated by the sun and visible to the spacecmft. In this viewing geometry, the earthshine which 
reaches a spacecraft at geostationary altitude is less than 0.01 X of the direct sunlight. It is possible to configure a perfmted 
plate with a redundant retraction mechanism which covers the outer aperture of the sunshades of both the Imager and Sounder 
during calibration. In this geometry, the outer d a c e  of the plate is not exposed to sun glints from the body of the spacecraft 
and the only light which enters the either sensor's optical cavity is that transmitted through the holes in the plate. Therefure, 
the effects of indirect sunlight should be far lower for a perforated plate than for a diffuses plate. 

A perforated plate is a promising method for calibration of long-term changes in the throughput of the cham& on 
the GOES se~~~m, and the visible and near infrared channels on spaceborne sensors, in general. To determine the practicality 
of this approach, it is necessary to derive quantitative values for all significant plate parameters, to demonstrate theoretically 
that a plate constructed with these parameters is capable of satisfying the requirements listed in Table 1. Then, it is necessly 
to fabricate a plate with the specified parameters and verify its performance experimentally. 

4. PERFORATED PLATE ANALYSIS 

A trade analysis is required to obtain the appropriate values of the diameter of the holes, D. and the separath 
between adjacent holes, S. The configuration of holes in an array is also a trade issue. A periodic array has the advantage 
of providing a uniform level of illumination, but produces an interference pattern which may be partially suppressed by some 
type of randomization in the configuration of the array of holes. 
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The Jmageis Channel 1 defines the baseline for this analysis. It has a central wavelength of h - 650 nm, a FWHM 
of 200 nm, a minimum signal-tcmoise ratio (SNR) of 150 at full albedo, and a 1x8 array which subtends 28x244 prad The 
solar radiance as a function of angle is approximated as constant inside a disk of diameter 0 - 0.0093, and zero outside this 
diameter. The required attenuation is a factor of 50,000 (throughput of 2x103, which corresponds to 92% albedo. 

4.1 Uniform full-aDerture illumination 

Any pair of values for D and S must yield a total throughput of 2x10'' at the peak of the radiance distribution. A 
single hole, 1.4 mm in diameter, could provi& the required level of attenuation for the 311 mm Imager and Soumkr 
apertures, but could not approach satisfying the full-aperture requirement for any practical separation between the hole and 
the scan mirror, Z. It is necessary to have an array of submillimeter holes in the perforated plate. Assuming that the value 
of D is small enough so that diffraction is the dominant cause of solar image broadening, we may use the Rayleigh uiterion 
to find a maximum value of S for which the individual holes will be unresolved at the mirror 

It would be beneficial to deploy the perforated plate on the Imageis sunshade, which would not only minimize its 
size and weight, but would also avoid the stray light problems inherent to an external boom. The maximum distance above 
the optical port where the perforated plate can be deployed without interfering with an antenna resuits in a value of Z - 600 
mm for the Imager? Eq. (1) leads a constraint of the product of D and S: 

DS < 0.48 mm2 (2) 

The diffraction of light by a hole increases as a function of the ratio of the wavelength of the light to the diameter 
of the hole. Thus, the solar image will appear "blue" in its center and "red" around its circumference when viewed through 
a plate containing small holes. This effect will be more pronounced for d e r  values of D. 

4.2 Uniform high-albedo radiance 

The peak of the solar radiance dismbution, as viewed through the perforated plate, must be broad and flat, so two 
conditions must be satisfied. First, the radiance as a fundon of angle due to a single pinhole of diameter D must h v e  a 
maximum in which the radiance is constant to << 1% over a solid angle greater than the FOV of the detector array. It is 
also necessary that any modulation of the detected radiance due to interference among the holes of the array be << 1%. 
(Scanning the m y  over the center of the solar image may be required to average radiance variations due to interference.) 
The throughp~ at the center of the solar radiance dismbution produced by a single pinhole is the product of two factors: a 
geomemc thr~aghput, T,, and a diffraction throughput, T,. In this trade, we have assumed that the holes are oriented in a 
regular hexagonal axray, so the plate area per hole is 0.866s2. The area of a hole of diameter D is (x/4)p, so T~ becomes: 

rg = (xD2/4)/(0.86fS2) = 0.907@/S)2. (3) 

T, is the ratio of the radiancp. at the center of the actual solar image to the radiance which would be present m the 
absence of diffraction. The solar image viewed through the pinhole is the convolution of the geometric solar disk (without 
diffraction) with the Airy diffraction pattern of the pinhole. To determine T,, the convolution is normalized with respect to 
the geometric solar disk 

Fig 1 shows the Convolutions of the solar disk with the Airy diffraction patterns produced at a wavelength of A * 
650 nm by pinhole diameters of 20, 50, 100, 200, and 500 pm. Table 2 presents the results of this convolution a n a l e  
within one mrad of the center of the image. The top numbers in the ma& are d e d  to the unity with respect to the 
geomemc solar disk the numbers in parentheses are normalized with respect to the radiance at the center of the image for 
the pinhole diameter of that row in the matrix, i.e., that row's value of T,. The convolutions of the 20 and 50 pm pinholes 
are dominated by diffraction, closely resembling Airy patterns. The convolutions of the 200 and 500 pm pinholes are 
dominated by the geometry of the 9.3 nuad diameter solar image. Note that the radiance has a minimum at the center of the 
image fonned by the 200 I.rm pinhole, and that it increases between 750 p a d  and loo0 p a d  off-center in the image formed 
by the 500 pm pinhole. This behavior is caused by the side-lobe structure of the Airy diffraction pattern, and is not 
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- Pinhob azo - 20 microns 
' - - Pinhob szo = 50 microna . - - -  Pinhok d m  = 1M) microns 

Plnhob azo  - ZOO microns 
Pinhob azo - 500 micraw 

.-_-.-- 

:able 2. Normalized radiance at A - 650 m for several pinhole 

_ e - - -  

Radians 

0.66226 
' (l.Ooo0) 

Fig.l Normalized radiance at A = 650 nm as a function 
of angle for several pinhole diameters 

1 0.81163 
I (0.9995) 

anticipated for a broad spectral band, such as the Imager's 
Band 1. The convolution of the 100 pm pinhole has an 
intermediate shape that is undesirable because the solar image 
has a peak with a sharp fall-off in its central region. 

ANGLE FROM IMAGE CENTER (in prad) =$ 

PINHOLE DIAMETER (in pm) 4 

20 

50 

Since the desired accuracy is << 1%, and the detector 
array subtends 28x244 prad, it is reasonable to require that the 
radiance vary by no more than 0.1% over a solid angle 500 
prad in diameter. This requirement can be met either by an 
array of closely-spaced small holes (D - 20 or 50 pm) or by 
a more widely spaced atray of large holes (D = 200 or 500 
pm), but not by an array of 100 pm holes. 

0 
[GI 
0.050793 
(l.oo00) 

0.21231 
(l.oo00) 

Values of D and S that are large enough to produce 
a geomemc solar image with the required radiance level violate 
Eq (2). ie., they can not illuminate the scan mirror uniformly. 
Other considerations make in beneficial to avoid d values 
of D and S. Therefore, a hole diameter of D = 50 pm appears 
to be a reasonable choice. The value of T~ is 0.2123 for a 50 
pm hole. (Refer to Table 2) For a throughput of 2X105, T* - 9.7x1OS, so Eq (3) leads to a spacing of S - 4.9 mm 
between adjacent holes. The product DS equals 0.245 mm2, 
satisfying Eq (2). The following analysis demonstrates that 
this pair of values, D * 50 pm and S = 4.9 mm, satisfies the 
rt?maining requirements. Approximately 3650 holes are 
required to cover the Imageis aperture (311 mm in diameter). 

100 

200 

500 

0.45521 
( 1 .oo00) 

0.66224 
(l.oo00) 

0.8 1200 
(l.oo00) 

diameters as 

0.45239 
(0.9938) 

0.66237 
(l.oo02) 

0.81103 
(0.9988) 

0.44886 0.44395 
(0.986 1) (0.9753) 

0.66260 0.66298 
(l.Ooo5) (1.0011) 

0.81095 0.81110 
(0.9987) (0.9989) 

250 

0.050784 
(0.9998) 

0.2121 1 
(0.999 1) 

0.4545 1 
(0.9985) 

a function of angle from image center 
I 

4.3 Interference 

When the sun is viewed through multiple holes, interference must be cansidered. Even though the sun is an 
incoherent source of light, closely-space holes illuminated by d g h t  can produce interference effects. This problem is 
aggravated in narrow s p e d  bands. The interference effect is suppressed when the spacing between adjacent lines of holes 
(0.866s in the hexagonal array) becomes much greater than the spatial coherence interval of the source, defined as A/8.1° 



For Band 1 of the Imager, the solar coherence interval is 70 pm, leading to the requirement that the separation S 
>> 81 vm. The proposed value of S = 4.9 mm, 60 times greater, appears to be satisfactory. 

The FWHM of 200 nm also helps to suppress interference effects, restricting modulation of the total in-band 
irradiance to the fmt few difhction orders. To obtain a quantitative estimate of the angular extent of smcture in the 
diffraction pattern, we may approximate the spectral depdence of the channel's throughput by a Gaussian function, for which 
a FWHM of 200 nm corresponds to a standard deviation, u, of 85 nm. Two Gaussian functions which are separated by less 
than 2u merge into a smooth curve with a single maximum. The overlap of adjacent orders will wipe out structure in the 
diffraction pattern whenever N, the order of the diffraction maximum, satisfies the inequality: 

N > h/2u (5) 

Modulation at the center of the solar image should be suppressed if the interference order at the circumference of 
the solar disk is large enaugh to produce overlap. As stated above, the angular separation between adjacent difhction orders 
is A/(0.8665). The interference order, N, on the circumference of the solar disk is: 

Combining Eqs. (5) and (a, we obtain a constraint on the minimum value of S: 

Eq. (5) is satisfied by the 4th and higher interference orders, and Eq. (7) is satisfied whenever S > 0.62 mm. 

4.4 Array Randomization 

To minimize interference effects, it is desirable to randomize the spacing of the holes so that they do not form a 
periodic array. A pseudo-random array of holes may be able to minimize both the interference effects inherent in a perfectly 
ordered array and the fluctuations in illumination inherent in a perfectly random array. Since the proposed values of D and 
S exceed the requirements of Eq. (2) by a factor of 2, there is a comfortable margin, for deviation from a periodic a m y  of 
holes. For example, the plate could be configured in a grid of hexagonal cells, with each cell containing one hole located 
at a random point within the hexagon This pattern will exhibit some interference maxima, but the modulation of intensity 
will be much lower than that produced by an array of uniformly spaced points. 

Due to the variable angle of incident sunlight and to any non-uniformties in the deployment mechanism of the 
perforated plate, the portion of the plate's cross-section which lies in front of the aperture will probably vary. Since the holes 
in the pseudo-random array are not perfectly ordered, there will be some variability from measurement to measurement in 
the total mnnber of holes through which the sun is viewed. To obtain a pessimistic estimate of the uncertainty in the 
irradiance, we m a y  use a geometric model and find the standard deviation in the number of holes within the Imageis a w e .  
The diameter of the aperture is 311 mm, so its area is 7.60~10' mm2, while each hole occupies a hexagon of area 20.8 mrd. 
The average number of holes in this area is 3652. Because each hole is situated in a random position within its hexagonal 
cell, the number of holes in front of the aperture will not remain fixed if the plate is translated. The presence or absence of 
a hole in a cell dong the circumference of the a p e m e  may be. treated as a random event. If k e  are n hexagonal cells along 
the circumference and if one-half of them contain holes, then the average of holes is n/2 and nw/2 is the standard deviation 
in the number of holes." An aperture 311 mm in diameter has a circumference of 977 mm. Since the grid spacing is 4.9 
mm, approximately n - 194 hexagonal cells will lie on the circumference. Therefore, the average number of holes on the 
circumference is 100 and the standard deviation is 7, or 0.19% of the total number of holes in the aperture. 

4.5 Radiometric urecision 

The S N R  of the Imageis charmel 1 is specified at > 150/1 for a full-albedo target Its noise is dominated by 
Gaussian or ''white" noise, which is unmelated from pixel to pixel. From Table 2, we find that radiance of a singe 50 pm 
pinhole is nearly uniform (within 0.1%) over an angle of 500 prad which corresponds to 18 of the 28 pm pixels. BY 
scanning the center of the solar image and averaging 18 pixels, we obtain a SNR of 150(18)u2 = 636/1. This SNR produces 
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an error of 0.16% in the value of the solar radiance. The scanning process also averages any residual angular variation in 
the radiance due to interference. Further reduction in error due to interference is possible by performing multiple scans of 
the solar image. The sun angle precesses at a rate of 271 radians in 24 hrs, which equals 72 prad/sec; the angular separation 
between interference fringes is Al(0.866.S) - 153 prad Therefore, suns of the solar image performed several seconds apart 
will see independent interference patterns, and averaging several scans will further reduce the noise due to interference. 

4.6 Fabrication and alignment 

The value of rg, the geometric ratio of the area of the holes to the total plate area, is insensitive to uniform thermal 
expansion of the plate. The value of t,, the diffractive factor in the throughput, equals 0.2123 at D - 50 pm and increases 
with increasing hole diameter. Interpolation among the values of T, at D - 20.50, and 100 pm, leads to an estimate of 
d(sJ/dD 0.0051 pm". (Refer to Table 2.) If a is the coefficient of thermal expansion of the plate, then a temperature 
excursion, AT, changes the hole's diameter by DaAT, resulting in a fractional change in diffractive throughput, Ardrd, of: 

A T J T ~  = (drddD)@crAT)/r, = 1.20aA.T (8) 

Thermal expansion should not be a significant source of mor. For example, a plate made of aluminum has a 
relatively high coefficient of thermal expansion, a - 25x104/T. Even if its temperature changes by AT - W C ,  then Eq. 
(8) yields Atdr, = 0.12%. 

The plate is integrated into the sunshade with its normal pointing toward nadir. As mentioned before, the LOS to 
the sun must lie more than 8.7" away from nadir to avoid the earth's limb. The typical angle between the solar beam and 
the normal to the plate is Q = lo", with various azimuth angles. The holes in the perforated plate should be tapered, with 
their small diameters on the sunward side of the plate. The half angle of the tapered holes, p, should be large enough to 
guarantee that their apertures are uniquely defined by these smaller diameters. To satisfy this requirement, p must exceed 
the sum of the maximum off-axis LOS to the sun (including an alignment tolerance, A@), @+A@, the geomemc half-angle 
of the sun, 012, and the half-angle of the Auy disk, 1-22AP: 

Assuming a relatively lax alignment tolerance of AQ = 0.5" - 0.00873 radian, and the previouslydefine values of 
these parameters, we obtain p z- 0.204 radian (11.7"). 

The solar beam that passes through each tapered hole has an elliptical cross-secdon, with area proportional to cos(+). 
The density of holes in the beam is inversely propomanal to cos(@), so the value of rg is independent of @. The value of 
r,, decreases with increasing @. The uncertainty in the foreshortened dimension of the holes is -DsinQAQ. Since only one 
dimension of the holes is foreshortened, we may assume that the change in rd produced by a change in the minor axis of rhe 
hole equals OS[d(rJ/dD], so thac 

AT&, = o.S(d~ddD)(-DsinQAQ)/r, - -0.60sinQAQ (10) 

Substitution of previously-defined parameters into Eq. (10) yields ATJT, - 0.09%. 

Tapered holes 50 pm in diameter are well within the state-of-the art. Lax tolerances are permissible on the diameters 
of individual holes and on their approximations to circular cross-section.s. However, they must have good geomemc stability, 
a minimal amount of kerf, and be free of any bum that could become detached during the mission. Laser drilling is probably 
the best fabrication method. Since the perforated plate introduces diffraction into the solar image, it must be oversized with 
respect to the aperture to avoid fall-off of intensity at the edge of the beam. It should be straightforward to implement a 
redundant retraction mechanism for the plate, and to blacken the si& of the plate that faces the scan mirror. 

4.7 Contamination 

To maintain stable calibration, D must be much larger than any molecular films or particulates which are likely to 
accumulate on the holes during the lifetime of the *ion. It is possible to quantify the maximum allowable thickness of 



opaque contaminant film, At, on the holes that will change the throughput by -0.2%. A contaminant build-up of thickness, 
At, will decrease the diameter of the holes by AD = -2At Since the total throughput is equal to tgtd, the requirement that 
the fractional decrease in throughput due to a change in t be < 0.2% may be written as: 

r 

ERRORSOURCE ESTIMATED REFERENCE 
MAGNITUDE SECTION 

solarfluxvariance 0.30% 3. 

0.01 % 3.3 

Radiance vs. angle 0.10% 4.2 

Interference 0.20% 4.2-4.3 

pseudo-random 

[(l/s,)dtddD + (l/rJdrJdD](2At) < 0.002 (1 1) 

The fractional change in sg follows directly from geometry. The fractional change in t, was derived in Section 4.6. 
For circles of diameter D = 50 pm: 

~ 

SNR 

Thermaiexpansion 
(diffraction) 

Alignment 

(l/tg)dtg/dD = 2/D = 0.04 pm-' (12) 

(l/s,)dsJdD = 0.024 pm.' (13) 

0.16% 4.5 

0.12% 4.6 

0.09 76 4.6 

Combining Eqs. (1 l), (12), and (13), we obtain: 

Contamination 

RSS 

A t  < 0.001/(0.064 pm-I) = 0.0156 pm (14) 

The single most important advantage of a perforated plate over a diffuser plate is the perforated plate's relative 
insensitivity to surface degradations. For example, a monolayer of hydrocarbon contaminant film, <lo3 pm in thickness, can 
decrease the reflectivity of a surface by much more than 02%, particularly if it is chemically altered by VUV radiation. On 
the other hand, a monolayer will have a negligible effect upon a hole 50 pm in diameter. Likewise, VUV radiation, atomic 
oxygen, and charged.particle bombardment may effect the reflectivity of a surface, but will not change the area of a hole. 
A micrometeoroid bombardment will degrade a perforated plate only if creates a hole in the plate or causes significant 
warpage. It is necessary, of course, to use reasonable care in avoiding contamination of the plate. The plate should be 
handled in a clean roam environment on the ground, and should be stowed when not in use in space. 

0.20 % 4.7 

0.51 % - 

4.8 PreliminarV Radiometric Error Budget 

Table 3. presents a prelimbary error budget for 
the radiometric precision of the perforated plate on a 
single scan through the sun The third column of Table 3 
refers to the preceding sections of this paper in which the 
error estimates were derived Since the individual errors 
tend to originate from independent sources, they are 
assumed to be uncorrelated and the total error estimate is 
their root-sum-square. Lax tolerances and pessimistic 
values have been assumed. The offset produced by the 
relative enhancement of short wavelength ifiadiance at the 
center of the image remains constant over the life of the 
mission, so it is not been included in the error budget for 
measurement precision. Interference effects have not yet 
been quantified, and are assigned an error of 0.2%. 

Even with these moderately pessimistic 
assumptions, the predicted worst-case error in a single 
scan is only 0.51%: less than twice the intrinsic limit of 
0.3% due to short erm variance in the solar flux Since 
errors due to interference, the pseu&random hole pattern, 
and S N R  will be random from scan to scan, they can be 
reduced by averaging measurements. The precision of the 
perforated plate technique is well within the scientific 
requirements for long term stability monitoring, and 
represents a significant improvement over the performance 
of other candidate calibration techniques. 
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5 .  EXPERIMENTAL INVESTIGATION 

- 0  

We performed some preliminary experiments to characterize a simulated solar image as viewed through an array of 
small holes. We used a commercially-available sieve, a sheet metal sueen with holes of diameter D - 22 pm in a hexagonal 
array at a spacing of S - 200 pm between adjacent holes. From Eq. CJ), T~ = 0.0110; interpolation from Table 2 yields, T, 
= 0.0616. Thus, the theoretical prediction for the total throughput at the center of the solar disk is 6.8x104,34 times greater 
than the baseline for GOES, but adequate for a proof-of-principle experiment. 

Fig. 2 illustrates the setup for the perforated screen experiment. We illuminated the perforated sueen with a 150 
Watt xenon arc lamp that was nearly collimated to simulate the 0.0093 m a d  solar disk A filter holder behind the perfmted 
screen held bandpass filters at different central wavelengths. The image of the source generated by the perforated screen was 
focused by a convex lens (focal length 31Omm, f/6.1) onto the silicon detector. There was a 40 pm pinhole in front of the 
silicon detector, corresponding to a 130 prad circular IFOV. The detector was attached to a linear uanslation stage which 
scanned continuously a c r m  the focal plane of the lens, under the umtrol of a stepping motor. A map of radiance as a 
function of field angle was recorded by the computer. 

(NOTDRAWNTOSCALE) 

Perforated Screen 

E' 
Nearly Collimated Beam 

PC - 
Radiometer 

Si Detector 

Stepping Motor Control 

We measured the radiance as a function of angle in the focal plane using three narrow bandpass filters with c e n d  
wavelengths of 482nm, 575nm, and 67Onm and FWHM's of 8-10 nm. We also performed a wide bandwidth measurement, 
using the silicon detector without a spectral filter. We found short-term fluctuations of about 2% in cur detector's output when 
scanning the solar image through the narrow-band filters and about 1% when no filter was used. Due to the averaging effects 
of the scan motion, we are unable to reconstruct the angular structure of the image at the resolution level of the 130 prad 
IFOV of our experiment. We were also unable to determine what fractions of this fluctuation were due optical interference 
and to electronic noise. We calculated the canvolution integrals for D = 22 pm and the three filter wavelengths, using the 
procedure discussed in Section 4.2. We were able to venfy that the large-scale structure of radiance as a function of angle 
is predicted correctly by the convolution analysis. Table 4. compares the experimental and theoretical values of the widths 
of the radiance profiles at 85% of maximum. 
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WAVELENGTH (in nm) 

Experimental Result 

Theoretical calculation 

482 575 670 

10.6 mrad 11.8 mad 15.0 mrad 

11.0 mrad 13.0 mrad 15.0 mrad - 

A F W H M  U S 

0.670 1 0.010 1 0.00425 I 200 1 83 1 13100 II 

Coherence interval Order overlap 
s >> S >  

0.650 I 0.200 I 0.085 I 4900 I 81 I 620 II 

0.482 

0.575 

It appears that values of S about of 3 times greater than the coherence interval is insufficient to suppress the 
inmference pattern when the difhction orders do not overlap. Further experimentation will be required to quantify the 
interference patterns as functions of the parameters D, S, A, and AA, for a regular hexagonal m y ,  as well as to investigate 
the suppression of interference by randomization of the hole pattern. 

0.010 0,00425 200 60 6790 

0.008 0.0034 200 71 12100 

6. CONCLUSIONS 

Long term changes in the throughput of GOES-Next visible channels should be monitored by full aperture, end-teend 
calibration. Lunar calibration should play a role in this process, due to its minimal requirement for s p a c e h e  hardware, 
minimal impact on spacecraft operations, and frequent windows of availability. characterization of the lunar albedo, 
polarization of the lunar radiation, and the low level of the lunar albedo all limit the precision of lunar calibration, however. 
A high intensity source of indirect sunlight should also be used. 

There are two potential techniques for reducing the radiance of the sun to an appropriate level: a reflective diffuser plate 
or a transmissive perforated plate. The perforated plate technique has several signrficant advantages over the diffuser plate 
technique, and should be studied finther. The mast obviom advantage is that the transmissivity of a perforated plate depends 
upon geometry only, and is independent of surface conditions, while the reflectivity of a diffuser plate is subject to degrade 
when exposed to the space environment. The primary problems of the perforated plate are interference and diffraction. 
Excessive structure in the interference pattern would make the plate too difficult to characterize. Factors that tend to wipe 
out this structure include the randomization of the hole locations within the hexagonal grid, the overlap of higher-order 
diffraction peaks due to the broad bandwidth of Channel 1, and the convolution of the diffraction pattern over the 9.3 mrad 
diameter solar disk When viewed through the perforated plate, the solar image will be blurred by diffraction and will be 
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biased toward short wavelengths in its center and toward long wavelengths around its circumference. The wavelength- 
dependent blurring of the solar image should remain stable throughout the mission and be straightforward to characterize. 

The perforated plate calibration will be resmcted to two windows of availability per year, around the equinoxes. 
These solar calibration measurements, in conjunction with the other, more frequent calibration measurements, should improve 
the precision to which the Imageis throughput can be characterized over the lifetime of the mission. The perforated plate 
approach has the potential to achieve a precision of better than 1% between beginning and end of life, which is better than 
any alternative approach can achieve. The feasibility of the perforated plate approach appears promising, based upon this 
prehinary investigation. 

Further analysis is required to optimize the plate parameters and to address fabrication and deployment issues. Plans are 
now being made to fabricate several prototype perforated plates and to map their irradiance profiles with a telescope capable 
of 10-20 prad angular resolution and a step-and-stare scanner to translate the detector a m s s  the focal plane. 
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Sounder bias correction of the east-west radiance gradient 
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ABSTRACT 

As reported by Weinreb et. al. (1996)’, both the imager and sounder exhibit an east-west 
radiance gradient due to reflection off the coating of the scan mirrors. While this problem was 
basically eliminated with ground processing in the imagers as of the spring and summer of 1995, 
the sounder instruments were corrected on March 26, ]I 996 and June 19, 1996 for the GOES-9 and 
GOES-8, respectively. This paper will investigate the process of minimizing the sounder east-west 
radiance variation by a radiance bias adjustment (shrinkage estimation) prior to the use of 
radiances in product generation. The sounder ground-corrected data show that the radiance bias 
adjustment does not change as much as a function of longitude, and that the biases between those 
observed from the sounder and those calculated from the ‘truth’ profiles are reduced. The artificial 
east-west gradient across the earth is cbfficult to observe due to several affects, including clouds, 
landsea differences, topography and natural variations. Reducingkliminating the artificial cast- 
west gradient helps the retrieving of atmospheric parameters, like moisture. The second part of this 
paper presents the verification of satellite derived moisture profiles. Even before the ground 
correction of the east-west gradient, atmospheric moisture retrievals have been shown to improve 
upon the ‘first guess’ profile. 

Keywords: infrared calibration, radiance tuning, atmospheric retrievals, retrieval verification 

2. INTRODUCTION TO GOES SOUNDERS 

With the launch of sounders on the GOES-8 and -9 satellites, operational hourly 
atmospheric temperature/moisture profiles have become a reality. This ncw set of sounders offer 
many advantages over the earlier system (Menzel and Purdom, 1994)’ including more frequent 
viewing, more continuous viewing, additional channels, channels with better signal-to-noise and a 
more complete calibration. A disadvantage is the artificial east-west gradient introduced due to the 
scan mirror coating (Weinreb et. a]., 1996)’. A radiance bias adjustment is used in the GOES 
algorithm to correct uncertainties associated with calibration and forward modeling. This 
correction is usually referred to as radiance “tuning”. Some form of tuning has been applied with 
all successful physical retrieval schemes in the past. (An evaluation of the result of not including 
tuning is given in Eyre, 1 989)3. Invariably, tuning involves a sample of collocated measured and 
calculated radiances; the calculated radiances are generated from somc “truc” profile of 
temperature and moisture of the atmosphere. Early work defined a mean (bias) difference and an 
exponential adjustment to the transmittance function for non-linear effects (Smith et al., 19744, 
Weinreb, 1 9795, Susskind, 19836). More recent methods have recognized that tuning requirements 
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are airmass dependent, and use regression techniques whereby the measurements themselves are 
used to specify the tuning adjustments (Eyre, 1992)'. Most recently, some variant of "ridge" 
regression (e.g. McMillin et al., 1989', Fleming et al., 19919) has been used to ensure that each 
band be the principal predictor of itself. Without such constraint the naturally occurring vertical 
correlation of atmospheric structure will lead to illogical results whereby a measurement emanating 
from the stratosphere is the dominant predictor of a measurement representative of near surface 
layers. Also, coefficients with large magnitude and alternating sign can result, and these serve to 
amplify noise. 

3. EAST-WEST RADIANCE GRADIENT 

Thc scan mirror induced east-west radiance gradient is often masked by clouds and surface 
variations. The gradient is most readily seen in the longest wave sounder channel, which peaks 
above thc clouds. Figure la is an example of GOES4 channel 1 (14.7 microns) contrast-stretched 
image bcforc the east-west correction was implemented. The natural variation from east-to-west 
across thc image is fairly small, but a gradient can be seen. A difference of 0.4K exists between the 
cast and wcst sides of the image. The gradient was also evident in preceding days (not shown). 
Figurc 1 h IS the same channel 1 hour later, after the ground processing was initiated to remove the 
east-west gralcnt. Two effects can be seen. First, the overall image became warmer (darker). The 
mean brightncss temperature increased 0.7K degrees. By looking at the preceding and subsequent 
days, its possihlc to infer that 0.5K of the increase was solely due to the calibration algorithm 
enhanccmcnt). This warming reduces the difference of measured and calculated radiances (Le. the 
warming is an improvement). The second affect is a reduction in the east-west gradient. Now the 
east and a'cst regions have approximately equal temperatures. To bolster the argument that this is 
not an anomal! . the subsequent days also show relatively equal temperature values. 
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Figurc 1 h. After thc cast-west cc~rrcction. GOES-X Soundcr. Junc 19, 1996. 12.40 UTC. 
Enhanced channel 1. 

The method of the bias “tuning” used here follows the lead of Fleming et al. (loc. cit.) who 
have applied “shrinkage estimation” (Oman, 1982)” as the correction scheme for interactive TOVS 
retrievals currently operational at the National Center for Environmental Prediction (NCEP). In 
shrinkage estimation, one “shrinks” the estimator towards prior knowledge. Prior knowledge comes 
from the probable measurement error of the various bands or the anticipated accuracy of the 
transmittance model at each spectral frequency. This information can be accommodated in the 
shrinkage technique. Since the GOES retrieval is an iterative technique (Hayden, 1994)“ the 
correction is made to the observed rather than the calculated radiance temperatures, since this 
needs be done only once per retrieval. The current “tuning” predictors are the measurements 
(averaged, cloud-cleared), plus latitude, longitude, solar and local zenith angles and skin 
temperature. The time-interpolated numerical model temperaturdmoisture profile is used as the 
‘truth’, because it has better time continuity compared to radiosondes. Investigations remain if an 
hourly application of the radiance bias adjustments are still necessary (after the ground correction). 

All the sounder channels, except for channel 1, are sensitive to cloud. Investigation of the 
east-west bias in those channels over the regular (non-space) viewing area, must be with ‘cloud- 
cleared‘ data. Figure 2a shows a scatter plot of the averaged, cloud-cleared channel 2 (14.4 
microns) brightness temperatures versus longitude for 12 UTC cases (from 96123 to 96171) before 
the correction was implemented. The east-west slope is clearly seen. After the radiance bias 
adjustment, the slope is reduced (figure 2b). The ground processing correction (without radiance 
bias adjustment) is shown in figure 2c (for the six days (96172 to 96177) following the correction). 
The slope may not be flat due to natural variations, or possibly more data is needed to smooth out 
daily changes. 
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Figurc 2b. The bias-corrccted GOES sounder channcl2 brightness temperature 

observations versus longitudc at 12 UTC betwecn May 2 and June 19, 1996--before tlic ground 
correction. 
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Figure 2c. The GOES sounder channel 2 brightness temperature observations versus 
longitude at 12 UTC between June 20 and June 25, 1996--after the ground correction. 

4. GOES RETRIEVAL VERIFICATION 

This section discusses the validation of the GOES-8 retrievals (Hayden and Schmit, 
1994)" versus co-located radiosondes. The 00 UTC moisture retrievals produced at the 
Cooperative Institute for Meteorological Satellite Studies (CIMSS) from August 1995 to the end- 
of-May 1996 are considered. Each retrieval represents 5 x 5 fields of view (fov) or approximately 
a 50 km resolution. Retrievals can not be made in cloudy regions. Retrievals are produced only 
where at least 9 ofthe 25 fov are believed to be clear. Typically between 800 and 1500 retrievals 
for each satellite, depending on cloud cover, are made each hour. For this dataset there are over one 
thousand matches (1 176) at a match distance of 0.25 degrees. The GOES-8 soundings were 
obtained from 23:46 to approximately half past the hour. For this ten month range, the retrieved 
total water vapor improved the guess from 3.5 to 2.8 mm RMSE (table 1). As can be seen, the 
retrievals are improving over the time-interpolated (Nested Grid Model) first guess for all moisture 
layers. Total water vapor is improved on the order of 20%, in a root-mean-square error sense. Ths 
moisture improvement over the NCEP short-term, regional forecasts, occurs in the vicinity of the 
radiosonde where they must necessarily be verified (and the quality of the first guess is higher). It 
should be noted that the forecast ('Guess') has been modified to include the surface air temperature 
and mixing ratio measurements (Hayden, 1988)12, so little improvement should be anticipated near 
the lowest layer. Layered precipitable water was used because it is the quantity which has been 
first introduced into the NEMC regional forecast (Lin et al., 1996)13. 
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Quality control of the radiosonde includes the following: 
1. Radiosondes are required to reach 100 hPa. 
2. Radiosondes must report at least 15 levels. 
3 .  Station pressure for radiosonde must be greater than 700 hPa. 
4. Station pressure and retrieval surface pressure must be withm 25 hPa. 
5 .  Radiance temperatures computed from radiosonde must be withm 3 K 

measurement for longwave bands 3 through 7 (13.4 to 14.4 microns). 

In making the fifth quality control check, the radiosonde profile is given the surface temperature 
and mixing ratio of the satellite retrieval, and the integration is made to the satellite surfice 
pressure. Also, radiosonde reported mixing ratios above 100 hPa are set to .003 gkg, and levels 
above the reported top are filled with values from the satellite retrieval. In collocating the sample 
we have permitted spatial differences as much as 0.25 degrees. Only clear (i.e., non-cloud 
corrected) and successful (passing the retrievals passing internal radiance checks) are included in 
this sample. 

Table 1. GOES-8 retrieval moisture verification. The dates range from 95214 (August 2,1995) to 
96151 (May 30, 1996). Only 00 UTC retrievals are included. Match distance of 0.25 degree. 
RMSE compared to radiosondes (in mm). sigma is the ratio of the pressure over the surface 
pressure. Sample size is 1 176. 

Guess Retrieval 

BIAS RMS RMSE BIAS RMS RMSE 

Total Water Vapor -0.3 3.5 3.5 0.3 2.8 2.8 

WVl (Surface to .9 sigma) -0.7 1.5 1.7 -0.3 1.3 1.4 

WV2 (0.9 to 0.7 sigma) 0.2 2.1 2.2 0.5 1.8 1.8 

WV3 (0.7 to 0.3 sigma) 0.2 1.3 1.4 0.1 1.0 1.0 

The above table shows how integrated quantities derived from the sounder data improve upon the 
first guess information. Early results from simulation (Hayden and Schmit, 1991)" suggest one 
should only reply on the integrated moisture quantities, yet figure 3 shows the dewpoint level 
verifications versus radiosonde data for the same data set used above. One can see that there is 
improvement at all levels, with the exception of some "tics" near 900 hPa. 
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Figure 3. Level dewpoint retrieval comparisons versus co-located radiosondes. 

5 .  SUMMARY 

The east-west radiance gradient was somewhat mitigated via a radiance bias adjustment 
(at least for the highest sounder channels) before the ground correction. The artificial gradient was 
largely eliminated due to the ground correction algorithm. This correction is much superior to the 
radiance bias method in that its valid for all channels, no assumptions need to be made about the 
behavior of channels and the users do not need to do any additional pre-processing. The near 
elimination of the artificial gradient helps in producing more accurate GOES retrievals. 
Verification of the GOES sounder moisture retrievals, both before and after the ground correction, 
show significant improvement over the forecast model first guess with respect to radiosondes. 
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ABSTRACT 

The SXI detector is designed to cover the 614-60A soft X-ray band and operate in a single photon or 
integrating camera mode. The detector is based upon a MCP intensifier/converter coupled to a CCD via 
phosphor coated fiber optic. This paper discusses the detector characterization and calibration to date. 

1 Introduction 
1.1 

The Solar X-ray h u g e r  (SXI)’ is designed to image the full solar disk in the soft X-ray band at 
a frequency of one image per minute. The SXI is designed to be flown on board a NOAA GOES-L 
spacecraft. 

Instrument Design and Operation , 

To meet the imaging requirements (5x5 arc sec pixels) and the energy bandwidth (6 to 60 k), an 
intensified CCD design imaging detector was adopted. The micro channel plate (MCP) intensified CCD 
detector consists of three major components: MCP,2 phosphor coated fiber optic taper, and the CCD. 

When an x-ray photon is photoelectrically absorbed in the top MCP pore wall, a fraction of the 
secondary electrons produced in the glass will escape into the pore vacuum. The number of secondary 
photoelectrons that escape into the pore is a function of the intrinsic MCP soft x-ray absorption properties 
and the electron range in the bulk MCP glass material. These vacuum electrons are accelerated down the 
pore and will generate additional electrons at each collision with the MCP wall. Typically 1-4 electrons 
are produced with each collision. The electron gain of the MCP is a function of the plate length to pore 
diameter (L/D) ratio and the operating voltage. The electron gain can vary from lo3 to lo5 electrons per 
x-ray event. 

The exiting electrons are proximity focused onto a fiber optic taper coated with a rare earth phosphor 
screen by a x 4KV electric field. Visible light photons are produced as the electrons lose energy via a 
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bremsstrahlung process in the phosphor grains. The isotropically produced visible light photons diffuse 
to  the rear of the phosphor screen where a certain fraction will exit through the fiber optic expander 
(1:1.2) which is coupled to the CCD. 

1.2 Characterization Objectives 

The camera sensitivity characterization h a s  two primary goals: 
The calibration tasks can be divided into two groups, x-ray sensitivity and spatial characterization. 

1. Derive a relationship between the incident x-ray flux l o ,  (photons p ize l - l ) ,  MCP voltage V, and 
the recorded CCD average digital number (< D N  >). 

2. Determine the single photon detection quantum efficiency as a function of MCP voltage. 

The camera spatial characterization has three primary goals: 

1. Derive the effective point spread function (PSF). 

2. Determine the focal plane plate scale. 

3. Characterize any spatial non-linearities in  the imaging system. 

4. Characterize the flat field response (work in progress - not presented in this paper). 

2 Calibration Facility 
2.1 Vacuum System 

The instrument calibration w a s  conducted at the MSFC SXI laboratory calibration vacuum test facil- 
ity. The vacuum facility consists of a 2.4m pipe, a x-ray generator, and beam monitoring flow proportional 
counters. Vacuum pressure during the calibration was maintained at 3.0 10-6torr or below. The 0-degree 
biased MCP was oriented relative to the incident radiation at a fixed 7' incident angle. 

40 V s  Turbo Molecular Pump 

30 Vs Test Ion Pump 

n 

FPC V4A Equalw Valve 

FPC Gate Valve 

30 Us Source Ion Pump TMP Vent Valve 

Source Ion Pump 

Test Sectlon Gate Valve Source Section Gate VBlve 
SXI Detector 

\/Manson X-Ray Source Source FIlter 

Figure I: SXI detector characterization facility 
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X-rays are generated by an electron impact source (Manson Source Model-2 from Austin Instru- 
m e n t ~ ~ ) .  The detector is calibrated at two energies, 0.277 keV and 1.49 keV. A secondary source filter 
assembly4 was used in conjunction with the source to filter the low energy continuum. The aluminum 
secondary source filter was a 25.4 pm thick aluminum filter. The carbon secondary source filter was a 
25.4 p m  thick polypropleyene filter. 

The x-ray flux was obtained by an  orthogonally mounted flow proportional counter (FPC) provided 
by Austin Instruments . The F P C  body has  an effective body thickness of 2.02 cm. The FPC window 
material consisted of 1942A thick VYNS window supported by a 60% transmitting nickel mesh. The 
nickel strong back mesh was 6 pm thick. The x-ray flux monitor was cross calibrated with two FPC’s. 
For the aluminum energies, P10 gas was used for the absorber gas. For the 0.277 keV x-rays, a methane 
absorber gas was used. Nominal pressures for the counter was set for 220 mm-Hg for both absorber. 

2.2 Data Acquisition Scenario 
To characterize the sensitivity and spatial resolution, images were acquired at a constant flux setting on 

the x-ray generator, phosphor voltages (Vphos), x-ray angle of incidence, and CCD temperature (T ) .  The 
MCP integration time was used to  vary the total number of acquired photons. The nominal integration 
exposures varied from 0 to 60 sec. MCP voltages ranged from 750 to 11OOV. 

3 X-ray Sensitivity 
3.1 Photon Integration Mode 

In the photon integration counting mode, the light collected in individual CCD pixels is the result 
of light produced by several photons distributed spatially and temporally during the selected integration 
period. For this condition, we define the camera sensitivity S i n t e g r a t e d  as: 

where < DNs+b > represents the average DN value (signal + background) for a single pixel p;,j integrated 
over n images. For this test, we assume that the single pixel averaged over n images is equivalent to the 
average digital value of n pixels summed over a specified ROI in a single image. < DNb > is the average 
DN values produced by the total camera system integrated over the same spatial and temporal period, T 

is the integration time (sec), A is the active CCD ROI detection area (an2) ,  and I,, is the incident x-ray 
flux (photons p i x e l - ’ ) .  S i n t e g r a t e d  has units if < D N  > /photon. 

3.1.1 Lower Sensitivity Limits 
In every conversion process, statistical fluctuations introduce uncertainty in the final recorded digital 

value. Statistical variations occur in the photon-electron interactions in the MCP, electron-photon con- 
version in the phosphor, and light transfer from the phosphor into the fiber optic taper. In the CCD 
the photoelectron production, electron transport, amplification, and digitization effects all add noise to 
the final recorded digital value. The camera background can be defined in terms of the of the average 
DN’s produced by these noise sources plus any DC offsets in the signal. With the assumption that the 
components are uncorrelated, we can compute the total camera noise N in terms of the standard deviation 
about the mean background value Ob. 

The lower sensitivity limit of the camera will be dominated by the statistical fluctuations about the 
average background level. The minimum camera sensitivity, Smin is defined in terms of the camera noise 

N = ‘71, (2) 
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characteristics at - 2 O O C  and an exposure time of 100rns. 

3.1.2 Upper Sensitivity Limits 
The upper sensitivity limit of the camera will be dominated by saturation in the CCD a n d / o r  the 

MCP depending upon the operating conditions. CCD saturation occurs when sufficient light is generated 
in the phosphor to  saturate the individual pixel to its full well depth capacity. MCP count rate saturation 
occurs when the count rate per pore exceeds a critical value. Count rate saturation will vary with bulk 
MCP plate resistance. The gain of the MCP begins to drop when the plate resistance dominates the 
electron recharge time. 

3.2 Single Photon Detection Mode 
The ’single photon counting’ sensitivity mode occurs where the incident flux and the camera integration 

time are such that single x-ray events can be detected above the CCD noise floor. In this case, the light 
produced by a single photon event will be collected in several adjacent CCD pixels. In the single photon 
counting mode, it is more appropriate to work with a Detection Quantum Efficiency (DQE) defined by: 

Where < Ndet > represents the average number of detected single photon events. In this mode, the light 
collected from multiple pixels and are summed to give a average DN for each event. 

3.2.1 Lower Sensitivity Limits 
As above, there are several ways to define a detected event. Since the event is distributed over several 

pixels, event recognition can be accomplished by a ’double sliding’ box technique to compute the event, 
S/N ratio. The detection S/N ratio is defined in terms of the summed DN values associated with an event 
above a local DN background value. A valid detection occurs when the summed event pixels exceed the 
local background by a specified amount (ie. 3a). 

3.2.2 Upper Sensitivity Limits 
In both operational mcdes, the upper dynamic range of the camera will be dominated by saturation 

in the CCD a n d / o r  the MCP depending upon the operating conditions. The characterization of the upper 
sensitivity limits are still under study. 

3.3 Observations 
A total of 1100 images were acquired at Al(1.49 keV) and C (0.277 keV) energies. The preliminary 

AI results are presented here, the C data set is still under analysis. The A1 x-ray sensitivity plot is 
shown in Figure 2. This plot shows the CCD response as a function of the number of incident 1.49 keV 
photons per pixel. Incident radiation varying from 0.1 to 50 photons per pixel can readily be observed 
depending upon the MCP voltage. The x-ray sensitivity can be vaiied as a function of the MCP voltage. 
For example, at 840V, the camera sensitivity is M 1.4 DN/photon. This increases to a maximum of x 
24.7 DN/photon at 11OOV. 

Figure 3 shows the single photon detection quantum efficiency as a function of MCP voltage. This 
plot describes the DQE to  detect single photon events. Below 850V, the single photon DQE approaches 
0. This does not imply that the camera is not sensitive to incident radiation when the camera is operated 
below this MCP voltage. At these energies, the probability of a x-ray initiating a electron avalanche is M 8 
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%, independent of the MCP voltage. Light generated from these low gain electron clouds are recorded in 
the CCD and contribute to a increased DN level proportional to the incident flux similar to photographic 
film. Above 850V, the electron gain is sufficiently high to generate charge clouds that can be identified 
above the CCD background. With short exposures (and/or low fluxes), the camera can be operated as a 
single photon detector. 

SXI X-ray Sensitivity -TesllD: sen.al.high.fl 
1200 

lo00 

800 
z 
0 
P 
0 2 600 
F z a 

400 

200 

0 

................... 

. . . . . . . . . . . . . . .  

................. 

.................. ., . ..f 
,,., . - 5 a t  ,,y. ' . , _.. . _  ............ 

I I I 
,,*' viioov - 

,,*' V! lOO(X) ------- ..... 
1060V' w , I  

~ ,/' 
: ,,' . . . . . . . . . . . . . . . . . . . .  .; ................... Y. ............ 

I' : I' , 

......... 

.................. .- . . . . . . . . . . . .  

. ................,. D. ................ ..................................... ........................... 
I I I 

Incident Number of Photons/Pixel 
10 20 30 40 50 60 

Figure 2: Preliminary Sensitivity Plots as a function of MCP voltage in response to 1.49 keV photons. The 
straight lines represent a linear least square fit to the measured data points. 

- 4 Spatial Resolution 
4.1 Objective 

The primary goal of this report is to characterize the spatial resolution, focal plane plate scales, and 
their respective errors with the flight SXI detector. There are a number of fundamental questions that 
need to be addressed now that the instrument is in the final flight configuration: 

1. How does the spatial resolution vary as a function of MCP voltage? 

2. Does the spatial resolution vary in the horizontal or vertical directions with respect to the CCD? 

3. Does the spatial resolution vary with exposure time ? 

4. Does the spatial resolution depend on the spectral content of the incident radiation? 

4.2 Resolution Mask 
An etched nickel spatial resolution mask is placed in direct contact with the input MCP surface. This 

USAF resolution chart consists of a series of closely spaced slit patterns. The pattern consists of three 

642 1 SPIE Val. 281 2 



0.12 

0.1 

0.08 

W X 006 

004 

002 

0. 

Figure 3: Preliminary single photon detection DQE plots as a function of MCP voltage a t  1.49 keV 
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lines and two spaces of equal width and a length five times the width. The center to center spacing (D) 
is designed to tw =z twice the slit width (W). However, due to the lithographic errors in the fabrication 
process, every m a s k  must be measured and verified. 

4.3 Analysis Overview 
By placing a series of known slit patterns in contact with the MCP focal plane surface and exposing 

the camera to a near parallel beam of x-rays, the instrument point response function (PSF) can be 
determined. The PSF describes the how the instrument responds to a point source. The resolution 
pattern is characterized by the width of the slits (W) and the center-to-center separation distance (D). 
The separation distance between the slits provides an absolute calibration of the instrument focal plane 
scale (FPS). 

Measuring the intensity modulation response (MOD) to the resolution bars enables the user to 
modeljestimate the instrument PSF. The instrument response due to decreasing spatial resolution is 
plotted Figure 4. The intensity modulation is determined by measuring the 'peak' and 'valley' (open and 
closed) instrument response to the mask patterns. 

Figure 5 shows the predicted MOD vs. the a / w  for a Gaussian PSF function. 

The analysis technique is complicated by additional instrumental effects such as the digitization of 
the incident photons by the MCP, phosphor light spread, and the finite size of the CCD pixels. Ideally, 
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Figure 4: The modeled spatial response to a parallel incident beam passing through a three slit pattern of 
width w and d/w = 2. The different curves represent various detector response (T'S 

one would choose a resolution pattern that has  a modulation of 0.1 and 0.4. Outside these values the 
deconvolution becomes more sensitive to measurement error and background subtraction. The resolution 
pattern selected typically covers 3-4 CCD pixels. As a result, the division of light into the pixels can 
yield slightly non symmetric peaks. For this reason, we have averaged the outer and inner modulations 
and their respective u's to determine average instrument response. 

Other complicating issues arise when the mask pattern is not aligned with the CCD pixel axis. The 
image must be rotated to acquire the correct projection data. As a result of the rotation, a certain amount 
of aliasing occurs, leading to a slightly broader projection. For these tests, the rotation angle is M 0'. 

The projection regions of interest (ROI) have been selected to minimize the rotation aliasing effects 
and edge effects of the top and bottom aperture slit. The USAF 3-5 resolution bar pattern was used in 
the analysis. 

The background subtraction also contains sources of error. A constant background value was sub- 
tracted from each image. This background value was determined by averaging the non-exposed areas of 
the CCD. 

The next area that leads to error in the modulation measurement is the determination of the peak 
and valley positions and heights. Since each open area exposes 3-4 pixels, determining the peak centroid 
and height becomes a significant problem. In an attempt to have a consistent method to determine these 
values, automatic fitting software was developed. This software uses a combination of first and second 
derivatives to  determine the coarse center position of each peak and valley. Once the coarse positions 
have been located, a least square Gaussian fit program was developed to determine the centroid X and 
Y positions of the peaks and valleys. 
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Figure 5: The double slit response showing the calculated modulation (MOD) vs. the (z/w of the Gaussian 
PSF. The left most curve is the modulation calculated using the left or right peak ratioed to the adjacent 
valley. The right most peak is  the modulation calculated using the center peak ratioed to its nearest valley. 

4.4 
Figure 6 shows a typical input image. The image on the left is the full field image. The image on 

the right shows a n  expanded region of interest centered on the selected three slit pattern (USAF Group 
3-5). Figure 7 shows the instrument response to a three slit pattern in 3-D perspective. The projection 
and respective Gaussian fits are shown in Figure 8. The peak and valley positions are extracted from 
the image. There are a number of analysis options that can used to extract the modulation parameters. 
Due to rotation aliasing and the finite CCD pixel sampling size, a simple Gaussian fit was applied to find 
the peak and valley position 

4.5 Observations and Conclusions 
A total of 46 images were acquired for the spatial resolution analysis. As enumerated in the Intro- 

duction, there are a number of fundamental questions that need to be verified with regard to the spatial 
characteristics of the flight instrument: The '750V' and '800V' data sets varied the exposure time (16 - 
60 sec) to investigate any temporal variations and confirm past results. For all other MCP voltages the 
exposure time was 60 seconds. Taken over all MCP voltages and exposure times, the average Gaussian 
PSF (0) is 22.68pm f 1.97. 

As expected, the spatial resolution is MCP voltage dependent. At fixed voltage, the o p ~ ~  varies from 
20.5pm at 750V to 26.5prn at 1OOOV. The PSF vs. MCP voltage is plotted in Figure 9. As the MCP 
voltage is reduced, the electron gain is decreased thereby producing a smaller charge cloud resulting in 
a smaller PSF. As observed in past measurements, the single photon encircled energy distributions are 
correspondingly reduced as a function of voltage. The U ~ S F  varies from 20.5pm a t  750V to 26.5pm at 

Sample Input Data and Generated Data Products 
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Figure 6: Sample Image file 960423.659.img showing the three slit instrumental response . The full field is 
shown on the left and the expanded analysis ROI is on the the left. 

1OOOV. At a fiscd voltage, the uncertainty in the UPSF is M 0.5pm. A linear relationship can be derived 
between the o‘ps~.’ and the MCP voltage. 

aP,”F(Vmcp) = 5.073 + 0.020 Vmcp (8) 

This relationship M ‘ ~ S  derived using the entire data set. 

Resolution arialysis was performed with the vertical and horizontal resolution bars for all MCP voltages 
and exposures. 30 statistical difference was observed between the two patterns. 

No statistical difference was observed in the U P S F  as a function of exposure time. The calculated 
UPSF’S are plotted in  Figure 10. This plot contains the estimated UPSF as a function of integration time. 

To verify that the spatial resolution is independent of the input spectrum, several images were acquired 
with and without the secondary source filter. No measurable differences in the PSF could be seen with 
the two input spectrums. 

The calculated Focal Plate Scale (FPS) for the horizontal dimension is 16.49pmlpizeZ f 0.20. The 
FPS for the vertical dimension is 16.47pm/pizeZ f0.29. In this flight configuration, for all MCP voltages, 
exposure times, and CCD axis the FPS’s are statistically identical. The PSF vs. camera exposure time 
is plotted in Figure 10. 

5 Spatial Linearity 
The spatial linearity characterization test uses a uniformly spaced pinhole array mask to  measure any 

spatial distortion and t o  verify the plate scale over the focal plane surface of the camera system. The 
mask is composed of O.OOl”  nickel. The open areas have been chemically etched using a photolithographic 
technique. The multiple pinhole aperture mask consists of a uniform nickel mask with 100pm diameter 
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Figure 7: The instrument response to a three slit pattern (960423.659.img) 

holes placed on 254.0pm centers. Since the actual center to center spacing of the mask is well known, the 
focal plane plate scale can be determined. Any gross or shear distortion effects of the fiber optic expander 
can be identified in this test. 

5.1 Observations 
11 shows the camera response to the 1.49keV combined with the uniform pinhole mask. 

Figure 12 shows a selected region of interest in a contoured 3-D perspective. The differences between 
the expected vs. the measured centroid positions is less than 2% over the full field. 

Figure 
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Figure 8: A) (Bottom Left) Gaussian fits for the peaks overlaid with the projection data. B) (Bottom Right) 
Gaussian fits for the valleys overlaid with the projection data. 
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Figure 9: Gaussian PSF u plotted as a function of MCP voltage. 
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Vertical PSF sigma vs Exposure Time 
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Figure 10: Gaussian PSF 0 plotted as a function of exposure time. 
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Figure 11: (Left) Full field view of the pinhole mask. (Right) An expanded view of the pinhole mask. 
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Figure 12: Spatial linearity ROI image shown in a contoured 3-D perspective. 
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GOES orbit and attitude determination - theory, implementation, and recent results 

Kwok M .  Ong and Steve Lutz 

Space Systems/Loral, Palo Alto, California 94303 

ABSTRACT 

This paper presents the mathematical formulation and implementation techniques used in the GOES 
orbit and attitude determination (OAD) software. Also presented are some recent results obtained by 
analyzing data from the operational GOES. The OAD software, a key component of the Orbit and 
Attitude Backing Subsystem (OATS), has been in use for operating the GOES spacecraft successfully 
since the beginning. Three kinds of observables are ingested by OAD: range, star line-of-sight direction, 
and landmark line-of-sight direction. Raw observations are preprocessed to  rid of known systematic errors. 
Among the solve-for parameters are six (6) orbital elements, dynamic model constants, range bias, and a 
number of instrument attitude coefficients. The attitude of either thc imager or the sounder instrument 
is characterized by five (5) angles: roll, pitch, yaw plus two rotation angles specifying the misalignment 
of the optical axis of the instrument. Each attitude angle is modeled as the sum of Fourier terms and 
optional polynomial and exponential terms. The original version of the software was implemented as 
a least squares batch filter, ingesting observations in batches of one to two days at  a time. A recent 
enhancement t o  the software to include a priori knowledge of the orbit and attitudc solution and thcir 
statistical properties (sequential batch filter) has been implemented. By reprocessing operational data 
using this new software, i t  is shown that the sequential batch solution obtained exhibits better daily 
stability as well as providing a better model for next day predictions compared to the batch solution. 

Keywords: orbit and attitude determination, navigation, a priori, estimation, sequential batch filter 

1. INTRODUCTION 

The success of the GOES-8 Image Navigation and Registration (INR) system [l] is critically dependent 
on the availability of accurate spacecraft orbit and instrument attitude information. Such information is 
provided by the Orbit and Attitude Determination (OAD) software of the Orbit and Attitude Tracking 
Subsystem (OATS), one of the components of the Operational Ground Equipment (OGE). 

The OAD software is designed to  process range, star, and landmark data  and solve for the dynamically 
varying spacecraft orbit and instrument attitude simultaneously. A detailed mathematical model has 
been developed for each type of observable in terms of the orbital and attitude states. Because the GOES 
operational concept called for a daily OAD solution, it was originally felt that a batch least squares 
procedure, ingesting 24 hours of observations, would yield sufficiently accurate and stable solution for use 
in the INR system. 

The first year of GOES operational experience showed that the batch solution is generally quite adequate. 
However, when large data gaps existed or when star observations were not well distributed (as during 
single-chord operations or eclipse), the batch solution could become quite poor. High correlations among 
solve-for parameters leading to large estimated errors were the inevitable consequences in such cases. To 
circumvent these problems, the OAD software has recently been enhanced t o  include the option of a priori 
processing making it a sequenfial batch filter. Underlying this optional processing mode is the assumption 
that  the spacecraft orbital elements and the instrument attitude behavior are inherently repeatable from 
day t o  day; therefore, the knowledge already obtained for the solution based on prior data  could and 
should be carried over into the current solution. This a priori knowledge should help stabilize the current 
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solution should the current span of data be inadequate for the above-stated reasons. This paper describes 
the algorithm and implementation techniques used for this software enhancement. 

In the batch processing mode, a brand new solution is obtained by processing the data  presented. Any 
prior knowledge of the orbit and attitude has no impact on the new solution. The current solution (as 
stored in the data  base) is used only as an initial guess, or a “nominal solution” to start  the differential 
correction process. One could equally well use any reasonable guess, totally unrelated to  the current 
solution, to  start  the iterations and would still come up with essentially the same final solution in batch 
processing. 

In the sequential batch processing mode, the prior (existing) solution and its covariance matrix are 
treated as a priori information and not merely used as a guess. A priori information can be thought of 
as additional data  weighted by the a priori covariance matrix. It can be used in conjunction with the new 
observational data for determining the new solution. The new solution would minimize a combined “cost 
function” based not only on the new observations, but also on the a priori knowledge of the solution. 
The (sequential) process can be continued indefinitely using the current solution as a priori to  process 
the next batch of data. Thus, a t  any point in time, the resulting a priori solution embodies] in some 
sense, the contribution of all previous data. 

2. MATHEMATICAL FORMULATION OF OAD 

The OAD mathematical model is briefly described in this section. The model consists of the observation 
model which relates the three types of observbables to the (orbit and attitude) state vector, and the state 
model which describes how the state vector propagates in time. 

2.1 Coordinate Systems 

The primary inertial reference system for OAD is the Earth’s Mean Equator and Mean Equinox of B1950.0 
(“EME 1950 ”) Coordinate System. In this reference frame, the origin is at the center of the Earth, the 
fundamental XY-plane coincides with the mean equatorial plane of the Earth at  epoch of 0 hr U T  on 
1 January 1950, and the X-axis is in the direction of the mean equinox at  epoch. The Y-axis is 90 
degrees counterclockwise from the X-axis on the equatorial plane, and the Z-axis points toward the north 
pole. To describe observables a t  any instant of time, the reference frame called the True Equator and 
True Equinox of Date (“True-of-Date”) is used. In this system, the fundamental plane coincides with 
the instantaneous equator of the Earth and the X-axis is aligned with the true direction of the Vernal 
Equinox. Precession, nutation, and polar motion account for the differences between the two frames. 

To describe observations made by the on-board instrument, it is convenient to introduce a moving coordi- 
nate system with origin at  the center-of-mass of the spacecraft, z-axis dirccted toward the geocenter, y-axis 
in the negative angular momentum vector direction, and x-axis completing the right-handed orthonormal 
triad x, , g,, 2,. We call this frame of reference the Orbital Coordinaie System (OCS). Furthermore, to 
study attitude variations of the spacecraft and its onboard instruments, we also need the Instrument 
Coordinate System ( ICs) ,  also known as the Instrument Body Frame. The origin of the ICs is the center 
of the scan mirror of the instrument while its axes (xb,yb, z b )  are derived from the OCS frame by rotating 
each of the 3 OCS coordinate axes (zs, yt, z,) repsectively by the attitude angles called roll (d), pitch 
(e), and yaw ($) in that ordcr. 
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2.2 Observation Model 

Three types of observables are processed by OAD: range, star scan angles, and landmark scan angles. 

The range observable is derived by measuring the time delay between the uplink (modulator input) re- 
transmitted signal and the downlink (splitter output) retransmitted signal. The time delay is transformed 
into a distance (range) by multiplying with the speed of light. Because of the relative motion of the space- 
craft and the tracking station and the finiteness of the speed of light, the time-delay derived quantity is 
not exactly equal to the geometric range. Furthermore, corrections need to be made for the propagation 
delays due t o  the troposphere and the ionosphere. Any known electronic delays must also be taken out. 
The unknown delays are modeled by means of a solve-for “range bias” constant. Thus, the mathematical 
model of the range observable is: 

p = 1;- 21 + P b  (1) 

where ? i s  the position vector of the spacecraft at the observation time, d is the position vector of 
the ground station, and P b  is the range bias. The range bias term, , o b ,  is peculiar to  the particular 
tracking station due to inherent clock synchronization errors, cable delays, and other unknown effects. 
I t  is assumed that the range bias is a slowly varying function in time. In the OAD, the range bias is 
assumed t o  be a constant and will be estimated along with other adjustable parameters. 

Both star and landmark observables are derived by measuring the line-of-sight (LOS) direction of the 
instrument (Imager or Sounder) during star sensing or imaging/sounding. The LOS in any coordinate 
system is specified by two angles of rotation. For the GOES instrument, these angles are called the 
East-West scan angle, E ,  and the North-South scan angle N. The star line-of-sight direction is subject 
to errors due to proper motion, parallax, and both annual and planetary aberration. These effects must 
be removed by preprocessing the star scan angle data. Landmark scan angles must be compensated for 
INR errors and for aberration. Once these errors are removed, the star and landmark scan angle can be 
treated as geometric quantities and modeled accordingly. 

Ideally, the outer gimbal axis, or the optical axis of the instrument, is aligned with the -xb-axis of the 
ICs.  However, because of mechanical imprecision and thermal distortion effects, such may not be the 
case in reality. As a result, to  completely define the state of the instrument relative to  the spacecraft 
roll-pitch-yaw state, two additional parameters are needed for specifying the misalignment of the optical 
axis: the roll misalignment(q5,,) and pitch misalignment (e,,). The five attitude angles are collectively 
referred t o  as the attitude state vector p. 

The scan angle observables are functions of the orbital state vector and the instrument attitude state vec- 
tor. The following mathematical model has been developed for the scan angle observables, for landmarks 
and stars alike: 

where i, is the line-of-sight unit vector from the s/c to the landmark or star, kb, c h ,  .+, are the unit 
vectors of the ICs, and 6E,,, 6N,, are corrections to  the respective scan angles due t o  the optical axis 
misalignment effect. By considering the geometry of the mirror and detector subsystem of the instrument, 
the following equations for the misalignment effect has been derived: 
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bEma = -4ma sin N - Om, cos N 
6Nma = (-$ma sin N + Orna COS N ) /  COS E 

(4) 
(5) 

The components of the line-of-sight vector in the ICs are related to  the components in the OCS by a 
rotation : 

and A ~ E  is a rotation matrix commonly referred to as the Euler Matrix. It can be thought of as the 
product of three successive rotations about the roll, pitch, and yaw axes. If these rotations are performed 
in the "1-2-3" ordcr; i t . ,  first a rotation by 4 about the x-direction, followed by a rotation by 0 about 
the new (body) y-direction, and finally followed by a rotation by $ about the new z-direction, then the 
Euler Matrix takes the following form: 

(9) 
CecQ s,sac, + SQC, --C$S0CQ + s,s, 

C,pSaS, + C,Sb -S$S~SQ + CQC, 
-S& C,G 

The unit vectors in  the OCS are given in terms of the S/C position and velocity vector: 

Notc that the cntirc attitude dependency of thc scan angle observables is contained in the matrix elements 
of M E  . 

2.3 State Model 

To estimate ever-changing orbit and attitude states from measurements of state-dependent observables, 
one must be able to parametrize the states in terms of constant parameters. In the case of the orbital state, 
the constant parameters can be taken to be the orbital elements a t  a particular epoch, plus a number of 
constant parameters that characterize the dynamics of the spacecraft such as the solar radiation constant 
and the thrust parameters. The orbital model used in OAD is based on the proven Air Force AOES 
formalism [2] and will not be detailed here. 

Each component of the attitude state vector p = (4, 0, $, +mar Oms) is modeled mathematically as a time 
series composing of a finite Fourier series, a polynomial, and an exponential: 

-. 
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In this equation, pi, i = 1,. . . , 5  is the ith attitude angle, nf , np are the maximum orders of the Fourier 
and polynomial terms, c,,, s,, are the cosine and sine coefficients, uj are the polynomial coefficients, ne is 
the number of exponential terms, C k ,  k = 1,. . . , ne are the exponentid coefficients, Tk are pre-determined 
constants, and w is the daily solar rate. It is understood that the subscript i which should be attached 
to each of the coefficients in order to distinguish a particular attitude angle has been suppressed for 
notational simplicity. 

The Fourier terms are chosen because the Sun’s apparent movement about the Spacecraft in the course of 
a day would cause near-periodic thermal distortions of the attitude and misalignment angles, whereas the 
polynomial terms are chosen to model the nonrepeatable behavior in attitude caused by such phenomena 
as Earth sensor radiance gradient, clouds, and Earth’s magnetic field variation effects on spacecraft yaw. 
Exponentials are intended for use to model rapid attitude change upon entering and exiting eclipses. In 
practice, polynomials only up to  quadratic have proven to be sufficient to model the daily nonrepeatable 
attitude behavior and exponentials have not been required. 

3. THE SEQUENTIAL BATCH FILTER 

Range, landmark, and star measurements can be fitted to the mathematical model described in Section 2 
to determine the orbital elements, dynamics modeling parameters, range bias, and an appropriate number 
of attitude coefficients via the method of least squares. The original OAD software was developed as a least 
squares batch filter and has been used to  operate the GOES spacecraft successfully since the beginning. 
However, occasionally, it was found that the daily attitude solution obtained via the batch filter lacked 
the anticipated stability required to register quality images. The problems are most noticeable when 
there exist sizeable data gaps in the input observation span, and when star distributions are scarce and 
poor. It was then suggested that the solution can be stabilized by means of a “sequential batch filter,” 
with the capability of processing Q priori information. 

The basic premises for a priori processing are the presumed stability of a subset of the parameters in the 
solve-for parameters space. For the current OAD software enhancement, the subset of parameters consid- 
ered to  exhibit stability are the six orbital elements and the Fourier attitude Coefficients. It is recognized 
that the ramp and the quadratic coefficients used for modeling the nonrepeatable daily variations of the 
attitude angles are inherently nonrepeatable, and thus are not treated as Q priori parameters. 

3.1 A Simple Illustration of the A Priori Concept  

The concept of a priori (sequential batch) processing can be illustrated by means of a simple example. 
Consider the problem of estimating the length of a rod by making repeated measurements with a meter 
stick. Let us say we have taken n, measurements of the rod length, yi, i = 1 , 2 , .  . . , n, with the 1-u error 
on each measurement estimated as ui, i = 1 , 2 , .  . . , R , .  From these measurements, we can obtain a pretty 
good estimate of the rod length and its standard deviation using the “weighted average” formulas: 

Suppose at a certain time later, it is decided to re-determine the rod length again by making, say, another 
nb measurements yi, i = n, + 1,. . . , n, + nb. With a “batch philosophy,” we would ignore the previous 
estimate Y, and re-estimate the rod length and its error solely from the new data. For the sake of 
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argument, let t he  standard deviation of the latter estimate be larger than the standard deviation of the 
earlier estimate. Since the two solutions are completely unrelated, should one believe the more recent 
estimate with higher error or should one believe the earlier estimate with lower error? 

Common sense, however, tells us that  we should be able to get a better estimate of the rod length and its 
error by combining all 1Z,+Rb measurements and taking an overall weighted average. This is a consequence 
of the fact that  the  length of the rod is not expected to change between the two batches of measurements. 
Alternatively, we can adopt the “sequential processing philosophy” by treating the previously obtained 
solution (y,, a,) as an additional piece of (highly precise) data. A new estimate (3, 5)  can be obtained 
by taking the weighted average of the new (“batch b ” )  da ta  and this additional data. The  reader can 
easily verify tha t  the sequential batch solution (3,6) is indeed equal to the overall solution (5,s). This 
is the beauty of sequential processing: knowledge gained from processing previous data is not lost, it is 
used in a statistically correct way together with the new data to determine new solutions. 

3.2 Least Squares Formulation with A Priori 

Since the  observation equations for OAD is inherently nonlinear, it is necessary to formulate the a priori 
processing algorithm as a nonlinear estimator. The  corresponding theory for a linear sequential estimator 
is well developed in the estimation theory literature [3]. 

The nonlinear observation model can be written generically as follows: 

Y = YC(.)+ 6 (14) 

where y is the observation vector, x is the solve-for pararnetcrs vcctor, yc(x) is the (nonlinear) model 
function, and c the  noise vector. The  covariance of the noise vector, and the data weight matrix W 
are defined as in the linear model. 

Let an a priori solution vector x, and the corresponding a priori covariance matrix 1’, be given. The 
a priori information matrix A, is defined to be the inverse of the a priori covariance matrix. The 
sequential estimation problem with a priori is to determine a solution i which minimizes the following 
total chi-square: 

(15) 2 2  2 
XtOl = Xnewdain + Xapriori 

with respect t o  all candidate solutions x where 

and fa is a so-called (‘a priori retention factor” (formerly known as the “forgetting factor”) used for 
tuning the relative strengths of the a priori information matrix relative to the new data information. 

The solution tha t  minimizes the above total chi-square can be developed using the “differential correc- 
tions” approach. In general, several iterations are needed before convergence can be achieved. For each 
iteration, we s ta r t  with a nominal solution to. The nominal solution for the first iteration may conve- 
niently be equated to the a priori solution x,, but that is not necessary. Any good guess will do. The 
nominal solution for successive iterations are determined from the previous iteration’s corrected solution 
whereas the a priori solution remains unchanged throughout the differential correction process. 
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Once a nominal solution, zo has been established, the observation model can be expanded about it and 
the nonlinear estimation problem is effectively linearized. The linear estimation equations can be solved 
via standard techniques, giving the following expression for the differential correction vector 6 1 :  

62  = ( A T W A  + ~ , A , ) - ~ [ A T w ~ Y  + f a n a 6 ( Z a  - cO)l 

i; = (A*WA + f ,~ , ) - l  

(18) 
and the covariance matrix of the new nominal solution is given by 

(19) 

Here, 

each of the solve-for parameters, evaluated at the nominal solution, 
A is the matrix of partial derivatives of the components of the observation vector with respect to 

W is the data weight matrix, 
fa is an a priori tuning factor. (Value 1 means a priori data receives full weight as current data), 
A, is the a priori information matrix (inverse of the a priori covariance matrix), and 

The differential correction obtained from the linear estimator is added back to the nominal solution to 
get an improved solution which is then used as the new nominal solution to  start the next iteration. This 
process is repeated until convergence is established based on the behavior of the actual and predicted 
RMS residuals satisfying either one of the following criteria: 

a) The actual RMS residual for each data  type falls below a pre-specified level; 

b) The percentage change of the predicted total RMS residual for the next iteration from the actual 
total RMS residual for the current iteration is less than a specified level. 

The solution may also be accepted or rejected manually by opeator action. 

4. IMPLEMENTATION 

The original OAD software is implemented in FORTRAN for the Encore MPX-32 multitasking computer 
system and later ported to  the Digital Equipment Alpha workstation. The sequential batch enhancement 
is implemented for the workstation. A number of improvements and bug fixes to the original OAD were 
accomplished during the course of the software enhancement. 

Some highlights of the OAD implementation and enhancement are as follows: 

a) The  equinoctial orbital elements are used internally to  avoid any singularities due to zero incli- 
nation and eccentricity. 

b) All partial derivatives are analytically evaluated with the exception of certain perturbative partials 
which are obtained semi-analytically during ephemeris generation. 

c) The spacecraft roll and pitch attitude angles are highly correlated with the instrument misalign- 
ment angles. To minimize the correlations, the following modified variables 4,,, On are solved in place of 
spacecraft roll (4) and pitch (8): 
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These modified roll and pitch can be determined to  much higher precision than the spacecraft roll and 
pitch from the scan angle observables. 

d) The  normal equation is sequentially accumulated and symmetric matrices are stored linearly to  
conserve storage. Solution of the normal equation is via the numerically stable technique of Cholesky 
decomposition. 

A block diagram of the OAD process flow is presented in Figure 1. 

PROCESS =OW - OAD 

Prepare GNI 
summary and 

p b a  In 

I 

s c c  up Ihc 
ilarliocl w p  
IO lun io .yx 

llankar. 

I 

Figure 1. OAD Process Flow Diagram 



5. TESTING 

The  a priori-enhanced OAD software has been extensively tested for its intended purpose and for robust- 
ness against inadvertent user errors. The following spans of data,  from three separate periods, have been 
examined and used in these tests: 

Set 1. Processed observations from 1995 Day 257 through Day 272 (Eclipse data) 
Set 2. Processed observations from 1995 Day 297 through Day 312 
Set 3. Processed observations from 1995 Day 358 through 1996 Day 3. 

Of the multitude of tests conducted, the following ones are of particular interest: 

Theory Test: Multi-Day us Sequential Batch Solutions. According to  theory, if the model parameters are 
stable, then the “last” sequential batch solution should be equivalent to the “overall” solution provided 
that  the a priori information is considered at full strength. A simple example illustrating this result has 
been given in Sec 3.1. In the context of OAD, a “two day non a priori” solution (Solution A) is shown 
to be substantially equivalent to  the “second-day sequential batch solution” (Solution B) having the first 
day’s non a priori solution as fully-weighted (fa = 1) a priori information. Figure 2 shows results of 
comparing the two solutions. The difference between the solutions are plotted. The agreement between 
the two solutions in roll, pitch, and yaw are seen to be excellent, with maximum difference less than 10 
prad. The larger (maximum 100 prad) discrepancy between the two misalignment solutions are probably 
due to the instability of misalignment during the two day span. 

Stability Tests. The a priori solution produces more stable attitude profiles than the non-a priori, 
two-day thinned solutions. This can be seen by examining Figure 3 shows attitude profiles for multiple 
days on the same plot: 3a for a priori solutions and 3b for batch solutions. I t  is seen that the a priori 
solutions are considerably more stable in terms of day to  day variations than the batch solutions. 

Gap Test. The a priori solution is stable across large gaps of data. The software performs a check 
on the sufficiency of the number of “relevant data points’) in relation t o  the number of non-aprioried 
solve-for parameters. There is therefore no need to pay special attention to gap lengths, as is necessary 
in a batch solution where the gap length dictates the maximum Fourier order that can be used. In the 
Gap Test, a large, 5-hour gap is created by manually deleting a span of observations (in Day 311) in the 
Processed Obs File, thereby simulating the entrance to  an eclipse. Comparison of the “two day batch” 
solution with the “2nd day a priori” solution shows better agreement than the comparison between two 
successive batch solutions. This is due to the fact that  the second batch solution has to fit across the 
long gap. 

Prediction Residuals Tests. The a priori solution generally leads to prediction residuals that are less 
jumpy a t  the start  and the standard deviations of the prediction residuals are generally smaller than its 
non a priori counterparts. Figure 4 shows 24-hour prediction residuals starting at  1996/003/2100, based 
on the regular “2-day batch” solution and on the “1-day a priori” solution. The quality of the two 
predictions are quite comparable, with a slight edge given to the a priori solution. 

6. CONCLUSIONS 

The sequential batch enhancement has been successfully implemented into the operational OAD software. 
Based on comparison of results of reprocessed data with and without thc use of a priori, use of the 
enhanced OAD could result in the following benefits: 

660 / SPIE Vol. 28 7 2 



imager roll 

e - 2  

20 25 30 35 40 45 
!ime(hK) 

20 25 30 35 40 45 
time(hrs) 

20 25 30 35 40 45 
!ime(hn) 

ima er aw 

f 
20 25 30 35 40 45 

!ime(hn) 

h a  er roll ma.  

. . . . . . . . 

P 5 -20 
20 25 30 35 40 45 

time(hrs) 

!ime(hrs) 

25 30 35 40 45 
!ime(hrs) 

!ime(hrs) 

imager yaw 
3 1 1 ~ . ~ ~ . ~ ; , , ~ ~  

25 30 35 40 45 
58- 

20 
!ime(hrs) 

-50 
-100 

20 25 30 35 40 45 
time(hrs) 

25 30 35 40 45 
time(hrs) 

.... / 

25 

imager pitch 

30 
time(hrs) 

m.a. 

35 40 

Figure 2. Theory Test: Multi-day vs. Sequential Batch Solutions 

a) The  day-to-day variation of orbit and attitude would be more gradual for successive a priori 
solutions than  for batch solutions; 

b) The  a priori solution should be ablc to handle scarce da ta  sets, or very short data spans, without 
causing the least squares process to become singular; 

c) The  a priori solution should be insensitive to long da ta  gaps. In ordinary batch solution, long 
da ta  gaps typically cause very high correlations among solve-for parameters and often lead to spurious 
oscillatory attitude behavior. “Stop gap measures” have been suggested to lower the orders of the Fourier 
fits to cut down the oscillations, but at the sacrifice of modeling accuracies. With the use of a p n o r i ,  the 
solution across long gaps should be stable and the nominal Fourier orders in use need not be tampered 
with. 
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Figure 3. Stability Test: Overplot of Multiple Day Profiles 

d) It is not necessary to  process very long spans of data at one time to get a good solution, ils the 
a pr ior i  process actually retains the knowledge accumulated. 

e) The a p r i o r i  solution is a better solution than an averaged batch solution over multiple successive 
spans, since the correct statistical properties are taken into account in the a pr ior i  solution but not in the 
averaged solution. In an averaging scheme, the correlations among solve-for parameters are completely 
ignored. 
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ABSTRACT 

This paper presents jitter performance of the Geostationary Operational Environmental Satellite (GOES) spacecraft and 
instruments. Of primary interest is the validation of design and ground test procedures with on-orbit data. System requirements, 
spacecraft and instrument disturbances, ground testing techniques, and on-orbit testing are discussed. Dynamic spacecraft 
signatures during appendage deployment are illustrated and used to determine spacecraft modal response frequency and damping. 
Specific analysis results from Angular Displacement Sensor (ADS) data, used to measure jitter dynamics from 0.2 to 160 Hertz, 
and Digital Integrating Rate Assemblies (DIRAs), used to measure low frequency, are detailed with regard to solar array, 
momentum wheel, and other spacecraft disturbances including those generated by instruments during scanning and slewing. 
Emphasis is also given to feed-forward pointing compensation and optimization of the solar array stepping. This optimization 
reduces pointing errors, improves image registration, and reduces pixel smear. Performance is illustrated with sensor statistics, 
Fast Fourier Transforms (FITS), and Earth images. Both long term as well as short term evaluations are presented. 

Keywords: GOES, Jitter, FIT, On-Orbit Measurement, Disturbances, Dynamics, Damping 

1. INTRODUCTION 

Earth viewing instruments with requirements for highly accurate co-registered images are being proposed and developed as 
integral components of present and future spaceflight missions. These instruments are highly sensitive to angular displacements 
caused by wide bandwidth disturbance torques which often excite relatively low frequency bending and torsional modes. While 
the engineering community is required to make early performance predictions of these precision pointing instruments, accurate 
pre-launch predictions are difficult to obtain due to a limited ability to test large flexible structures in a gravitational environment. 
Even once in orbit, pointing performance is often difficult to ascertain due to limited instrumentation. An understanding of these 
limitations by the Geostationary Operational Environmental Satellite (GOES) Project and the National Oceanographic and 
Atmospheric Administration (NOAA) resulted in the latest generation of GOES spacecraft being designed with increased 
instrumentation. The impetus for this was the potential improvement of the follow-on spacecraft. In addition, a series of on-orbit 
tests and measurements to evaluate spacecraft jitter are performed. Jitter is any undesired motion that leads to error in the optical 
line of sight and is principally evaluated in this paper through spectral analysis of sensor measurements. The goal of these tests is 
to characterize the spacecraft dynamics and improve performance wherever possible by appropriate selection of operational 
modes and ground processing. Moreover, large amounts of data are collected as part of normal trending operations with which 
spacecraft dynamics can be evaluated. 

1.1 Spacecraft Description 

These new GOES spacecraft are designed and built by Space SystemsLoral ( S S L )  and consist of five satellites, GOES I-M 
(renamed GOES 8-12 after obtaining operational status). Each spacecraft provides a continuous earth pointing platform from the 
Geostationary orbit for two primary radiometric weather instruments, the Imager and Sounder, built by I n .  Figure 1 shows the 
layout of the spacecraft in the deployed orbital configuration with the Imager and Sounder mounted close to each other on the 
earth facing panel of the spacecraft main body. The spacecraft employs a solar array for power, solar sail to balance the solar 

664 / SPlE Vol. 28 7 2 0-8 194-2200-2/96/$6.00 



Figure 1. The GOES Spacecraft 

torque on the array, and a trim tab to fine tune the balancing. In addition to the Imager and Sounder, there are five other 
instruments on board, the magnetometer, the X-Ray Sensor (XRS), the Energetic Particles Sensor (EPS), the High Energy Proton 
and Alpha Detector (HEPAD), and the Search and Rescue (SAR). The communication system utilizes two S-Band antennae, one 
to transmit and the other to receive. A separate antenna is used for telemetry and commanding. These antennae have a fixed 
orientation with respect to the spacecraft body. 

Magnetic torquers provide momentum management and earth sensors provide two-axis pitch and roll information. Earth pointing 
roll and pitch attitude control is provided by a momentum bias system in which two momentum wheels are used in a “V’ 
configuration. There is also a back-up mode referred to as L-1 Mode in which a reaction wheel is used in conjunction with a 
single momentum wheel. Yaw is not directly sensed by the attitude control system, however yaw error is derived from and 
controlled by roll-yaw coupling. A simple block diagram of the spacecraft control system is shown above the dotted line in 
Figure 2. 

Digital Integrating Rate Assemblies (DIRAs) are used to control the spacecraft during all initial orbit and stationkeeping 
maneuvers, and occasionally to measure jitter. The DIRAs are not required for all aspects of the mission and were only designed 
for a limited life (2000 hours), thus they are used sparingly. In addition. D I M  data are only marginally useful due to a triangular 
error of 112 microradians caused by non-synchronization of the DIRA and Attitude and Orbit Control Electronics (AOCE) 
clocks. 

Two of the GOES spacecraft include a set of orthogonally mounted Angular Displacement Sensors (ADSs) sensitive Po sub- 
microradian levels of angular displacement. This set is located on the Imager mounting plate and oriented to measure roll, pitch, 
and yaw. While the ADS measurements are attenuated below 2.0 Hertz, knowledge of the transfer function allows data 
manipulation such that frequencies as low as 0.2 Hertz can be resolved. 

A Multi-use Data Link (MDL) telemetry channel provides wide-bandwidth ADS and DIRA measurements in three modes of 
operation. Mode 1 provides ADS and DIRA roll, pitch, and yaw data, Mode 2 provides ADS roll, pitch, and yaw data and 
Imager East/West (EYW) and NortWSouth (N/S) servo errors, and Mode 3 provides ADS roll, pitch, and yaw data and Sounder 
WW and N/S servo errors. These telemetry modes can be selected by on-orbit commands. 

1.2 ImagerlSounder Description 

The Imager and Sounder are the primary instruments on the GOES spacecraft and have many similarities. Physically, they are 
mirror images of each other with their aperture openings side-by-side, as shown in Figure 1. Both instruments contain a two-axis 
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Figure 2. Spacecrafflnstrument Interface 

gimbaled scan mirror system with inductosyns as control sensors and brushless DC torquers as actuators. This system allows 
independent motion in the N/S and E/W directions. Basic inductosyn resolution is seven bits but is electronically interpolated to 
twenty-one bits using a sin/cos modulation technique. Digital addressing is used to position the mirrors in the EW and N/S 
directions making the instruments independently commandable to any set of coordinates within their respective field-of-view. 
Qpen-loop bandwidth of each instrument control system is 30 Hertz. Each instrument provides the capability for blackbody and 
spacelook calibration maneuvers. Blackbody calibrations consist of slewing the N/S axis 180 degrees from the nadir pointing 
position to a blackbody target while spacelooks involve slewing E/W to space. Each instrument is also capable of sensing star 
locations. These star data are not actively used by the attitude control system but are used by the ground software to improve 
Image Navigation and Registration (INR). When slewing from one location to another, the slew rate is a constant 10 mechanical 
degrees per second. 

Imaging performied by the Imager is accomplished by scanning (slewing) from east to west or west to east. At the end of a scan 
line, the N/S axis steps South by 224 optical microradians, a 200 millisecond E/w turn-around profile is executed. and scanning 
is resumed in the opposite direction. This rastor scan format is continued until the end of the frame is reached. The Sounder 
differs from the Imager in that the mirror is stepped across the field-of-view by taking 100 millisecond steps. Each step moves 
the mirror 280 optical microradians and is required to give a nominal quiescent dwell period of 76.5 milliseconds. At the end of 
a line the N/S axis steps South by 1120 optical microradians and a 200 millisecond E/W turn-around profile is executed. 
Stepping is then resumed in the opposite direction. Timing and sampling of the various detectors is accomplished with the aid of 
a filter wheel spinning at 600 revolutions per minute, thus providing a sampling of all detectors with a single filter wheel 
revolution in 100 milliseconds. 

Due to the independent operation of the instruments, the pointing of one instrument (specified to be accurate to 22 microradians 
zero-to-peak) is disturbed by the relatively large spacecraft motion (>150 microradians zero-to-peak) resulting from the 
blackbody calibration of the other. For this reason a Mirror Motion Compensation (MMC) algorithm has been implemented. 
MMC models the spacecraft dynamics and alters the commanded gimbal angles of the affected instrument to account for the 
predicted spacecraft motion. Tuning of the MMC model requires Imager, Sounder, and spacecraft telemetry (wheel speed, DIRA 
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data, etc.) and is performed during initial on-orbit startup operations and updated yearly to account for spacecraft mass changes 
due to fuel usage. 

- Navigation Accuracy 4 kilometers (3 sigma) 
Registration Accuracy 

Co-Registration Accuracy 
42 microradians (3 sigma), within the image, 27 minutes 
42 microradians (3 sigma), between the pixel in successive 
images of the same earth region taken within a 15 minute 
frame 

r Channel-to-channel Registration 28 microradians (3 sigma) 

Instrument pointing errors also result from daily variations in orbit, attitude, and spacecraft thermal distortion as measured by star 
senses and ground landmark measurements. Ground software models these variations with a set of Fourier coefficients which in 
turn are used to generate Image Motion Compensation (IMC) to the instruments. Measurements from day n are used to predict 
the variations of day n+ 1. The AOCE uses these coefficients, along with scan synchronization signals, to generate compensation 
signals. These signals are then converted to the proper scan adjustments by the Imager and Sounder. Calculation of the IMC in 
the AOCE also provides the ability to add additional compensation to correct for unexpected disturbances. Currently, corrections 
are generated to compensate for unanticipated earth sensor stray light effects. Figure 2, below the dotted line, shows the 
spacecraft control system interface to the instruments. It should be noted that IMC only corrects slowly varying disturbances. 

2. REQUIREMENTS 

The GOES I-M system is required to provide and maintain line-of-sight pointing of the geographical locations of the Imager and 
Sounder picture elements (pixels) to a high accuracy in almost real-time. These requirements are specified in terms of INR which 
involves determining the location of a pixel in terms of its earth latitude and longitude and maintaining the navigation solution of 
a pixel within tolerable limits in time. The key pointing requirements for GOES I-M are summarized in Table 1. Derived jitter 
requirements include allocations of 3.5 and 3.2 microradians 1 sigma for the momentum wheels and solar array drive, 
respectively. More detailed navigation and registration requirements can be found in the literature.14 

L Derived Jitter Requirements I less than 5 microradians (1 sigma) 

Table 1. Key Pointing Requirements 

3. DESIGN AND TEST METHODOLOGY 

The GOES I-M spacecraft have several moving andor flexible subsystems which in combination produce disturbance torques. 
These include the solar array drive, momentum and reaction wheels, Imager and Sounder gimbals, Sounder filter wheel, and the 
flexible modes of the solar array, solar sail, and magnetometer boom. Most of the disturbances created by these subsystems are 
insignificant or were minimized by design. However, in critical areas they were allocated a portion of the INR error budget. 

At each stage of the design and build, analyses and tests are performed to quantify instrument disturbance rejection and the levels 
of disturbances generated by instrument operations. Instrument disturbance susceptibility was evaluated by modeling the 
instrument control systems in SIMULINK. Analysis and evaluation of the Imager and Sounder disturbance effects on the 
spacecraft are modeled using the Fourier series representation of the periodic scan motion.' Of primary concern is the multitude 
of scan frequencies, and their harmonics, which can be generated by the many commandable image frame sizes, thus providing 
the opportunity to excite the various spacecraft modes throughout the mission. 

Dynamic interaction between the various subsystems is monitored throughout the build. Instrument level tests are performed at 
ITT in which each instrument is subjected to the anticipated levels of momentum wheel disturbance for the expected wheel speed 
frequency range of 40 to 80 Hertz. This provides the spacecraft engineers with measured instrument sensitivities prior to 
instrument delivery. Once the instruments are received and mated with the spacecraft, specific interaction tests are performed in 
which servo errors are examined while the momentum wheel speed is varied. Wheel speed constraints are then set based upon 
instrument and various subsystem sensitivities. Spacecraft level testing also verifies the IMC/MMC interface with the 
instruments. Synchronization of the IMC with the instruments is critical to achieving minimum disturbance from this 
compensation signal. 
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Once in orbit, prior to spacecraft operational status, Post Launch Tests (PLTs) are performed to evaluate on-orbit spacecraft 
performance. A subset of these tests includes UIC and MMC check-out and dynamic interaction between subsystems. ADS, 
D I M ,  instrument servo error and detector signals, and ground landmarks are analyzed to determine interaction between the 
instruments and between the instruments and the earth sensor. The PLT phase provides an opportunity for adjusting operational 
constraints with on-orbit data. Additionally, this phase offers the possibility of comparing on-orbit data with ground data with 
emphasis toward improving tests for subsequent builds. 

Roll Pitch Yaw 
Frequency (Hertz) 3.1 3.1 3.1 

Damping (zeta) 0.0077 0.01 28 0.008-0.012 

4. ON-ORBIT RESULTS 

PredictedSimulated 
4.62 
0.01 

4.1 Appendage Deployment 

The GOES spacecraft has several appendages that are stowed for launch and are deployed during the orbit raising mission phase. 
Ninety minutes after launch of GOES-8 the outer solar array panel was deployed to 90 degrees from its stowed position. Its solar 
cells were exposed to the Sun and power was provided to the spacecraft during the transfer-orbit phase of the mission. When it 
was determined that sufficient power was available with adequate margin, the MDL was activated and used to transmit ADS and 
D I M  data during the remaining deployment operations. Initial GOES-8 ADS data showed the capture of a thruster firing 
transient response during orbit raising operations. The data revealed frequencies (6.8 Hertz) higher than expected. 

I 
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Figure 3. Magnetic Boom Deployment 
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Measured On-orbit Predicted/Simulated 
Frequency (Hertz) Frequency (Hertz) 

Roll Pitch Yaw Roll Pitch I Yaw 
. IstBending 0.3 1 0.3 1 0.285 0.316 I 0.316 0.256 

Solar Array 1.09 1.10 ---- 1.048 1 1.048 I 1.048 
, Unknown 8.525 0.525 0.525 NIA 

Solar Array 2.60 2.75 2.75 2.709 2.709 2.709 

Table 3. Observed Modal Frequencies 

4.2 Momentum Wheels 

Extensive testing was performed on the ground to determine Imager, Sounder, and earth sensor dynamic interaction with the 
momentum wheels. The wheels are a major source of disturbance, mostly due to wheel imbalance, at the fundamental and 
associated harmonics of the wheel speed. At speeds of 4500 revolutions per minute (rpm) and above, bearing related frequencies 
also begin to appear, but at low levels. Momentum wheel induced disturbances are analyzed by viewing servo error and ADS 
data, detector images, and FFU3D-AFT images of servo error spectra. The FlW3D-AFT is a Fast Fourier Transform in a 3- 
dimensional format, relating Amplitude, Frequency, and Time and is essentially a 3-dimensional spectrogram. Amplitude is 
specified as the root-mean-squared value. 

A test was run on GOES-8 to assess INR performance at increased momentum wheel speeds which would provide stiffer 
spacecraft control. This test provided a unique opportunity to correlate on-orbit wheel to instrument interaction responses to 
ground test data. In this test the momentum wheel speeds were increased from the nominal 2900 rpm to 4500 rgm while Imager 
servo error data was collected. This differs from similar ground tests in which the wheels are ramped up in unison or 
individually. However, assuming a linear response, the disturbance signature of each individual wheel can be separated out of 
the flight data to allow direct comparison. Servo error spectral variations as a function of momentum wheel speed for GOES-9 
ground testing are shown in Figure 4. Results from the high-speed wheel test are shown in Figure 5 .  As can been seen, the 
signatures of servo error spectra are very similar between the two tests. One can also see the sensitivity of the Imager to the 
excited resonance around 60 Hertz. In both cases, the contribution of momentum wheel disturbance to Imager servo error at 
2900 rpm (48.3 Hertz) is below 1.0 microradians. Overall, very good correlation between ground and on-orbit tests was found 
even with the testing procedure difference. 

The momentum wheels can cause more severe interaction with the earth sensor. When earth sensor resonances are excited, the 
earth sensor response can change by as much as 0.2 degrees. This is because the earth sensor contains a galvanometer-type 
scanner that has a very high Q (approximately 2000). Once the critical earth sensor resonant frequencies are found through 
ground testing they are avoided on-orbit by constraint. The effectiveness of these keep-out zones is then verified after launch. 

4.3 Short Term Performance Evaluation 

Short term performance, defined here as error within a frame, can be evaluated using ADS, servo error, and IMC/MMC 
compensation data during imaging and sounding frames and is performed frequently. For example, EW servo error statistics for 
a GOES-9 Imager full earth image on day 103 of 1996 were: mean=5.56, standard deviation=3.77, minimum=-15.96, and 
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Figure 4. Momentum Wheel Disturbance - Ground Test 
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maximum=25.64 (all values in microradians). N/S servo error statistics were: meand.56, standard deviation=l.O3, minimum=- 
7.47, and maximum=8.64. These statistics did not exceed the allocated standard deviation budget of 5 microradians one sigma 
despite the large MMC signal resulting from two Sounder blackbody calibrations. 

Figure 6 shows the image of the N/S IMCMMC compensation for the frame from which the above statistics were drawn. 
Sample number (0-5207 left to right) is along the horizontal axis and scan line number (0-1353 top to bottom) is along the 
vertical axis. The two light colored lines across the image are the result of an MMC correction; while the Imager was imaging 
the full earth, the Sounder performed two blackbody calibrations. The actual MMC correction to the N/S servo was 155 
microradians, which compares favorably with the predicted value of 148 microradians. 

The Imager's short term performance can be observed qualitatively in Figure 7. The moon was scanned with 38 short scans each 
lasting only 0.085 seconds. The widest moon scene was only 484 visible data samples and yet the image is quite crisp with only 
a small amount of shear visible. 

Figure 6. N/S IMC/MMC Compensation Image 

Figure 7. Moon Image 
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4.4 Solar Array Stepping 

Early analysis and simulation of array stepping dynamics by S S L  led to a design which incorporates three on-orbit selectable 
stepping profiles to accommodate modal frequency uncertainty and reduce spacecraft jitter. These profiles are illustrated in 
Figure 8. The value of T is 0.24 seconds for Profile 1 and 0.28 seconds for Profile 2. Note that even though the magnitudes are 
identical, the harmonic content is quite different between the Baseline and the other two profiles. Of even greater significance 
are the null frequencies, which can be moved by varying the delay between pulses. The desire is to have the most severe 
structural resonances occur at the solar array drive disturbance spectrum nulls. 

To determine and evaluate GOES-8 jitter due to these stepping profiles, a three-day test was performed on days 100, 102, and 
103 of 1995 using A D S s  as the primary sensors. Results of this test are shown in Figures 9 through 12. Valid results are in the 
0.3 to 2.0 Hertz range. As can be seen in these figures, the magnitude at 1.78 Hertz varies during the orbit and reaches a 
maximum of approximately 14 microradians peak-to-peak in pitch during the Baseline stepping. Worst case roll, pitch, and yaw 
disturbances for Profile #1 were approximately 60% of those measured during the Baseline stepping. Profile #2 exhibited the 
lowest jitter with pitch disturbances very close to 40% of Baseline and roll and yaw 30% of Baseline. 

Figure 9 shows the FFW3D-AFT of the ADS pitch axis for Baseline stepping of day 103. Note the dynamic behavior of the 
response. This type of graphic representation gives an excellent depiction of the spacecraft environment during normal daily 
operations. Amplitude nulling occurs throughout the orbit at 1.78 Hertz and some frequencies appear and disappear. The highest 
jitter occurs in the area of 0.3 to 0.6 Hertz because the Baseline stepping frequency is at 0.592 Hertz and Imager scanning 
frequencies (due to the width of the scan frames) are in this area. A top view of Figure 9 is shown in Figure 10. Jitter at 0.592 
Hertz and its second and third harmonics are clearly evident. The jitter is also observable at the Imager scanning frequencies of 
0.43 Hertz (full frame occurring every three hours) and 0.848 Hertz (Continental United States frame occurring every quarter- 
hour). The solar sail first bending frequency is evident at 0.3 1 Hertz. The varying frequency disturbance in the area of 1.15 Hertz 
is interesting because it signifies an unknown nonlinearity. However, from the jitter point of view, it is not significant because it 
represents only a small fraction of a microradian. 

Figures 11 and 12 represent the same scenario as Figures 9 and 10 except the solar array is stepped at 0.296 Hertz by Profile #2. 
Here the magnitude at 1.78 Hertz is considerably smaller because of the nulling caused by this profile. Note that with this 
stepping frequency there is greater opportunity to excite structural resonances due to an increased number of harmonics. While 
this is true, it should be realized that the line spectra of these harmonics have very narrow band and thus the probability of hitting 
a resonance is reduced. The overall jitter is lower using Profile #2 and, based on these results, both GOES-8 and 9 now use 
Profile #2. 

0 1 69 3.38 
Time (sec) 

Solar Array Baseline SteppingProfile 
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Figure 8. Solar Array Stepping Profiles 
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Figure 9. ADS Pitch Data, Day 103, Baseline Profile 
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Figure 10. ADS Pitch Data, Day 103, Top View 
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Figure 11. ADS Pitch Data, Day 102, Profile 2 
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Figure 12. ADS Pitch Data, Day 102, Top View 
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4.5 Long Term Performance Evaluation 

Long term performance is defined here in terms of performance evaluation over weeks and months. Imager and Sounder motor 
current and servo error, and ADS data, are collected every two weeks as part of trending activities. These data are analyzed to 
determine if, or how, the performance is changing. Attention is paid to collecting the same data at identical time periods so as to 
minimize variations due to temperature and scheduled operations. 

Items for trending include motor running torque, flex-lead torque, Sounder coregistration, lubricant hilling effects, and spacecraft 
jitter as measured by 24 hour ADS collections. Comparisons are made between the most recent data and all previous data. 
Anomalies, should they exist at this level, are investigated with further analysis. Figures 9-12 are examples of the ADS analysis 
performed. 

To date two anomalies have been discovered. These involve changes in motor current resulting from GOES-8 Sounder and 
GOES-9 Imager E/w motor winding failures. All other data have been nominal. 

5. UNRESOLVED ANOMALY 

There is one unresolved anomaly possibly related to jitter, image shearing. Partial GOES-8 earth images taken in October 1995 
at 08:45 Universal Time are shown in Figure 13. These images show the east limb exhibiting considerable image shear. The 
shearing occurs on alternate scan lines with varying amplitude and at times extends into the earth image. The GOES-8 Imager 
does have known servo errors as large as 64 microradians at the end of a west going scan (at 8.5 degrees), but these errors by 
nature occur off the image and do not account for the shear. Shear is also present on GOES-9, but to a lesser extent both in 
amplitude and frequency of occurrence. Attempts have been made to correlate image shear to data indicative of spacecraft 
motion. ADS, D I M ,  and earth sensor data collected during image shear events have not shown spacecraft motions of the levels 
required to cause the shear. Other tests, especially data collected during Wide Field Collimator (WFC) testing on the ground, 
indicate that the IMC can cause shear even when it is tuned and synchronized with Imager scanning. However, the magnitude of 
these errors are also too small to account for shear in Figure 13. This issue is still being investigated on-orbit, and GOES-K final 
performance tests will be judiciously tailored to identify and possibly correct the problem. 

Figure 13. GOES-8 Imager Shear 
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6. CONCLUSION 

Jitter performance of the latest generation of GOES spacecraft, and the Imager and Sounder instruments, has been presented. 
This performance has been characterized with on-orbit measurements as well as with the ground test data. The evaluation 
methods of using the FFT/3D-AFT of servo error spectra and compensation signal images has been shown to simplify and reduce 
the jitter evaluation process. 

The optimum of three solar may stepping profiles has been selected based on jitter performance, and new knowledge of 
spacecraft structural modes has been obtained. It was shown that momentum wheel disturbance is well below the assigned 
budget at 2900 rpm. Low frequency disturbance effects were not evaluated due to poor D I M  data, however manipulation of 
ADS data allowed reasonable confidence down to the 0.2 Hertz range. Additional confidence in instrument and spacecraft level 
testing has been gained by demonstrating that on-orbit data correlate well with ground test data. Although image shearing 
remains as an unresolved issue, the data demonstrate that it is not caused by large spacecraft jitter above 0.2 Hertz. 
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ABSTRACT 

Following the successful transition of GOES-8 to the on-orbit mode, small disturbances were observed at approximately 
14:30 SLT. Further analysis has shown that the disturbance is caused by shadowing of the solar sail by the magnetometer 
boom. The disturbance is most prominent when the sun is at lower declinations causing the shadow to rise higher along 
the sail boom. Data for the solar sail snap caused by the magnetometer boom shadow is analyzed, showing the time 
dependence of the attitude motion in the wheel angular momentum data and earth sensor data. Additional data is 
presented showing the profile of the shadow as viewed through the Imager and Sounder cooler radiator patch heater 
control voltage data. 1) The attitude variation is caused by the 
magnetometer boom shadow as it is correlated with the true position of the sun, 2 )  The magnitude of the spacecraft 
motion for GOES-8 and GOES-9 is measured and compared over the seasonal duration of the effect, 3) The amount of 
deflection of the sail boom required to cause the observed attitude motion is estimated, 4) The dependence of the 
magnitude of the attitude motion is compared with sun angle subtended by the spacecraft north panel at the shadow point 
on the sail boom. and 5 )  Use of the onboard computer’s reprogrammability function has provided a mechanism of 
compensating for the disturbance. 

The presentation will demonstrate the following: 

Keywords: GOES, magnetometer boom, solar sail, attitude and control, shadow, image compensation. 

1. INTRODUCTION 

The GOES I through M series spacecraft is a three axis 
stabilized geosynchronous weather satellite, which provides 
near real-time visible and infrared images of the Earth. The 
attitude control system utilizes an earth sensor and a 
momentum biased V shaped wheel configuration. The power 
subsystem is sustained by one solar array aligned parallel to 
the positive pitch axis, mounted on the south panel. Figure 1- 
1 provides an illustrdtion of the spacecraft layout. 

Figure 1-1: GOES Spacecraft 

The lack of a solar array on the north panel (-Y axis) was 
necessary to maintain thermal stability for the Imager and 
Sounder. Solar reflections or radiative heat originating from 
sizable appendages closely mounted along the north panel 
degrade instrument performance. However, the absence of a 
complementary solar array would produce solar disturbance 
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torques larger than those sustainable with the attitude control system design. The compromise was to mount a long 
slender solar mast and sail, thus, reducing heat input into the instrument radiative coolers and providing sufficient surface 
area to balance solar torques. The solar sail is comprised of a 14.4 meter mast and a 3.3 meter conical shaped sail. In 
addition to the solar sail, a trim tab, mounted at the south end of the solar array, provides a mechanism for fine 
adjustments of roll/yaw torque disturbance variations. Daily adjustments to the trim tab compensate for changes in  solar 
declination and residual rolVyaw torques. 

I, " 
Other prominent appendages on the GOES spacecraft 
are the telemetry and command antenna and the 
magnetometer boom. Prior to launch, the 
magnetometer boom is stowed along the anti earth 
face (-Z axis). Deployment motion rotates the boom 
135" and positions it as depicted in Figures 1 - 1 and 1 - 
2. The base of the boom is attached in close 
proximity to north-west (-Y to -X axis) corner of the 
anti earth panel. 

One week following the beginning of the spacecraft 
autumnal eclipse season, a disturbance i n  earth sensor 
roll data and stored yaw momentum became 
prominent. The anomaly was also correlated to 
uncharacteristic changes in  the Imager and Sounder 
heater patch control voltages. Further analysis 
demonstrated the anomaly's dependence on spacecraft 
local time. Time correlation provided the basis for the 
hypothesis, that the magnetometer boom was 
projecting a shadow on to the solar sail mast. The 
projected shadow results i n  radiative cooling of the 
solar mast results in  a spacecraft disturbance. The 

s 
e2 Y 

Figure 1-2: GOES Spacecraft (North Face) 

shadowed portion of the solar mast. Ultimately, flexing of the 
anomalous responses in the Imager and Sounder patch heater control voltages supports the hypothesis that solar mast 
shadowing disrupts thermal coupling between the solar mast and the Imager and Sounder radiative coolers. 

The spacecraft motion caused by the disturbance affects the Image Navigation and Registration (INR) performance. In the 
baseline configuration, registration is degraded because the characteristics of the disturbance do not allow for corrections 
by real-time methods. The use of reprogramming has provided a mechanism for autonomous correction at the instrument 
level to improve INR performance. 

2. ON-ORBIT DATA 

Disturbances caused by the projection of the magnetometer boom shadow on the solar mast are predominantly observable 
in the spacecraft yaw momentum and earth sensor roll data. Pitch disturbances are not readily observable in the earth 
sensor or wheel speed data. The control system's slow rolVyaw response and wheel configuration provides a reliable 
method for monitoring the disturbance. A combination of earth sensor data, wheel speed data, and controller logic is 
required to predict true disturbance magnitude. Figure 2-1 provides an unfiltered sample of flight data observed on day- 
of-year (DOY) 343 for GOES-8. During this time frame the shadow's projection onto the solar mast is near its maximum 
height of approximately 2.8 meters. Note that the earth sensor pitch data does not provide any conclusive indication of 
the disturbance. However, roll data, yaw momentum and patch control voltages furnish adequate indication of a 
disturbance. 

A typical roll attitude for DOY 41 is shown in Figure 2-2 and 2-3 for GOES-8 and GOES-9, respectively. There is no 
observed pitch transients, most likely because the pitch control loop has enough bandwidth to eliminate the disturbance. 
The roll attitude is determined by taking the earth sensor data, subtracting known roll motion caused by the instrument 
mirror slews, and passing the data through a low pass filter to reduce noise. It should be noted that GOES-8 and GOES-9 
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are flown at two different roll/yaw control loop gain sets, therefore, the controller responses are expected to be different, 
even if the disturbances are the same. 
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Figure 2-1: GOES-I data 
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Figure 2-2: GOES-8 roll attitude 
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3. SEASONAL CHARACTERISTICS 

The disturbance is observed on both GOES-8 and 9 for approximately 210 days per year, from September 7 through April 
4. The disturbance is most prominent when the sun is at lower declinations, when the shadow is higher along the sail 
boom. The correlation between the disturbance and sun angles are described below. 

The disturbances are observed at slightly different times each day, as shown in Figure 3-1 for GOES-8. The data shown 
in this figure covers a 2 months period from early 1996. Figure 3-2 provides a 1.5 hour time span of yaw momentum data 
sampled every two weeks (from DOY 245 to 357) and plotted as a function of UTC. The plotted yaw momentum data has 
been modified by removing the diurnal signature with a fifth order polynomial fit. The data set was then consecutively 
incremented with an 0.01 Nms bias to visually emphasize the disturbance increase and its time dependence. Note that the 
magnitude of the disturbance with respect to the bias remains unchanged. The smaller oscillations are caused by 
movements of the Imager and Sounder. The larger disturbance starting around 19:30z is the consequence of boom 
shadowing. 

Figure 3-1: Seasonal trending of GOES-8 roll attitude as a 
function of UT 

Figure 3-2: Seasonal trending of GOES-8 yaw momentum 
as a function of UT 

Data supporting the dependence on spacecraft local time is observed in the trending of flight data. The analysis of the 
data indicates that the phenomena occurs at the same east-west sun angle each day, as shown in Figure 3-3, which 
corresponds to a satellite local time of 14:30. 

Figure 3-3: Seasonal trending of GOES-8 roll attitude as a 
function of sun angle 

Figure 3-4: Seasonal trending of GOES-9 roll attitude as a 
function of sun angle 
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Figure 3-5: Seasonal trending of GOES-8 roll peak magnitude 
as a function of sun angle 

GOES-9 roll attitude is slightly more difficult to trend, 
due to lower control loop gain, however, it also indicates 
that the phenomenon occurs at the same east-west sun 
angle each day, as shown in Figure 3-4. In addition, it 
should be noted that the sun angle at which this 
phenomenon takes place is the same for both GOES-8 
and 9. 

The peak magnitude as a function of sun declination is 
shown in Figure 3-5 for GOES-8. The peak transients 
are observed when the sun declination is the highest. The 
phenomena is observed for sun declinations of 
approximately 5 degrees or lower, which corresponds to 
the thermal snap season starting around September 7 and 
ending around April 4, for total of 210 days per year. 

4. SUN REFLECTIONS INTO IMAGER AND SOUNDER 

As described i n  section 1, the absence of a solar array on the north 
panel (-Y axis) was necessary to reduce solar reflections and radiative 
heat into the Imager and Sounder radiative coolers. The radiative 
coolers are mounted on the north panel (-Y axis) as depicted in Figure 
1-1 and are shielded from direct sunlight for angles up to a maximum 
of 23.5" elevation. Figure 4-1 provides an expanded view of the 
radiant coolers and the relative placement of the detectors. Power 
required to maintain detector thermal stability is monitored via the 
Imager and Sounder patch heater control voltage. The patch is an 
emitter on which the detectors are mounted and provides passive 
radiation cooling through direct space viewing. The patch is entirely 
shaded from direct sunlight for angles up to 26.1" elevation. The 
heater control voltage drives a proportional heater (maximum 0.4W at 
42 volts) to maintain the detectors at a constant temperature. The 
diurnal and seasonal variation of the control voltage is driven 
predominately by solar input. In general, as the external environment 
temperature decreases, the heater control voltage increases 
proportionally. 

During the time frame in which the solar mast is shadowed by the 
magnetometer boom, an uncharacteristic short term rise in the patch 

heater control voltage is observed. This higher frequency signature gives indication of an local environmental reduction 
of thermal energy into the radiative coolers. The increase in heater control voltage is present in both Imager and Sounder 
patch heaters and is approximately the same magnitude. The coincidentally occurring anomalies and relative local time 
corroborated the evidence that the rise in heater current could not be a result of a direct projection of the magnetometer 
boom shadow on the radiator coolers. Instead, the data suggests that the reduction of thermal input was the result of an 
independent heating mechanism. Given the relative alignment of the magnetometer boom with the solar mast and the 
relative local time, it was concluded the that projected shadow resulted i n  a reduction in the immediate thermal 
environment. 
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Figure 4-1: Radiant Cooler Expanded View 

The relative increase in the heater control voltage is shown to be dependent on solar declination. Figures 4-2 and 4-3 
provide a 1.5 hour time span worth of Imager and Sounder heater control voltage data, sampled every two weeks from 
DOY 245 to 357. The presented data was modified by subtracting the first data point to remove the relative bias while 
preserving the magnitude of the disturbance. The heater control voltage data, as did the yaw momentum data, 
demonstrates its dependence on spacecraft local time and solar declination. 



Figure 4-4 shows the predicted magnitude of the boom projection on to the solar mast as a function of DOY (solar 
declination). Analysis as described in Reference 1 has shown that by repositioning the magnetometer boom, the effects of 
shadow can be reduced or eliminated. Given the relative change i n  control voltage, height of the projected shadow, and 
power required to operate the proportional heater, a direct association with the radiative power of the solar mast can be 
assumed. At the maximum shadow projection, the decrease in radiative power onto each radiator cooler has been 
calculated to be approximately 0.01 4 Watts. 

Figure 4-2: Imager patch control voltage Figure 4-3: Sounder patch control voltage 

Figure 4-4: Magnetometer boom projection on solar sail 

5. CORRELATION OF EXPECTED DEFLECTIONS WITH ACTUAL DATA 

The flight data and error estimates were utilized to predict, with reasonable certainty, the angle and tip displacement of 
the solar mast. This was accomplished by utilizing the calculated shadow projection on to the solar mast shown in Figure 
4-4, the observed momentum exchange, and the moments of inertia and mass for the spacecraft and solar sail. 

Using the observed flight data and spacecraft geometry, the disturbance duration is calculated to be approximately 1400 
seconds. The maximum integrated magnitude of the disturbance, in terms of momentum, was observed to be 
approximately 0.01 1 Nms. Conservation of momentum states that the relative movements be proportional to the moment 
of inertia of the spacecraft and solar sail. Given the observed data points, a deflection angle and sail displacement for the 
maximum disturbance was determined to be 1.4" and 0.4 meters respectively. This calculation assumes the solar mast 
flex point is at the center of the projected shadow area. 
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6. CORRECTIONS USING REPROGRAMMING CAPABILITY 

A capability exists for both GOES-8 and GOES-9 to reprogram the existing flight software. One of the reprogramming 
elements is called the Spacecraft Motion Compensation (SMC). SMC utilizes a set of coefficients that can be loaded to 
the spacecraft and applies a correction to the instrument mirrors. Although this capability was developed specifically for 
an earth sensor stray light problem, it has the capability to compensate for any anomalous spacecraft motion at the 
instrument level. A set of coefficients for roll and pitch attitude profiles, as a function of Attitude and Orbit Control 
Electronics (AOCE) clock time, is loaded to the spacecraft each day. When this function is enabled. the AOCE will 
automatically compute a smooth profile from the uploaded coefficients and apply the compensation to the instruments at 
the specified time. 

A prototype of the SMC correction to compensate for the roll attitude caused by the boom shadow was tested on GOES-8. 
An engineering model of a ground software to generate SMC coefficients was developed. The ground software calculates 
the roll profile from filtered earth sensor data and maps the profile to the sun azimuth. The pitch profile is assumed to be 
zero. Then, the predicted orbit data is used to calculate the sun position for the following day, which in turn determines 
the appropriate AOCE clock time to apply the correction. 

1 eo, a 300 I 

Figure 6-1: Residual data during SMC test 

1 

Figure 6-2: Comparison of roll transient and residual data 
during SMC test 

A special test was performed on 5 Feb 1996, where line-of-sight stars and short frame landmark measurements from 
Imager and Sounder were used to measure the image navigation and registration performance using SMC. The results are 
shown in Figures 6-1 and 6-2. Figure 6-1 shows the residual error observed by the star and landmark residuals. Figure 6- 
2 shows the comparison of the roll transients as observed by the star and landmark residuals and the SMC signal used to 
compensate for the error. The error was reduced from 200 microradians to less than 50 microradians. 
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Figure 6-3: Residual data during SMC test (2) 
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Figure 6-4: Comparison of roll transient and residual data 
during SMC test (2) 
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In addition, the use of SMC was again tested in  March 1996 during normal operations. The results are shown in Figures 
6-3 through 6-6. On both days of the test, the error was reduced from 125 microradians (zero-to-peak) to 50 
microradians. 50 microradians zero-to-peak is within the normal scatter observed in the data. 
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Figure 6-5: Residual data during SMC test (3) Figure 6-6: Comparison of roll transient and residual data 
during SMC test (3) 

A proposal has been submitted to incorporate the SMC coefficient generation into operational ground equipment available 
at SOCC and incorporate the use of SMC for correction into normal operations. The ground software modifications are 
expected to be complete by the start of next boom shadow season in the fall of 1996. 

7. SUMMARY 

The disturbance '+~~cn.ed  around 14:30 SLT on both GOES 8 and 9 has been determined to be caused by the projected 
shadow of the . netometer boom onto the solar sail. The thermal discontinuity on the solar mast results in the 
deflection of the  ILL^. and an exchange of momentum with the spacecraft. This disturbance impacts the Image Navigation 
and Registration. The calculated spacecraft motion, caused by the disturbance, has been characterized over a season and 
has been correlated to the relative position of the sun to the spacecraft. Coupling with the solar mast's reflected thermal 
energy onto the radiative coolers has been demonstrated. The rise in patch heater control voltage maintains the patch 
temperature at the commanded setting which prevents degradation of the products. 

Reprogrammability has provided a mechanism for autonomous corrections by steering the mirrors appropriately. On orbit 
tests have successfully demonstrated that the spacecraft motion can be compensated by using the Spacecraft Motion 
Compensation function. 
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ABSTRACT 

The Earth Sensors on GOES-8 exhibit seasonal pointing errors in both the dual and single chord operating modes of 
the sensors. The erron were largely coinpensated for by a software patch uploaded to thc satcllite. The combination 
of detailed analyscs and laboratory test results established that the obscwcd crror signatures are the result of stray 
solar radiation. Thc nalure of tlic stray radiation paths giving rise to thc scasonal crrors is such that only the most 
significant stray path ivas eliniinatcd in the GOES-!, 1~7rdware. Tllc Earl11 Sensors on GOES-9 show significantly 
improvcd pointing pcrfomiancc ovcr GOES-S. validating the origin of thc most significant e m r  source in the 
GOES-8 Earth Sensors. Low Icvcl seasonal pointing errors arc observed. as ehqxcted, in the GOES4 Earth 
Sensors. These errors again are effcctivcly conipcnsatcd for by an additional sofl\~~an: patch developed to permit 
satisfactoy single chord Earl11 Sensor operation. The operating principles of the Earth Sensor are described. On- 
orbit data of the seasonal anomalies are prcsentcd for both thc uncompensated and compensated hardivan: and 
operating modes. 

Kcgwords: earth scnsors. stny light. GOES. singlc chord. dual chord 

1 ,  INTRODUCTION 

The earth sensors (ESs) on GOES provide attitudc rcfcrcnce 111 two ~ Y C S  (pitch and roll) for both t m f c r  orbit and 
syncluonous orbit opcrariom. Two ESs arc proi,idcd pcr sp;icecraft for rcdundancy. Each sensor IS onentcd toward 
the earth such tlmt its mirror scans East-West (E-W) about thc spacccrnft pitch axis and the earth radiance is reflected 
onto two dctcctors A and B. wlwe thc two ficlds of \ k i v  (FOV) arc she\\ n as scan A and B in Figure 1-1. 
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Figure 1-1. Earth Sensor Scan Geometry Relative to Spacccraft and Earth 

The sensor is comprised of an optical assembly and an electronics assembly. These assemblies are housed in a 
single package separated by a thermal control plate which maintains the dctcctors at a fixed temperature and 
minimizes thernial structural distortions. An alignment cube mounted on the housing (and flown with the 
spacecraft) provides an accurate and repeatable alignment reference during installation and test. Thc optical assenibly 
includes the scan mirror assembly and the telescope assembly. 

The telescope assembly consists of an  objective lens, a bandpass filter. two detectors, and preamplifiers. The 
detectors are thermistor bolometers bondcd to a thin immersion lens. The dclcctors are oriented such that their 
fields are coincident in the E-W direction and are separated by 12.3" in the N-S direction. The sensor detectors have 
an instantaneous FOV (nominally) of 1.65" square. The sensor responds to the 14 to 16 nucrometer C 0 2  
absorption band of the earth. This band of wavelengths ensures minimal cffca on sensor signals due to radiance 
variations of the atmosphere. 

The signal from each thermistor bolometer detector is differentiated. amplified. and then tlircshold detected. The 
threshold detection method uses an adaptive slope threshold technique in order to reduce the error caused by the 
radiance gradient across the earth. This teclmique uses only the space to earth crossing of the detector outputs. By 
adding optical encoder pulses from the space-to-earth crossing to nurror center and subtracting those from mirror 
center to the earth-to-space crossing, a signal proportional to the attitude error in pitch is obtained. By averaging 
output signals from two complete cycles, noise errors and the errors due to radiance variation, gain changes, 
bandwidth changes, and threshold drifts are Educed. For the roll asis, pulse trains between space-to-earth and earth- 
to-space crossings are combined for both detector circuits and the roll error calculated from the difference in these 
pulse trains. 

Each ES has two commandable operating modcs. normal mode and acquisition mode, which determine the scan 
width of the sensor. Normal mode provides lo\\ noise for an on-orbit and station keeping modes. The scan mirror 
scan amplitude is 212.5" in normal mode. In acquisition mode. the scan amplitude is 225".  

The ES hiis the ability to collcct data from a single detector. in what is known as single chord operation, in order to 
reduce errors due to intrusion of a suidmoon target upon one of thc sensor scans. Singlc chord operation is brought 
about either by automatic inhibition or by inanually comnlanded inhibition of the scan which has been corrupted by 
a surdmoon target. Automatic scan inhibition is provided by internal ES logic; no operator input is required. If 
neither ES scan is inhibited and the sudmoon enters a detcctor scan FOV, a target check circuit detects an 
additional space-object crossing and the appropriate detector will automatically be inhibited. This causes the 
affected detector data to be rejected and replaced by a standard chord. Pitch infonnation is then calculated from the 
u d e c t e d ,  "active" detector. and roll infonnation is calculated by comparing tlic usable detector signal to the 
standard chord. Automatic inhibition of ES scans may occur while the sensor is in either normal mode or 
acquisition mode. Upon exit of the sudmoon targct from tlic ES FOV tlic sensor will rcvcrt to the previous dual 
chord operation 
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The ESs on GOES-8 exhibit seasonal pointing errors characterized by similar response in both the dual (normal) and 
single chord operating modes of the sensors. The ESs on GOES-9 show significantly improved performance over 
GOES-8, largely as a result of hardwarc modification. Software patches uploaded to both spacecraft also 
significantly contribute to improved performance. The following sections describe the anomalies and their 
resolution. It should be pointed out that the principal historical application of the type of Earth Sensors used on 
GOES was for communication satellites which have relatively modest requirements as opposed to GOES which is a 
demanding application. 

2. GOES -819 EARTH SENSOR C HARACTERISTICS 

As discussed in Section 1, the GOES earth sensors exhibit errors that have been attributed to thermal, stray light 
and dual-to-single chord transition sensor characteristics. Over the past two years, these error sources have been 
comprehensively characterized for both GOES spacecraft in order to develop effective error compensation techniques. 
Figure 2-1 shows the maximum observed magnitudes for repeatable known earth sensor error sources. While the 
thermal and single chord transition errors appear to be diurnal characteristics, the stray light errors such as the 
bahving/winglet and the bevel have a direct correlation to sun declination. The occmnce of specific stray light 
effects is shown as a function of sun declination in Figure 2-2. 

Normal on-orbit operations are conducted with the earth sensor configured in dual scan mode. An example of 24 
hours of dual scan earth sensor data is shown in Figure 2.1-1. Most of the lower frequency movements shown in 
the figure (primarily in roll) result from instrument mirror movements and housekeeping activities. In the dual scan 
configuration, the high fkequency RMS noise of the normal earth sensor telemetry has been measured at 
approximately 0.005' for GOES-8 and about 20% higher on GOES-9. A comparison of GOES-E; and GOES-9 
noise characteristics for a selection of earth sensor modes are shown in Table 2.1-1 (ES 2 is currently selected for 
control for both GOES-8 and GOES-9). 

Table 2.1-1 ES Rh4S Noise Characteristics 

Sensor Mode Standard Deviation (degrees), 1 (T 

Roll Pitch 

GOES-8 ES 1 Normal Dual Scan 0.00523 0.00564 

GOES-8 ES 2 Normal Dual Scan 0.00436 0.004 5 5 

North Scan Inhibit 0.00573 0.0062 1 

South Scan Inhibit 0.00657 0.00707 

GOES-9 ES 1 Normal Dual Scan 0.00564 0.00520 

GOES-9 ES 2 Normal Dual Scan 0.00539 0.00557 

North Scan Inhibit 0.00800 0.00740 

South Scan Inhibit 0.00770 0.00723 

Acquisition 0.00920 0.00842 
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During lunar and solar scan intrusions, the alrectcd Earth Sensor (ES) scan is disablcd for the duration of the 
intrusion. During the transition from tlic dual to single chord. a step oExt is observed in pitch earth sensor 
telemetry. The offset biases used for dual and single chord operations werc fully chancterizcd during the post-launch 
test periods for both spacecraft and are summarized in Table 2.1-2. 

Table 2.1-2 Measured ES Mode Biases (for the Controlling ES) 

Sensor Modc Offsct Bias (degrees) 

Roll Pitch 

GOES-9 ES 2 Nomial Dual Scan -0.010 -0.110 

North Scan Iillubit -0.010 -0.087 

South Scan Inhibit -0.010 -0.133 

GOES-9 ES 2 Normal Dual Scan -0 .OG 5 -0.0 50 

North Scan Inhibit -0.065 -0.045 

South Scan Inhibit -0.OG5 -0.055 

I 

The dual scan pitch biases shown in Table 2.1-2 reprcscnt rcquircd pitch offsets lo align instrument nadir. The step 
offsets to compensate for the transition errors are represcntcd by the differences betwen the dual and single chord 
pitch biases. The roll biases, unaffected by ES niodc changes. are uscd to align the spacecraft momentum vector to a 
position normal to the ES pointing scctor 

2,2 Thermal Distortion 

Post launch testing concludcd that GOES-8 and GOES-9 earth scnsors cxpcricnce pointing errors in both the roll 
and pitch axes. These pointing errors. specilically those induccd by single chord operations, disturb Image 
Navigation and Registration (INR) (Ref. 1) long term and short t c m  pcrfomnce. Software and operational 
modifications to alleviate the impact of these disturbances have becn successfully implemented and have virtually 
eliminated the repeatable error. Non-repeatable coniponcnts. manifcsred in the Earth's atmosphere. such as clouds 
and radiance gradients rcmain uncorrectablc via autonomous mctliods. Real-time adjustments. uplinked to the 
spacecraft, maintain the system level pointing requircmcnt. 

Structural distortion results in a diurnal migration of thc canh sensor-to-rnonlentunl wheel alignment. This type d 
thermal distortion is not perceived as a system Icvel pointing problcni since the disturbance is slow and repeatable, 
and is easily compensated for with on-board mirror correction namely Image Motion Compensation (IMC). The 
structural distortion has been amlyzcd with respect to different on board sensors. mainly thc Imager. Sounder and 
redundant earth sensor. Figure 2.2-1 shows tlic Iniagcr diurilal roll profile for two sep'mte days. The data 
represents diurnal spacecraft niotion with respect to thc Imagcr. Thc two profilcs were obtained using different earth 
sensors for control. Figure 2.2-2 shows the Imager diurnal pitch profiles for the corresponding days. The plot shows 
a sigruficant change in pitch profile centered around spacecraft midnight. This variation is likely the result CE 
thermal distortion in the earlh sensor, which translatcs to pointing ct-rors. Figures 2.2-3 and 2.2-4 repnsent the 
difference between the two Imager roll and pitch profilcs, rcspectivcly. The diurnal variation, as seen by the Imager, 
is corroborated by ObSCNatiOns with the redundant earth sensor. Figure 2.2-5 shows telcnietered dual chord &ita 
from the redundant earth sensor with thc controlling earth sensor also in dual chord. This plot. which represents 
distortion differcnce bchvcen the tu'o earth scnsors. shou,s that thc thcmial distortion along the roll asis an: similar, 
while pitch distortion is different. The niagnitudc of thc pitch diffcrence as secn by tlic earth scnsor (z 0.03') 
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correlates well with the Imagcr pitch profile cIiEcrence. Since Ihcse two difference plots agree. i t  can be reasonably 
assumed that pitch error as seen by tlie Imager is not a tliennal distortion of the Imagcr but rather that of the earth 
sensor. 

Earth sensor tliemial distortion 'and non repeatable error soiirccs produce attitude pointing errors. These error 
sources are magrufed during singlc chord opcrations. Tlie standard chord variations created urucccptable pointing 
errors incurred by scan inlubit (single chord) operations. Operationil and flight soii\vare ckmges virtually 
eliminated the repeatable emr sources and have diminish tlic impact of the non-repcatable portions. While the 
impacts of tlicmial distortion Ins been rcduced. indisputable evidencc. pinpointing tlie individual error sources and 
its components Iuve not been accomplished. Thc spacecmft's bascline configuration required frequent mirror 
adjustments to maintain pointing within INR spccfication. Figure 2.2-6 provides the measured profiles for the 
repeatable error sources contributed by eccentricih and system thcmial distortion. Non-repcatable cmr sourccs 
rcmain unpredictable and are largely a function of cloud and radialice variations resident in  tlie Earth's upper 
atmosphere. Repeatable contributions <arc compcnsatcd for. via rcprognniability. using the profiles provided in 
Figure 2.2-6. The summation of these profiles is applied in tlie roll direction, with the sign rcversed for the north 
and south chord inhibit modes. Thermal and ecccntricily corrcctions are uplinked to the spxecraft in the form cf 
Fourier and orbit coefficients respcctively. Autonomous reprogram logic allows tlie compensation to be applied, to 
tlie mimrs, at the appropriatc tinic. Thermal and eccentricity crror sources mainly affcct tlie roll component and are 
coincidcntally compensatcd. Pcrfomiancc is provided via the landmark and star residuals. 

Non-repeatablc error sources prcscnt in both tlic roll and pitch ascs arc compcnsatcd for v i t h  tn'o different methods. 
Pitch errors arc obscrvable. i n  earth sensor data. immcdiatcly folloning switch to singlc chord mode. A real time 
estimator, implcmenled i n  rcprogram. estimatcs the pitch crror and providcs an autononious signal for mirror 
compcnsation. Roll and yan. crrols arc detcctablc. on tlic ground. via 1;indmnrk and star sense rcsiduals. and arc 
compcnsatcd via additional IMC sct uplink. Roll and yaw non-rcpcatablc c m r  sourccs are autonomous via ground 
detection but requirc user intcncntion for correction. Rcprograniability of the flight softwan: has provided a method 
for autonomous corrections. Error correction is measured via Iniagcr and Sounder obscnations and onboard 
conipensation signals. The 
implementation of the reprograin singlc chord corrcction has incrcascd the quality of the products and reduced the 
burden on operations. Only the non-rcpcatable roll contribulions rcstnin total corrcctions. 

The obsenied residuals indicate good corrclntion between the two signatures. 

2.3 Batwinp / Winelet 

On GOES-8. an earth sensor anomaly was obscnred around suninicr solsticc. wluch latcr was nanied "batwing" 
anomaly. The origin of tlic batving has bccn shown by ;inal!*sis lo bc duc to oul of ficld stray solar radiation which 
has a sneak path to the dctcctor. A typical spacccraft rcsponsc to tlic batwing is shown in Figurc 2.3-1. Thc main 
dif'rcrencc in roll and pitch attitudc is duc to tlic diTfcrcnt control loop banduidtli of thc roIl/yaw and pitch loops. 
The pitch attitude transients are typically t v k c  that of roll tmnsicnts. \vIicrc the pcak attitude transients during the 
summer batwing season an: 650 niicromdians in roll and 1400 microradians in pitch. In addition. similar but 
attenuated attitude tmnsicnts arc obsewed around wintcr solstice. The pc,ak transients during tlus period are 300 
microradians in roll and 650 microradians in pitch. An analysis of tlic flight data indicates that the bahving is a 
function of the sun position willi respect to the carth sensor. Thcrcforc. tlic spacecnfi attitudc can be dctcmuned 
given the sun position. Tlic cstiniatcd spacccraft attitudc as n function of thc sun angle is summarized in Figure 2.3- 
2. The suninicr batwing is obsencd for north-south siiii anglcs grcatcr than 17.1 dcgrecs and winter batwing is 
obsenrcd for angles lcss than -19.9 degrees. Tliercfore, suninicr batwing is in clfoct for approsiniatcly SS days p r  
year and the wintcr batwing is i n  cffccl for approsimatcly 65 days pcr !'ear. The wintcr batwing is believed to bc 
causcd by an indirect rcflcctcd sm!f lighl rcsulling i n  ;utirnde Iransicnls approsimatcly onc half tliosc of tlie suninier 
batwing. 

For GOES-9. the sneak path of tlic stray liglit \\.as largcly climinated by a hard\v'?ll: fis. The residual error was 
namcd "winglet" anomaly. Tlic attihidc tmnsicnts are on tlie ordcr of 50 microradians in roll and 100 nucrondians 
in pitch during tlus phenomena. which occurs around the same time GOES-8 suninier batwing is obsewed. This 
effect is not obsewcd during the GOES-S wintcr batwing periods on GOES-9 and is e?rpected to be completely 
eliminated by a hardisarc fix in tlic subsequcnt satcllites in thc scries (GOES-K. L. M). 

For GOES-8 batwing. the rcprognmniing function of Ihc Attiludc and Orbit Control Elcctronics (AOCE) \vas used 
to provide Spacecdr Motion Compcnsation (SMC). \\,hicli corrccts for tlic spacccl-;lft motion at the instmment 
mirrors. Tlie SMC providcs thc corrcction to tlic mirrors from a sct of irploadablc cocflicicnts. from wluch roll and 
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pitch compensation profiles are calculated as a function of the AOCE clock time. The SMC coefficients, which are 
uploaded daily during the batwing seasons, are determined on the ground from a table of spacecraft attitude as a 
function of the sun angle and sun angle position for that day. Typical SMC performance, as measured by the star 
and landmark residuals, is that (uncorrected) attitude errors of 650 microradians in roll and 1100 microradians in 
pitch are reduced to less than 100 microradians. 

2.4 Bevel 

The bevel effects are observed on both GOES-8 and 9 two seasons per year, for total of approximately 100 days. 
There is a strong evidence that the origin of the anomaly is the result of solar radiation reflecting off a 
beveled surface in the earth sensor. A typical earth sensor and momentum telemetry during the bevel is shown for 
GOES-9 from day 306 in Figure 2.4-1 and typical roll attitude transients are shown in Figures 2.4-2 and 2.4-3 for 
GOES-8 and 9, respectively. As the figures indicate, the resulting attitude transients during the bevel are similar in 
magnitude and frequency content for GOES-8 and 9. The peak transients observed during the bevel seasons are 100 
microradians in roll and 200 microradians in pitch. An analysis indicates that the bevel phenomena affects only one 
of the two chords of the earth sensor, therefore, this effect can be eliminated by commanding the earth sensor into 
single chord. This concept is used operationally on both GOES-8 and 9 during the bevel seasons and has shown to 
totally eliminate the effect, as shown in Figure 2.4-4 for GOES-9 on day 307. 

3. ANOMALY MVESTIGATIONS - RAY TRACING AND LABORATORY TESTS 

The on-orbit anomalies described above were unexpected because performance analyses had put limits on the amount 
of stray (out-of-field) radiation that would adversely affect Earth Sensor pointing performance. The laboratory 
acceptance test levels were established based on these predictions. 

The seasonal nature of thc Earth Sensor anomalies on GOES-8 suggested a strong correlation with sun declination. 
Two parallel paths were rdi.:en to uncover possible contributors to the anomalies. Historical FOV mapping data was 
processed (summed) to enhance any signatures that might have been below the detection (acceptance) level. These 
analyses did indeed show the presence of two stray radiation signatures, referred to as the batwing and bevel effects, 
respectively, which could be associated with specific sun declinations. Figure 3-1 shows an example of FOV data 
processed to enhance any stray radiation signatures. The horizontal axis corresponds to sun declination (north- 
south, degrees) and the vertical axis to its east-west motion(degrees). The contour lines represent signal level 
normalized to the bolometer signal (channel 1 shown at 0" N-S and 6" E-W. The summer batwing signature is 
shown at approximately 21" N-S and 16" E-W, the winter batwing at -23" N-S and 14" E-W, and the bevel 
signature at 17 N-S (extending over a range of approximately 18" E-W). 

In parallel, a detailed ray trace analysis was performed to uncover possible stray radiation paths which had the key 
characteristics of the anomalies, viz., signals present on both bolometers for the batwing effect but present only on 
one detector (and on a different detector depending on the sun declination) for the bevel effect. The ray trace 
analyses were successful in uncovering indirect stray radiation paths responsible for both anomalies and, 
additionally, put a bound on the duration of the respective seasonal occurrences. Figures 3-2 and 3-3 show the my 
trace spot diagrams of the stray radiation paths projected into external space for the winter and summer batwing 
effects, respectively. Figure 3-4 shows a representative ray trace spot diagram for the bevel effect (positive sun 
declination). These angles correspond to the sun's position; the seasonal predictions are in excellent agreement with 
the on-orbit data shown in Fig. 2-2. As a result of these studies and additional radiometric analyses, the 
requirements on the FOV mapping test were modified and the sensitivity of subsequent FOV mapping tests was 
improved. 
The batwing effect observed on GOES-8 was largely eliminated for GOES-9 by a hardware modification before 
launch, as determined from GOES-9 on-orbit performance, validating the origin of the effect. The residual batwing 
effect (winglet) noted on GOES-9 is not expected on subsequent satellites as a result of improvements made in the 
design and implementation of the retrofit hardware since GOES-9. 

A hardware modification to eliminate the bevel effect was not attempted for GOES-9. Efforts on a hardware retrofit 
to eliminate the bevel effect using the Engineering Model were not completely successful. The approach taken was 
based on ray trace analyses, hardware modification and testing. Residual signatures were observed which could be 
explained by stray paths in1.d diffraction effects introduced by the hardware modification. These results, coupled 
with the success of thc single chord patch and the consistent signature of the bevel effect led to the decision to 
discontinue the hardware retrofit activities and to rely on the software patch solution. 
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The origin of the single chordthermal anomaly is still unknown. As of this writing, diagnostic ThennaWacuum 
tests are planned on GOES-K in order to gain insight into the mechanism responsible for the effect. It should be 
pointed out that, as a result of its thorough characterization and repeatable nature, the effect is satisfactorily 
compcnsatcd by a software patch. 

4. SUMMARY 

The origin of seasonal pointing errors in the GOES -8 and -9 Earth Sensors have been characterized and effectively 
eliminated by a combination of software and hardware fixes. The origin of a diurnal anomaly has not been 
identified. This anomaly is effectively accommodated by a softwarc solution. These solutions have resulted in 
considerably improved ES performance. 
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GOES-9 Autumn Bevel Test 
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ABSTRACT 

The dynamics of Geostationary Environmental Operational Satellite4 is simulated using an articulated, flexible, 
multibody dynamics model. Thc solar array on this spacecraft is flexible, and is articulated with a steppcr motor. Thrcc 
stepping configurations are available: a 0.007” single step every 1.69 seconds, and two double stcpping options that 
were provided in order to deadbeat the solar array oscillations. In this paper. models that are commonly employed for 
simulating the dynamics of spacecraft with flexible appendages are reviewed and the advantages of the present model 
over other methods are emphasized. Simulation results show good agreement with the flight data when orbital 
environmental effects are accounted for. This study has significant implications for both the design and dynamic 
modeling of articulating, flexible solar arrays attached to the spacecraft, especially when payloads such as thc Solar X- 
ray Imager with tight pointing requirements are to be located on the solar array. The implications are: i )  appropriate 
dynamic models must be employed, ii) the solar array actuating device must be such that vibrational modes of the 
array arc not excited, and iii) conservativc damping estimates must be used when empirical values are not available. 

1. INTRODUCTION 

Geostationary Environmental Operational Satellite-8 (GOES-8) was launched on April 13, 1994. The GOES-8 is a 
spacecraft in the GOES/I-M series, with all thc spacecraft having thc same kincmatic structure and possessing similar 
mass properties. GOES-I was rcnamcd GOES-8 after launch. The spacecraft, shown in Figure I ,  has an articulating 
solar array that is driven by a stepper motor, with a single step corresponding to a 0.007 degee  rotation, occurring 
cvery 1.69 seconds. Two double stcpping profiles, described in Section 4, are also available. The double stepping 
profiles arc selccted with the objective of dcadbeating the solar array oscillations. 

A Solar X-ray Imager (SXI) is to be flown on GOES-M scheduled for launch in 1999. The SXI is currently being 
accommodated on the yoke of the solar array. The solar array has four component fixed-free vibrational modes with 
frequencies below 2 Hz. Of these, the first torsional mode is the one that is expected to be excited most by the 
constant stepping of the solar array drive motor, thus affecting the SXI’s performance. This necessitated the 
dcvclopment of an appropriate model to characterize the dynamic environment under which the SXI must operate. 
Consequently, a model is developed for predicting the SXI jitter, and is validated by comparison with thc flight data of 
GOES-8, one of the predecessors to GOES-M. In addition lo a flexible solar array, GOESII-M spacecraft also consist of 
a flexible solar sail that is rigidly attached to the north side of the spacecraft, and a magnetometer boom. The solar 
sail has five component fixed-free vibrational modes below 2 Hz. 

Simulation results obtained using the articulated multi-flexiblc-body dynamic approach arc presented in this 
paper. This approach is revicwed in this papcr and is contrastcd with other dynamic models that are routinely 
employed in  the space industry. The salient featurc of the present approach is that it enables the correct modeling of 
an articulating flexible solar array as well as a non-articulating flcxiblc solar sail, and a rigid spacccraft bus. The 
spacecraft system is asscmblcd from componcnt body models which are obtained using a finite elcment approach. The 
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effects of the baseline single stepping profile and that of one of the two double stepping profiles described in Section 4, 
were investigated. Simulation results were compared with the flight data for day 103 of 1995 for the single stepping 
case, and for day 102 of 1995 for the double stepping case. The results of this study provide an understanding of the 
jitter environment the Solar X-ray Imager on GOES-M is expected to experience. 

After a successful comparison of the simulation results with the flight data, a design issue and an analysis issue 
are addressed. The design issue corresponds to the selection of an actuating device for the articulation of the solar 
array. The analysis issue concerns what levels of damping must be employed in analyses for the GOES/I-M 

2. SPACECRAFT DYNAMIC MODELS 

The spacecraft dynamic models employed in the space industry can essentially bc divided into four types. They 
are: i) a decoupled rigid body and flexible body model set, shown in Figure 2a, ii) a one-way coupled model in which 
only the rigid body (attitude) dynamics affects the flexible body dynamics, as shown in Figure 2b, iii) a complctcly 
coupled model in which the attitude dynamics and the flexible body dynamics interact with each other, as shown in 
Figure 2c, and iv) a coupled model for spacecraft with articulated flexible appendages, with a block diagram similar to 
that in Figure 2c. Note that the first three models require a flexible body model for the entire spacecraft, not just for 
the flexible appendages, where as the last model requires flexible body models only for those bodies that arc 
considered to be more flexible compared to other bodies. The salient features of these dynamic models are described 
next. 

Model I: The uncoupled one body model: In this model, the attitude and vibrational dynamics are simulated separately, 
and the results are simply superimposed. Using the foIlowing definitions, 

UR 
UF 
0 

Rigid body mass matrix, 
Mass matrix corresponding to flexible motion, 
A column matrix of generalized coordinates representing rigid body degrees of freedom, 
A column matrix of generalized Coordinates representing vibrational degrees of freedom, 
A column matrix representing linear and nonlinear terms in rigid body generalized coordinates and their time 
derivatives, 
A column matrix representing linear and nonlinear terms in generalized coordinates and their time derivatives 
associated with the vibrational degrees of freedom, 
External excitations to rigid body motions, 
Inputs exciting the vibrational motion, 
A null matrix of appropriate dimension, 

with a solid dot over a variable denoting differentiation with respect to time in the inertial frame, this model can be 
expressed mathematically as: 

Note that a coupling between the two sets of equations does not exist either through the mass matrix or through the 
nonlinear terms. The simulations can occur sequentially, and not necessarily on the same computer either. Thcre are 
conditions under which this model is valid. A spacecraft with fixed-wing solar arrays or solar sails and modeled with 
free-free modes belongs to this category. In such a system, due to the orthogonality of the system free-free flexible 
modes to the rigid body modes, no coupling exists between the rigid body and vibrational motions in a linear system 
model'. If fixed-free flexible modes are used, however, Models I1 or 111 must be employed.; otherwise an incorrect 
model will result. Rigid body attitude dynamics models alone are employed for analyzing Attitude Control System 
(ACS) designs where the objective is to study long term effects. In fact, ACS studies often ignore the vibrational 
dynamics altogether because 24 hour simulation runs with included flexible body dynamics would requirc long 
simulation times. In addition, the ACS bandwidth is typically much smaller than the lowest natural frequency. 

Model 11: One bodv model with one wav coupling: In this model, only the rigid body dynamics affects the vibrational 
dynamics. However, in contrast to Model I, the dynamic equations must be solved togcthcr with the flexible body 
equations. The final results arc .uperimposed to obtain the jitter in spacecraft attitude. The mathematical model for 
this case is: 
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where M,, denotes the coupling in the mass matrix between the rigid body and elastic motion variables, S=[$  $1' 
and T denotes transpose. This case arises when fixed-free modes are employed for modeling the flexibility, but the 
attitude motions are solved independent of the vibrational dynamics. Numerical simulations using this model will 
require considerably longer times than Model I. Although some interaction is considered between attitude and 
vibrational dynamics, this interaction will vanish when free-free flexible modes for the entire system are employed. 

Model 111: One body model with complete coupling: This model considers the complete interaction between the fast 
(vibrational) and the slow (rigid body) dynamics. Once again, this model will be identical to that in the previous two 
cases for the linear case when free-free flexible modes for the entire system are employed. Mathematically, 

T where MRF = MFR. Notc that GR and G, can now contain both linear and nonlinear terms, and can include rigid body 
as well as elastic displacements and velocities. Thus, the coupling is not only through the mass matrix but also 
through the remaining terms in  Eq. (3). 

SpacecrafL, including all the rigid and flexible appendages, is needed for analyscs in cach casc. This is typically a 
finitc clement model set up in finite element software such as NASTRAN. For the casc of free-free component modes, 
the numerical simulations (transient analyses in NASTRAN parlance) can even be run using NASTRAN, although it is 
cumbersome to do so. ii) The types of flexible modes (with free-free or fixed-free end conditions, for example) to use 
for modeling flexible body dynamics is an issue that has undergone much discussion in the litcraturc and has been 
again addressed recently'. iii) The discussion thus far has been limited to fixed-wing spacecraft (no articulation of 
appendages, rigid or flexible). 

Three points must be noted with respect to the three models described above: i )  A one-body modcl for the entire 

Model IV: A coupled model for spacecraft with articulated flexible appendanes: Earth-pointing spacecraft typically 
have articulating solar arrays. These solar arrays are flexible, and articulation of these appendages excites the solar 
array vibrational dynamics resulting in jitter in spacecraft attitude. Articulated, flexible body systems can also be 
found in manipulators, robots, space station, machinery, and so on. These systems cannot be modeled using the 
techniques presented in Models I - 111 and require special methods such as those presented in References 3-5. The 
main reason is that different articulation angles between adjoining bodies result in different vibrational frequencies and 
mode shapes. For example, in the casc of GOES-8, as will be shown in the numerical examples section, the jitter 
pattern in the roll and yaw of the spacecraft switch every quarter orbit due to the fact that the solar array undergoes a 
full rotation every orbit. In addition, if the rigid body velocities are significantly large, the nonlinear Coriolis and 
centrifugal forces arising due to these fast and large overall motions can be modeled using only this approach. 

In the multibody approaches3", component flexible body models are employed to synthesize the system dynamics 
model. The advantage of this approach is that the analyst can determine which component body needs to be modeled 
as a flexible body. For example, in  the case of GOES-8, the bus can be modeled as a rigid body while thc solar array 
and the solar array must be modeled as flexible bodies. The mathematical modcl for this case is similar to that in Eq. 
(3), with the equations for the articulating degrees of freedom also appearing. 

Recognizing that the applicability of the first three models is limitcd to spacecraft that contain only non- 
articulating appendages, in the case of spacecraft such as GOES-8 with articulating flexible solar arrays, dynamic 
analyses are performed typically for a few different but fixed orientations of the solar array. Consequently, in thc 
articulating appendage cases such analyses omit the transition between those orientations. Note that the underlying 
assumptions behind dynamic models are often not stated explicitly and this can indeed lead to confusion regarding who 
has a better model or which results are more believable when comparing results from different models. 

It will be shown using the flight data that i n  the case of GOES-8, the persistent disturbance on the spacecraft is 
due to the articulation of the solar array, and in particular due to the stepping process. As a result, modeling the 
transition between different solar array orientations, even if they are only 0.007 degrees (onc single step for thc steppcr 
motor) apart, and its effect on the spacecraft attitude, is paramount for any model validation. An articulatcd, flexible 
multibody dynamic model that also models the stepping process so that the effect of stepping can bc studicd was 
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developed and presented in Ref. 6. A brief description of the dynamic model for the GOES-8 spacecraft is presented 
below. The details for larger systems can be found in References 3-5. 

3. GOES-8 DYNAMIC MODEL 

As stated earlier, there are two main reasons due to which the first three dynamic models described in Section 2 
are not suitable for predicting the jitter in the spacecraft attitude. The first one is the fact that the solar array is indeed 
not rigidly fixed to the spacecraft but is articulating at an average rate of 360" every 24 hours. The second one is that a 
single flexible body model for the whole spacecraft in an on-orbit, deployed configuration and for any fixed orientation 
of the solar array, is not available in the entire GOES program. The spacecraft bus is modeled as rigid in analyses 
involving deployed configurations. 

The GOES-8 dynamic model presented in Ref. 6 and reviewed here belongs to the Model IV category and can be 
derived using any of the approaches in Refs. 3-5. The salient features of this model are: i) the spacecraft bus is 
modeled as rigid, ii) the solar sail is modeled as a flexible body that is rigidly attached to the spacecraft bus, iii) the 
solar array is modeled as a flexible body that can articulate with respect to the spacecraft bus, iv) finite element 
descriptions of component body fixed-free modes are used for modeling the flexibility of the solar array as well as the 
solar sail, v) the first seven modes are used for the solar array and the first five modes are used for the solar sail, and 
vi) the magnetometer, owing to the fact that its first natural frequency is larger than twice the largest of the above 
modeled component frequencies, is modeled as rigid and as rigidly attached to the spacecraft bus. The actuation of the 
stepper motor is modeled by a PD controller: 

u = - [d (e - ii) + 2LQ e] 1,(2,2) (4) 

where u is input to the solar array articulation degree of freedom, 1,(2,2) is the (2,2) element of the inertia tensor I ,  for 
the solar array in its own body frame, S2 is the natural frequency in radianskecond, 5 is the damping ratio, 0 is the 

angle between the solar array and the spacecraft body frames about the spacecraft pitch axis, 8 is the desired angle 
which is stepped up 0.007 degrees every 1.69 seconds, and 6 represents the articulation rate. 

A result of employing component body models for modeling the flexible body dynamics is the need to compute 
the modal coupling terms'. These terms describe how the rigid body and flexible motions are coupled in the model. 
Let the elastic displacement of the solar array be modeled using the assumed modes method' as: 

N 

where represents the location of a generic point on the solar array with respect to a selccted coordinate system, Y(1,t) 
represents the spatial as well as time dependent elastic displacement having x, y and z components, t denotes time, &, 
represent the spatial dependent mode shapes, q,(t) denote their time dependent amplitudes and N denotes the number 
of' modes used. The modal integrals to be computed are: 

representing the modal linear momentum coefficients, and 

representing the modal angular momentum coefficients. These coefficients denote how rigid body motion and elastic 
motions affect each other, and are computed for each elastic body in its own body frame. Note that each of the 
coefficients in Eqs. ( 6 )  and (7) have x, y. and z spatial dependence and in addition are associated with each of the 
flexible modes. These coefficients can be calculated via NASTRAN DMAP sequences* or by using other algorithms 
outside NASTRAN'. The modal mass and stiffness matrices complete the flexible body modeling. The complete 
component body data for the solar array, solar sail, and the spacecraft bus are given in  Ref. 6. 

The model thus set up is of the form shown in Eq. ( 3 ) .  The model in Eq. (3) can be numerically integrated to 
obtain time histories of various variables. The eigenvalue problem for a linearized version of the system in  Eq. ( 3 )  can 
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also be solved to obtain the system frequencies. It must be emphasized that although component flexible body data is 
used, the synthesized GOES-8 model may have system characteristics that are entirely different from component body 
characteristics. One may find that some or all of the component frequencies have undergone significant changes. Let 
us refer to the results for GOES-8 summarized in Table 16. 

The first column in Table 1 lists the component flexible body. The second column characterizes the modcs as 
Out-of-Plane (OP) bending, In-Plane (IP) bending. or Torsion (T). (Plane refers to the plane of the undeformed solar 
array.) The component frequencies for the first seven modes for the solar array and the first five modes for the solar 
sail are shown in the third column. The frequencies obtained from the synthesized model for GOES-8 for a particular 
orientation of the solar array arc shown in thc fourth column. Finally, the system frequencies obtained from a one-body 
finite element analysis in NASTRAN for the same fixed orientation are tabulated in  the last column. 

We observe from Table I that the system frequencies are higher than component body frequencies. This is due to 
the fact that the component body models consider a fixed-end condition at the interface between the flexible body and 
the spacecraft. However, that interface is fixed only with respect to the bus and moves with the bus. This represents a 
relaxation of a constraint and thus the frequencies increase’. However, the percentage change in a frequency depends 
on how much such a relaxation will affect the end condition. For example, the IPl frequency is affected much more 
than any other component body frequency for thc solar array. In fact, it will be shown in the next section that this 1P1 
mode of the solar array plays a pivotal role in GOES-8 vibrational dynamics. The torsional mode T1 is not affected 
because the spacecraft inertia about the pitch axis is so large that the interface between the solar array and the bus 
reprcsents almost an inertially fixed end condition. 

We also observe from Table 1 that the same solar sail component frequencies get transformcd into different 
systcm frequcncics. The percentage increases in OP2 and OP4 modal frequencies at the system level are higher than 
those for the OP1 and OP3 frequencies, respectively, for the solar sail. This is due to the fact that the spacecraft 
inertias for the direction affecting the OP2 and OP4 modes are lower than those for thc direction affecting the OP1 and 
OP3 modes. The torsional mode TI for the sail is not affected for the samc reason given in the previous paragraph. 

Note that as the orientation of the solar array with respect to the spacecraft bus changes the system frequencies 
shown in the fourth and last columns also change. The results in the last column are for a one-body model, presented 
in order to provide a measure of authenticity for the results of the articulated, flexible multibody dynamics niodcl. 

4. SIMULATION RESULTS VS. FLIGHT DATA 

The solar array on GOES-8 can be articulated using one of the two stcpping scenarios shown in Figures 3a and 3b. 
A 0.007” articulation every 1.69 seconds forms the baseline stepping case shown in Figurc 3a. The profile stepping 
(also called double stepping) case in Figure 3b is provided with the objective of deadbeating the solar array torsional 
mode. Two AT options of 0.241 and 0.28 seconds are available for the double stepping case. 

The flight data is provided by the Angular Displacement Sensors (ADS), one for each axis, located on the 
spacecraft. The ADS works as a high pass filter with a cut off frequency near 2 Hz. However, thc ADS transfer 
function is known with sufficient accuracy so that the response below 2 Hz can be obtained by passing the flight data 
through an invcrsc transfer function of thc ADS. The sampling rate of ADS is 800 Hz (400 Hz Nyquist frequency) and 
a 2” point Discrete Fast Fourier Transform (DFFT) must be employed in order to obtain a resolution of 0.003 Hz. 
Thus, the flight data for comparison is at least over 5 minutes and 28 seconds in cach case described below. 

Numerical simulations are performed using Model IV described in Section 2. Simulation results using the 
nominal model data and thc corresponding flight data for Day 103 of 1995 are shown in Figure 4, for the single stepping 
case. The flight data is for near the top of the hour at 11:OO hrs. GMT. We observe that the simulated pitch has larger 
amplitudes than the flight pitch and that simulated roll is much smaller than and clearly has a diffcrcnt frcqucncy 
content from thc flight data. The reason for this differencc becomes clcar when we look at the Power Spectral Density 
(PSD) plots for two cases in Figure 4. The peaks in the PSD plots in Figure 5 for the flight data correspond to the 
harmonics of the 1/1.69 (= 0.592) Hz stepping. The reason the second and third harmonics of this stepping appear to 
contribute significantly to the spacecraft jittcr is that these harmonics are close to certain frequencies of the spacecraft, 
and in particular to certain frequencies of the solar array. 

SPIE Vol. 28 12 I 70 1 



It is easy to conclude that the third harmonic of the stepping is close enough to the T1 mode of the solar array to 
excite it. But, what about the second harmonic? We observe from Table 1 that two system modes - IPI and OP2 - 
arising from solar array vibrations are close to the second harmonic of stepping. In fact, the system frequency of 1.14 
Hz due to the solar array IPI mode is closest to the (2*0.592 = )1.184 Hz stepping harmonic. Further analyses showed 
that it is indeed the IPI mode that was getting excited by the second harmonic of stepping. 

With the understanding that the IPI and TI modes are getting excited due to the stepping we now observe from 
Figure 5 that the simulated roll and yaw have an almost missing TI  mode of the solar array, a simulated roll that has a 
much larger IPl peak than the flight data, and a simulated pitch that has a larger T1 peak than the corresponding flight 
data. Parametric studies were then conducted in order to obtain a good agreement with thc flight data. Since it is the 
IP1 and the TI modes that have a significant participation in the flight data, the parametric study is limited to studying 
the effects of these two modes. In particular, the linear and angular momentum coefficients associated with thesc 
modes of vibration as well as their component natural frequencies are the parameters. These studies conclusively 
proved that it is the IPI mode that is present in the flight data in Figures 4 and 5. The parametric set resulting in a 
good agreement between flight data and simulation results is shown in Table 2'. Simulation results shown in Figurc 6 
indeed compare well with the flight data shown in Figure 4. 

Similar modifications were needed for other configurations of the solar array and the parameters arc again shown 
in Table 26. Figure 7 shows the simulation results for the time period around 17:OO hrs. GMT, with the modified 
parameter set. These results are in good agreement with the flight data (not shown). The modifications implied that 
the solar array bends as twists, and twists as it bends in-plane. The reason for such modifications is the fact that the 
orbital thermal environment is not modeled in this study. This thermal environment was also not a part of the structural 
model that was provided for this study. Separate thermal analyses yielded results that indicate that the solar array 
bends out-of-plane due to thermal distortions, thus causing a coupling between torsion and bcnding. 

It is clear from the flight data that the spacecraft jitter is due to the vibration of the solar array excited by thc 
stepping action of the actuator. This clearly represents the interaction between the rigid body and vibrational motion of 
the solar array and only Model IV from Section 2 is capable of simulating such an interaction. 

4.1 Effect of Damping 

Although viscous damping models are routinely employed in structural and multibody dynamics simulations, 
including the present one, what damping ratios should one use in analyses remains an open question in thc absence of 
any empirical data. The issue of damping is clearly both an analysis and a design issuc. Although it is immaterial 
what value is used in the analyses, the results will havc a significant impact on the design of specific componcnts. 

The simulations results in Figures 4 and 6 were generated with a 2% modal damping for the TI mode of the solar 
array. This appears appropriate because the flight data does not show significant attenuation. What about higher 
modal damping values? Simulation results generated with the successful parameter set for the rcsults shown in Figure 
6, but now with a 5% damping for the TI  mode of the solar array, are shown in Figure 8. The attenuation is significant 
and now the simulation results do not agree well with the flight data shown in Figure 4. In addition, results similar to 
those in Figure 8 may point to the wrong conclusion regarding the amplitude of the spacecraft jitter, especially at 
locations on the solar array where the jitter increases by at least an order of magnitude (due to the conservation of 
momenta). 

4.2 Alternate Baseline Stepping 

All the spacecraft in the GOESD-M series have the same baseline stepping for the articulation of the solar array. 
Images from the Imager and the Sounder on GOES-8 indicate that the fact that the harmonics of bascline stepping 
excite the vibrational motion of the solar array has no significant impact on their performance. However, the Solar X- 
ray Imager is being located on the solar array yoke on GOES-M. Analysis results indicate that the SXI will experience 
jitter that is about 10 to 25 times that on the spacecraft side. In addition, the PSD plots shown in Figure 9 for day 102 
of 1995 for the double stepping case with AT = 0.28 sec. indicate that the contribution from the torsional mode is 
second only to that of the double stepping mode. Recalling that in this mode the double steps are executed every 3.38 
seconds (-0.3 Hz), we note that the fourth and sixth harmonics of this profile are close to the IPl and TI modes of the 
solar array, respectively. With such profiles, one AT cannot be expected to provide the desired deadbeating. Thus, it 
necessitates the exploration of altcrnate methods for jitter mitigation within the constraints of stepping. 
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Assuming that we are restricted to the use of a stepper motor for an actuating device for the solar array, we 
investigate the following alternate baseline stepping profiles: i) a 0.008” step every 1.92 seconds (stepping harmonics: 
0.52, 1.04, 1.56 and 2.08 Hz) and ii) a 0.006” step every 1.44 seconds (stepping harmonics: 0.69, 1.38, and 2.07 Hz). 
By comparing these harmonics with the GOES-8 natural frequencies in  Table 1 we observe that the 0.008 ” step case 
should perform the worst among the 0.006 ”, 0.007 I’ and 0.008 ” step cases because of the closeness of thc second 
harmonic to the IP1 and OP2 modes. This indeed is the case as can be seen from the roll, pitch and yaw plots shown 
in Figure 10. Similarly, we expect the second alternate baseline profile to perform even better than the 0.007”/1.69 sec 
profile because the stepping harmonics are far removed from the GOES-8 natural frequencies. We observe from Figure 
11 that this indeed is the case. 

We conclude that there are better and worse baseline stepping profiles than the one that has been implernentcd on 
GOES-8 and GOES-9, and is being implemented on GOES/K-M, even when onc is constrained to use a stepper motor. 

5. CONCLUSIONS 

GOES-8 dynamics has been simulated using an articulated, flexible multibody dynamic model. This model and 
three other models that arc commonly employed for simulating the dynamics of a system consisting of flexible bodies 
are reviewed. The solar array articulation on this spacecraft is via a stepper motor and both the flight data and 
simulation results demonstrated that this stepping excites the vibrational dynamics of the solar array. Numerical 
simulation results showed good agreement with flight data. Two design and analysis issues arc investigated. 

The important conclusions of this study are: 

i) Selection of an appropriate mathematical model and consideration of all the limitations of such a model arc 

ii) On-orbital vibrational dynamics of flexiblc bodies such as the solar array may bc significantly different from 

iii) Solar array stepping causes significant jitter. Selection of the actuating device for the solar array articulation 

essential for correctly simulating and understanding the microradian level responsc of GOES-8 spacccraft. 

the analytical predictions due to the effects of the orbital environments. 

must be done in conjunction with a detailed structural analysis of the solar array. In particular, one must avoid any 
actuating devices (steppers or servos) with frequencies or their harmonics that are close to the natural frcqucncics of 
the solar array. 

iv) When empirical values are not available for damping conservative estimates must be used. 
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Figure 3b: GOES-8 Double (Profile) Stepping 

Table 1 : Component and System Frequencies 

System frequencies Systcm frequencies 
Component Component Mode Component obtained using the obtained from a one 

Characterization frequencies (Hz) present method body NASTRAN 
(Hz) analysis 

Solar A m !  Out-of-Plane (OP) 1 0.17262 0.19950 0.19960 
In-Plane (IP) 1 0.69255 1 .I4354 1.12163 

OP2 1.07264 1.11905 1.1 1077 
Torsion (T) 1 1.83254 1.85410 I .85243 

OP3 2.50776 2.59547 2.5785 1 
OP4 2.81275 2.90904 2.9 1283 
OP5 3.26070 3.26193 3.26067 

Solar Sail OP 1 0.22501 0.2579 1 0.25682 
OP2 0.22501 0.33056 0.33677 
TI 0.97909 0.97920 0.97882 

OP3 1.79672 1.81379 1.81375 
OP4 I .79672 1.82298 1.8 1908 

Table 2: Parameter modifications needed for matching flight data 

Spacecraft Linear momentum Angular momentum Component T I  
Attitude coefficients a(') for coefficients h"' for modal 

Solar Array Degree of frequency 
Configuration Freedom IPl (G) TI (G) IPI TI (Hz) 

( d . m )  (.\,.m) 
05:OO hrs. GMT Roll (x) -0.0004 -0.3970 30.2520 -1.8487 

and Pitch (y)  0.061 1 -0.0079 0.6723 4.3697 1.8325 
11:OO hrs. GMT Yaw (i) 7.5 194 -0.3308 1.3916 1.6807 

Roll (x)  -0.0004 -0.2647 26.8907 - 1.8487 
14:OO hrs. GMT Pitch - (y)  0.0609 -0.0079 0.6723 4.3697 1.79 

Yaw (Z) 5.2934 - 1.0587 -1.391 6 -0.8403 
Roll (x) -0.0004 -0.7940 26.8907 - 1.1765 

17:OO hrs. GMT Pitch (y) 0.0609 -0.0079 0.6723 4.3697 1.79 
Yaw (z) 6.6 168 -0.2647 - 1.3916 1.6807 
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Figure 4: Comparison of simulation results with GOES-8 nominal parameters and flight data around 11:OO:OO hrs. GMT 
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Figure 5: Power Spectral Density (PSD) plots for the data shown in Figure 4. 
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Long-Term Stability of GOES-8 and 9 Attitude Control 

James L. Carr 
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Washington, DC 20009 USA 
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ABSTRACT 

An independent audit of the in-orbit behavior of the GOES-8 
and GOES-9 satellites has been conducted for the NASAIGSFC. 
This audit utilized star and landmark observations from the 
GOES Imager to determine long-term histories for spacecraft 
attitude, orbital position, and instrument internal 
misalignments. The paper presents results from this audit. 
Long-term drifts are found in the attitude histories, whereas 
the misalignment histories are shown to be diurnally stable. 
The GOES Image Navigation and Registration (INRI system is 
designed to compensate f o r  instrument internal misalignments, 
and both the diurnally repeatable and drift components of the 
attitude. Correlations between GOES-8 and GOES-9 long-term 
r o l l  and pitch drifts implicate the Earth sensor as the 
origin of these observed drifts. This result clearly 
demonstrates the enhanced registration stability to be 
obtained with stellar inertial attitude determination 
replacing or supplementing Earth sensor control on future 
GOES missions. 

Keywords: Image Navigation and Registration, Star Sensing, 
Attitude and Orbit Determination, Star Trackers, Earth Sensors 

1. INTRODUCTION 

The GOES-8 and GOES-9 spacecraft are the first of America’s 3-axis 
stabilized geostationary meteorological satellites . Three-axis stabiliza- 
tion presents challenges in providing an accurate and stable remote sensing 
platform which are not present in spin-stabilized designs. In particular, 
the diurnal variation in spacecraft-sun geometry leads to thermal 
deformations which alter the instrument lines-of-sight relative to the IR 
Earth sensor boresight used by the attitude control system to orient the 
satellite, and additionally, cause instrument internal misalignments (seen in 
the images as scan-angle dependent deformations). The Image Navigation and 
Registration (INRI system has been designed to compensate for these and other 
dynamic effects . The INR system provides a model for the deformations, as a 
function of time of day, which is used on-board to adjust the instrument scan 
patterns. Instrument star and landmark observations, plus satellite-to-CDA 
ground station ranges, are processed on the ground by the Orbit and Attitude 
Determination (OAD) process of the Orbit and Attitude Tracking System (OATS) 
to determine the corrections to be applied during the following day. 
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Ideally the compensation provided by the INR model should be nearly 
perfect; however, meteorological effects, in particular, can alter the 
radiance of the Earth and cause the IR Earth sensor to mispoint the satellite 
in a nonrepeatable and not easily predicted manner. Therefore, it is 
necessary to frequently readjust the OAD solutions during daily operations. 
Such readjustments, called Short Span Attitude Adjustments (SSAA’s), 
reestablish the accurate pointing of the instruments towards the nadir. The 
primary purpose of the work reported in this paper is to describe the 
long-term in-orbit behavior of the GOES satellites, and to verify that the 
Earth sensor is a significant contributor to the need for SSAA operations. 
In the latter case, significant operational simplification and product 
improvement may be anticipated if the present Earth sensor control is 
replaced or supplemented by stellar inertial control on later GOES 
satellites. 

The analysis begins with a determination of the attitude and instrument 
internal misalignments from Imager star sensing data. The orbit is then 
determined using Imager VIS landmark data. Finally, the attitude with 
respect to the true orbit plane is decomposed into diurnally repeatable and 
nonrepeatable components. The latter component requires SSAA operations for 
correction. 

2. PROCESSED STAR, LANDMARK, AND RANGE DATA 

The GOES Imager star and landmark data are preprocessed on the ground 
before being used by the OAD process. This preprocessing consists of 
assigning Ephemeris Time (ET) time tags, and calculating gimbal angles and 
inertial position vectors for objects. These data are archived and available 
for analysis in processed observations (PROCOBS) files. For the purposes of 
this study, it was decided to use the PROCOBS data instead of the raw 
observations since a significant amount of processing is required before the 
more voluminous raw data may be interpreted. 

Satellite-to-CDA ground station range is also recorded in the PROCOBS 
files, and is used as an aide in orbit determination. 

In this analysis, no use is made of other OATS products, with the 
exception of the OAD orbit solutions. However, the OAD orbit solutions are 
used only to rotate the star observations into an approximate orbit-frame 
(quasi-orbit frame; relative to which, roll, pitch and yaw angles are 
numerically small). Linearized estimation theory is applied to find the 
attitude with respect to the quasi-orbit frame. Once the attitude is known 
in the quasi-orbit frame, it can then be transformed into any well-defined 
reference frame ( e . g . ,  inertial, or true orbit plane). In this way, the OAD 
orbit solutions are used only in a formal sense which does not affect the 
inertial attitude estimates. 

3. ATTITUDE AND INSTRUMENT INTERNAL MISALIGNMENT FILTER 

Attitude and instrument internal misalignments are determined from the 
star data. In general, the Imager acquires 4 star observations within a 
narrow time window ((5 min.) every half-hour. 
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The Imager state may be described by a state vector 

roll 
pitch 

misalignment #1 
p = yaw (1) 

The techniques of linear estimation theory are used to solve for each 
state vector using star data acquired during time windows of duration not 
exceeding 5 minutes (during which we assume the state is invariant) and which 
contain at least 3 stars. The sensitivity matrix expresses the model for the 
data according to 3 = Hop where 

0 CaCe CaSc 7SeCa2 O I  (2 )  = [ -cace 0 Sa 1-Ceca-Sc (l+Sa) +ScCe(l+Sa) 

3 with the upper (lower) sign chosen for the Imager (Sounder) . The "C" and 
"S" notations are abbreviations for cosine and sine respectively. The 
residual 3 is formed from the quasi-orbit frame components of the star 
direction vector 

1 9 = [ y-star ) - [ -cosa sine x-s tar sina 
( 3 )  

where a is the EW (optical) gimbal angle and c 3is the NS gimbal angle. We 
note that typically 131 is of the order lo-;, meaning that the errors 
introduced by linearization are of the order 10 . 

Each state vector solution presents a snapshot of the attitude and 
internal misalignment state of the Imager at an instant in time. 

4. LANDMARK ORBIT DETERMINATION 

We accomplish an independent determination of the satellite orbit using 
landmarks found in the GOES images and satellite-to-CDA ground station 
ranges. Imager landmarks are acquired in both the VIS and IR channels as 
part of routine ground system operations. During daylight hours, the 
emphasis is on VIS landmark acquisition. We decided to use only the VIS 
landmark data for this study, since the star data is also from the VIS 
channe 1. 

Our orbit determination process consists of first computing a satellite 
position fix for each landmark, and then developing an orbit solution which 
best fits these fixes and respects the laws of celestial mechanics. To fix 
the position of the satellite, the measured gimbal angles for each landmark 
are corrected using the estimated attitude and internal misalignment solution 

interpolated to the landmark time tag. The transverse components of the 
Imager line-of-sight in the quasi-orbit frame are given by 

] - H.5 s ina (4) 
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The satellite position fix is calculated from the line-of-sight transformed 
into the inertial frame: 

where rLMK is the position vector of the landmark. The unknown slant range s 
is calculated by constraining IRFIX-rcDA I to equal the satellite-to-CDA 
ground station range interpolated from the range data at the time tag for the 
landmark. 

A long arc of position fixes is used as input for an orbit determination 
program based on the European Space Agency (ESA) PEPSOC program which is 
particularly adapted to geostationary satellites. The PEPSOC orbital 
integrator models the Earth gravity, lunar and solar point masses, and solar 
pressure. The orbit determination program finds the satellite position, 
velocity, and optionally an effective area-to-mass ratio so that the weighted 
sum of the squares of the differences between the satellite position fixes 
and the integrated orbit is minimized. 

In general, it was found that better solutions for long arcs were 
obtained when the radial components of the position fixes were down weighted 
(effectively down weighting the range data). This is probably due to the 
fact that systematic errors even as small as 1 m (due to ionospheric, station 
location, and electronic delay uncertainties) can result in errors as large 
as 250 m in-track after 24 days of integration. 

Figure 1 shows a 24-day orbit solution for GOES-8 where the satellite 
position is described inoan Earth fixed frame with the x-axis at the nominal 
satellite station of -75 longitude. 

5. LONG-TERM ATTITUDE CONTROL STABILITY 

With the attitude and orbit solutions, we finally transform the attitude 
description such that it defines the attitude with respect to the true orbit 
plane. The on-board attitude control system is designed to control the 
satellite so that the orbit-plane roll, pitch and yaw angles are zero. In 
reality this is not the case due to thermal deformations between the Earth 
sensor and the Imager, solar torque imbalance, noise, and systematic errors 
in the Earth sensor roll and pitch measurements. 

Thermal deformations are very repeatable day-to-day and are well 
corrected by the operational INR system. In analyzing times series of roll, 
pitch, and yaw solutions, we have decomposed the time series into repeatable 
and nonrepeatable parts using a periodigram method. It was found that t h e  
internal misalignments are indeed very repeatable, which is not surprising 
since they are purely thermo-elastic in nature. Figure 2 shows the GOES-8 
Imager misalignments around the 1995 summer solstice as a function of time of 
day. Each of the four data arcs shown are 24 days long beginning on the 
116-th day of the year. There is a slow evolution from one arc to the next 
due to the changing solar declination. 
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Figure 1. GOES-8 Earth-Fixed Ephemeris 

Earth-Fixed Ephemeris at -75 Deg. (TOD 1/1/95 UTO) 

7 5  

421 70 

421 65 

-421 60 
X 

421 55 

421 50 

421 45 

h 

5 

165 170 175 180 185 

Time (days) 

i 

165 170 175 180 185 

Time (days) 

165 170 175 180 185 

Time (days) 

SPlE Vol. 2812 I 7 1 3  



Figure 2. GOES-8 Imager Summer Internal Misalignments 
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Figure 3 shows the repeatable parts of the GOES-8 attitude angles for 
the same four data arcs. Note that the mean values of the repeatable r o l l  
and pitch profiles evolve with time. Some of this evolution is likely to be 
due to seasonal changes in the IR emissions of the Earth which lead the Earth 
sensor to mispoint the spacecraft. 

The nonrepeatable parts of the attitude time series have been found 
concurrently for GOES-8 and GOES-9 during the 1995 autumn eclipse season, and 
are shown in Figure 4. Both time series show a low-frequency random-walk 
behavior which is characteristic of what one would expect from the influence 
of meteorological phenomena upon the IR Earth sensor. The noise-like scatter 
in the nonrepeatable attitude time series about the apparent random walk is 
the result of a combination of jitter in the attitude control and noise in 
the star observations used in this analysis. 
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Figure 3. GOES-8 Imager Summer Repeatable Attitude 
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The degree of similarity between the behaviors of the two satellites (as 
shown in Figure 4) may be quantified by computing a cross-correlation 
coefficient between the nonrepeatable attitude components of the two 
satellites. As shown in Figure 5, there is a high (with nearly identical 
maxima) correlation between the nonrepeatable rolls and pitches of the two 
satellites, but not between the nonrepeatable yaws. Moreover, disturbances 
are seen by GOE2-9 before being seen by GOES-8. At thiso time GOES-9 was 
stationed at -90 longitude and GOES-8 was stationed at -75 longitude. The 
nearly identical maximum correlation values can be understood as following 
directly from the Earth sensor roll and pitch calculations 

roll = (NE + NW - SE - SW)/4 
pitch = (NE - NW + SE - SW)/4 

(6) 

Figure 5. GOES-8 & 9 Nonrepeatable Attitude Correlation 
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where NE, NW, SE, and SW are the four Earth sensor semichords. These 
behaviors support the hypothesis that the Earth sensor response to radiance 
changes induced by meteorological phenomena is a large contributor to 
nonrepeatable roll and pitch. 

I t  is also interesting to compare the GOES-8 and GOES-9 instrument 
internal misalignments and repeatable attitude components, as shown in 
Figures 6 and 7 (Note that the gaps straddle the eclipse during which little 
or no data is available). Figures 6 and 7 show similar morphologies for the 
instrument internal misalignments of the two satellites, with a phase shift 
characteristic of their differing longitudes. 
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Figure 7. GOES-8 & 9 Autumn Eclipse Repeatable Attitude 
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6. CONCLUSIONS 

Despite the large nonrepeatabilites found in the attitude profiles, the 
INR system has been largely successful in delivering accurate and stable 
images. The success of the INR system is mainly due the large number of SSAA 
operations performed daily. 

This paper has presented evidence which shows that the Earth sensor is a 
likely source of a significant component of the nonrepeatable roll and pitch. 
As such, replacing or supplementing Earth sensor attitude determination on 
later GOES spacecraft by stellar inertial determination (unaffected by Earth 
IR radiance changes, and extremely stable) has the potential to greatly 
simplify satellite operations and to further improve the quality of the GOES 
image products . 

Stellar inertial measurements can either directly replace the Earth 
sensor measurements in the satellite attitude control system, or be used to 
provide a compensation to be applied while controlling the pointing of the 
inst rument mirrors. In both cases, accurate orbit determination is 
essential, since the instrument lines-of-sight must be targeted with respect 
to the Earth. However, orbit determination (e.g., with landmarks, o r  
multiple station ranging) and prediction are problems for which all of the 
influences can be very well modeled, unlike that of predicting the Earth 
sensor pointing disturbances. 
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ABSTRACT 

Fourteen days of Sounder observations were scheduled during the GOES-9 Post Launch Test to perform an inflight 
measurement of the effects of Infrared(1R) Radiance variations in the stratosphere on attitude control using the 
GOES Type I1 IR Earth Sensor. Two 16.33" by 1.65" scenes corresponding to the Earth sensor north and south 
chords were scheduled every four hours for the 14 days from July 19, 1995 until A u p t  2, 1995. The data from 
IR Channels 1 thru 4(14.7, 14.3, 13.9, and 13.6 microns respectively) are integrated over a 1.65" square FOV and 
weighted to synthesize the GOES ES medium passband 1R filter and a narrow IR passband filter. The integrated 
scenes were converted to time dependent Earth sensor radiance input pulses for each passband, north and south 
chord, for six times per day over the 14-day interval. The qualitative features of these synthesized Earth Sensor IR 
input pulses are compared graphically and correlated with Image Navigation Registration(1NR) star residuals for 
the operational GOES-8 spacecraft. Comparisons of the altitude of the IR horizon on the raw Sounder scans in 
channel 1 with channel 7(the 12.0 micron window channel) are proposed to detect variations the 14.7 micron 
horizon altitude. Schemes for removing the effects of attitude motion from the Sounder scenes are discussed and 
the Earth sensor pulses are processed through a linear model of the Earth sensor electronics to evaluate the relative 
error response to the synthesized 1R input pulse shapes. These results appear to be influenced by thermal mechanical 
distortion of the spacecraft. Correlation analysis shows that the GOES Earth sensors are responding to nonrepeatable 
and therefore unpredictable variations in stratospheric radiance and that the time evolution of these variations is 
consistent with the INR star residual data from GOES-8. Geometric and time adjustments are made for the 
stratospheric rotation rate and the 15 degree eastward displacement of GOES-8 relative to GOES-9. The 
performance of the narrow and wide passband filters shows no difference for the pitch androll errors computed at 
this level of accuracy. Finally, b a s d m  this work methods of implementing sounder data from the Earth IR limbs 
scenes into the daily INR process to improve image registration accuracy may be developed. 

KEY WORDS: earth sensors, infrared, stratosphere, GOES, atmospheric sounding 



2. Introduction 

The GOES-8 and -9 spacecraft attitude pointing requirements are driven primarily by the Imager and Sounder 
payloads. The Imager visual and IR registration performance between repeated images is the most demanding. 
Navigation, or the determination of the latitude and longitude of a visual or IR pixel, is accomplished with star and 
landmark measurement for spacecraft attitude determination and by ranging and landmark for orbit determination. 
The 30 requirements for registration (assuring that a pixel is located within an error circle centered at the same 
longitude for two scenes separated by a given time are': 42pradians( =0.0024", 0.001 O = 17.45 prad.) for 15 minute 
up to 210 prad. for 48 hours 16 hours centered on a spacecraft local time(SLT) of 1290. The 3a requirement for 
within frarne(25 minutes) registration is that two pixels must maintain the same separation within 42 Brad. The 
registration requirement can be met either by controlling the spacecraft attitude and instrument alignments or by 
having repeatable attitude and alignment motion that is measurable using the stars and applying the correction to 
the Imager scan mirror. The latter approach, called, Image Motion Compensation(IMC), therefore does not tolerate 
a significant nonrepeatable attitude or structural distortion on time frames of 24 and 48 hours. This work is to 
determine if variations in the Earth stratosphere IR radiance is a source of nonrepeatable attitude motion and to 
characterize the amplitude and timing of variations in the IR image of the Earth wavelengths common to those used 
in the GOES Earth sensor. This work is based upon a special set of GOES-9 sounder scenes taken between DOY 
2OO(July 19th) and DOY 214(Auyst 2) 1995. The scenes were designed to map the Earth coincident with the north 
and south chords of the GOES type I1 IR Earth sensor which provides the pitch and roll error input to the GOES 
attitude control loop. The scenes were 16.33" long and 1.65" wide, which is 8" short of a full east/west chord. 
Figure 1 illustrates the sounder test scenes and the Earth sensor scan chord geometry. The compromise was made 
to limit the total time it takes to complete one scene to assure near simultaneous north and south scenes. The 
sounder dwells 0.1 seconds on each pixel, taking 101.8 seconds per 16.33" line and 45 minutes to map the portion 
of one chord as specified above. Two scenes were scheduled every 4 hours for the duration of the test, starting at 
03: 15 UTC for the north chord scene and ending at 04:45 for the corresponding south chord scene. Each sounder 
scene contains 18 IR channels between 14.7 p and 3.7 p and 1 visible channel. To create an Earth sensor pulse, 
channels 1(14.71p), 2(14.37p), 3(14.06p), and 4(13.64p) were weighted to represent a medium and narrow IR 
passband and integrated at each scan point over 3 square field of view(F0V) as illustrated in Figure 1. The IR 
passband filters and the integration weights2 fcr them are illustrated ia Figure 2. 

I 
WEST -x 

Figure 1 .  GOES-9 Earth Sensor Chords and Somder Scene Geometry 
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Figure 2. Approximate IR Passbands 
Sounder Channel Integration Weights 
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The processing of the sounder data included the application of the IR dibration constants for each of the 4 long 
wave detectors involved in the integration to generate the synthetic Earth sensor input pulse for this work. However, 
the sounder was not completely operational at the time these data were accumulated so that two aspects of the 
sounder data stream are not available. One of these, IR detector optical coallignment is minor and the other, sounder 
star measurements is significant. Had Sounder star sensing been operational at the time of the Earth sensor scenes, 
a reference attitude offset before and after each scene would have been available. This would have allowed accurate 
renormalization of the Earth chord pulse shapes which are the input in this analysis to the linear laplace transform 
function and IR horizon locator logic. Finally, the IMC function, which is determined from the landmark and star 
measurements of the previous day and applied to the Imager, is not routinely enabled on the Sounder. Thus 
removing the effects of spacecraft attitude motion from the scenes is a major challenge of this work and it is 
essential to meet one of the goals to measure the amplitude of the nonrepeatability effects caused by IR variability 
of the stratosphere. In section 3 the Earth sensor input pulses generated by integrating the sounder scenes are 
presented showing the variability of these pulses. Section 4 describes the processing of the synthetic Earth chord 
pulses in a linear representation of the Earth sensor electronics. Section 5 describes preliminary efforts to detect 
secular random changes in the altitude of the 14 micron horizon using the 12 micron channel as a reference for the 
Earth limb when clouds are not present on the limb. Section 6 summarizes the results of this work, and proposes 
modifications to the method of sounder scene definition and collection, to remove uncertainties caused by attitude 
motion between corresponding north and south chord measurements. 

3. Earth sensor synthesized input pulse from the sounder 

Figure 3 illustrates the detail for DOY 201, comparing the six Earth chord pulses obtained for the narrow and 
medium IR passband filters. This data shows the southern stratosphere radiance with a significant west to eust 
radiance gradient. The north(summer) profiles show significant limb brightening and lower percentage variation of 
limb brightness over the day. Comparing the southwest limb in the medium(wide) band to the northeast narrow band 
profiles, the variation was double. Also both narrow and wide southern profiles have the same east west variation 
while the north profiles have almost none. Note that no significant diurnal variation is apparent, although an obvious 
temperature wave appear to be evolving westward in the south profile. Figure 4 shows 12 days 
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Figure 3. DOY 201 North/South Profiles for the Narrow and Wide Passbands 



DAYS 201 212 HOUR lO(S0UTH) 
ZERO RESTOREb (WIDE PASS BAND FILTER) 

300 500 700 WO 1100 1300 1500 1700 1000 2100 2900 25QQ 
PIXEL NUMBER (-6 W.) 

FIGURE 4. 

DAYS 204-205 12 NORTHERN HORIZONS 
ZERO RESTORED (WIDE PASS BAND FILTER) 

Kl 
300 500 700 900 1100 1300 15W 1700 1900 2100 2300 2500 

PIXEL NUMBER (EWE6 RAD ) 

FIGURE 5. 

S P l C  Vol. 28 I2  I 725 



30, 

B 
2 I O  
t 
d 5  

0 

-5 

Case: I - WB200-14 - Filtered Forward Pulse 

Case: 1 - WB200-14 - Backwards Pulse 

1 

-15) 

-5' I 
-20 0 20 40 60 80 

Time (msec) 

Case: I - WB200-14 - Filtered Backward Pulse 
20 

4 I 
0 

wl-51 
-20 -I5 -10 -5 

Time (msu: from input pulse center point) 

-20 ' I 
-20 0 20 40 60 EO 

Time (msec) 

4 1 
0 

v) -4 
w -20 -15 -10 -5 

Time (msec from input pulse center point) 

FIGURE 6 

726 f SPlE Vol. 23 12 



of profiles offset by one decade per day to illustrate the time evolution of the feature in the south profile of DOY 
201, which eventually suppresses the limb brightness on DOY 206, while the west limb has significantly increased 
its brightness from 190,OOO to 220,000 units of power. The power amplitude is a result of integrating the radiance 
calibrated signal from all four sounder long wave detectors at each 280 pad  step in the scene, over an analytical 
FOV for the Earth sensor which is a 1.65" square, rotated in space as illustrated in Figure 1. Figure 5 shows two 
days for the northern hemisphere with much less variability. To summarize the whole data set, the northern profile 
limb brightness varied between 275,000 and 285,000 and east west gradients(the difference in the peak brightness 
at each limb) were frequently less than the observed limb variation. The southern profiles appeared to have waves 
in them which cause the limb brightness to vary from minimum to maximum in 4 days to 7 days as illustrated on 
the east limb of the data in figure 4. The reason for drawing attention to this is that the GOES Earth sensor is 
designed to be insensitive to the radiance variations that are occumng near the center of the Earth disk and also to 
variations in the slope of the rising edge of the Earth pulse. However, it cannot compensate for an apparent 
shrinking(coo1ed stratosphere) or expanding(warm stratosphere) of the sensed IR limb. If the slope and peak 
brightness of the Earth pulse stays constant but the scan angle at which it rises changes relative to the nadir crossing 
point of the scan, an error will be sensed. 

4. Processing the synthesized earth pulses in a linear model of the earth sensor electronics 

The synthesized Earth sensor input pulses were processed as input to a linear laplace transform representation of 
the GOES type 11 Earth sensor electronics3 and the horizon detection method was applied to the output pulse, similar 
to methods previously reported4. The Earth sensor uses an adaptive slope thresholding method3*' as it scans the 
Earth. The scan period is 8 Hz from west to east and return, and the rising edge of space reference zero restored 
Earth pulse is detected at SO% of a reference voltage that is 7 milliseconds later in the scan than the threshold of 
the previous scan in the same direction. The pulse processing method is illustrated in Figure 6. Since in this analysis 
there is no 8 Hz pulse stream, one pulse is analyzed. For this one pulse locator the horizon threshold is a point 
where, 1.25 times the value at the threshold is equal to the pulse level 0.007 sec later. The difference function for 
this search intercepts zero at the vertical line in the lower two graphs of Figure 6. The north and south earth chords 
generated by the mathematical process were converted to pitch and roll error for the test interval. These data are 
shown for pitch error in Figure 7. 

Eerth Sensor Single Chord Pitch 
Synthesized From Sounder Scene Data 

FlCURE 7 
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The north and south chord pitch is graphed as a single timed series to show the detailed features of these data. When 
one chord was missing, it's value was set equal to its counter part. The pitch data illustrates a challenge to one 

. goal; of this analysis. The data is dominated by diurnal attitude motion which more or less repeats. The pitch 
measurements from the associated north and south chord czul be seen as grouped pairs. Looking closely at the data 
near 202.5, the north chord pitch is about 0.02" lower than the south chord pitch and the difference changes over 
the span of the data. The peak pitch error occurs at spacecraft midnight. Also in the data a pitch bias was applied 
to the Earth sensor shortly after 12:OO UTC on DOY 209. The source of the diurnal variation is probably a thermal 
distortion phenomena, as the eccentricity of the orbit on these days was to low to cause errors of this magnitude. 
The roll data generated by the dual chord method shows a similar diurnal variation of 0.05" peak to peak, and the 
narrow and wide passband data are the same at this level or accuracy in the analysis. Thus the second step in the 
process to use sounder synthesized Earth sensor input pulses to evaluate the effects of variations in the stratosphere 
is not yet achievable. To do this a method has to be developed to remove the effects of spacecraft attitude motion 
from the sounder scenes. This could have been done with sounder star measurements had this function been 
operational at the time. 

5. Methods of removing attitude variation from the synthesized sounder Earth chord data 

Three methods are discussed to measure the effects of stratospheric radiance variations on the GOES Earth 
sensor. 1) Determine the sounder attitude from detailed analysis of the Scene data and renormalize the input 
pulse widths to remove northhuth and eastlwest pointing errors that were occumng in the instrument while the 
chord scenes were being taken. Then reprocess these scenes to see if the Earth sensor electronics detects 
nonzero error. An example of this is illustrated in Figure 8 where the individual detectors lines prior to the 
integration over the mathematical ES FOV have been used to create a high resolution look at the 14.7 Micron 
horizons. This picture has been geometrically compressed to show details of the Earth limbs in the north and 
south chord scenes. 

NORTH AND SOUTH EARTH UMBS 

0 

FIGURE 8 Using Raw 14.7 Micron Data to Measure the IR Horizon and Correct for Attitude Error 
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2) Measure the altitude of the 14.7, 14.4, and 14.07 micron IR horizons relative to the 12 micron IR channel 
horizon when there are clear east west 12 micron horizons(no clouds) and demonstrate the effects of the cooling 
and warming events that are seen in the profiles presented section 3. An example of this method is illustrated in 
Figure 94 where the NIMBUS4 LRIR HNO, channel was used as a reference for the location of the Earth's 
surface. The clear days can easily be seen in these data. 3) Use coarse information in the Earth pulse data such 
as the correlated motion and uncorrelatd motion measured by the location of the east and west limbs of the 
north and south chords and develop a renormalization scheme based upon the assumption that significant attitude 
motion is not occurring during the individual scenes, and that adjustment of the pulse data is for a constant or 
average attitude. This method requires less analysis than the first two methods. 
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FIGURE 9. Nimbus-6 LIMS Profiles as References for Tangent Heights 

6. Discussion of Results 

When the idea to use the sounder data as a method of validating Earth sensor performance was first presented, 
i t  was to be a correlation experiment with hopes of observing extreme events such as a sudden stratospheric 
warming event6 in the southern winter. If the spacecraft showed attitude errors with a time history similar to the 
time history of the sounder synthesized input IR pulses, then the objective would be met. Simultaneous 
measurement of attitude and IR pulse variations on the same GOES spacecraft is unnecessary. It would be 
unlikely that a test of this nature could be run on a fully operational spacecraft. The extension of this work to a 
direct measurement of Earth sensor response using the sounder profiles is not completed. However, the first 
objective to show a time correlation appears to have been met. The GOES-8 spacecraft, 15" east of GOES-9 at 
the time of the test, was in the operational mode of Imaging. In addition to this, extensive analysis wm being 
performed' to understand the source of nonrepatable attitude errors in the INR function. Figure lo7 illustrates 
ast/west and north/south star data residuals on GOES-8 for a time period that overlaps the test interval DOY 
200 to DOY 21 I .  The cooling anomaly illustrated in the DOY 201 data of Figure 3 rotated into the GOES-9 
Earth limb o n  DOY 202(7/21) to DOY 206(7/25), and the warming of the west limb(i. e. a cold wave moving 
into the GOES-8 west limb) o n  DOY 202 can be seen to precede the 300 microradian jump in the northlsouth 
star residuals in GOES-8. A reduction in the south chord width(hy limb cooling) causes a positive northkouth 
star residual. Also, the  time history of the Fig. 10 data resembles the time history of the amplitudes of the 
southern hemisphere profiles. There is strong evidence for the correlation. The more difficult challenge to show 
mathematically that the stratosphere is causing the residuals of Figure 10, remains. Part of the solution to this is 
to schedule sounder sccnes to measure the lirnh radiance at intervals of a few minutes to limit attitude motion 
effects. 
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ABSTRACT 

The magnetic field data from the GOES Satellite must be corrected on the ground for the contribution from the roll 
and yaw torquer coils which comprise important elements of the spacecraft Attitude and Orbit Control System (AOCS). The 
correction may be calculated from measurements of the torquer currents which are telemetered at the same rate as the magnetic 
field data or from torquer input command data. The baseline plan was to allow torquer current changes only at infrequent 
intervals of once per 20 minutes since it was suspected that torquer switching noise might be a problem. However, for 
improved navigation and registration performance in the radiometric instruments, the actual mode of operation has been to 
calculate the torquer current drive more frequently and to rate limit the current changes to one commanded increment (about 
3.2 ma) per step. 

The magnetic signature of the 3.2 ma step is as much as 1.2 nanoTeslas. Both the current level and the telemetered 
value change essentially instantaneously when compared to the frequency response of the magnetometer, which incorporates 
a 0.5 Hz bandwidth five-pole Butterworth anti-aliasing filter in each data channel. Straightforward correction of the data using 
the current telemetry therefore results in objectionable noise spikes in the derived bandwidth-limited output data. The problem 
is complicated by the fact that the clock which governs the AOCS current commands to the torquers is not synchronized with 
the telemetry unit clock which governs magnetometer data sampling. Fortunately, it has been possible to incorporate data in 
the spacecraft telemetry which provides improved information for determining the time of a current step in the telemetry unit 
time base as well as the torquer input command data mentioned as one method of compensation. 

This paper describes the development of a numerical filter used in ground processing of the telemetered current to 
simulate the five-pole Butterworth response of the magnetometer output filter. Since the timing information is determined to 
an accuracy of I part in 8, one of eight sets of filter weights is selected based on the telemetered timing information. Examples 
are given of the improvement in output data quality resulting from the technique. 

1. INTRODUCTION 

The Space Environment Monitor (SEM) has been part of the GOES payload complement since the formative days 
of the predecessor Synchronous Meteorological Satellite program. The Solar X-Ray Sensor, Energetic Particles Sensor, and 
Magnetometer which comprise the SEM provide a significant portion of the total data base used by NOAA’s Space 
Environment Center (SEC) to monitor and forecast the terrestrial effects of solar activity. Magnetometers for space flight are 
notoriously susceptible to interference from spacecraft mechanisms and electrical systems, so there was concern when Ford 
Aerospace and Communications Corporation (now Space Systems Loral) proposed to use magnetic torquers as essential 
components oftheir control system for the GOES l/M program. Magnetic torquers had been used successfully on their heritage 
INSAT program, but INSAT had no requirement for magnetic field measurement. However, the torquer design used large area, 
vacuum-cored, dimensionally stable coils, with only incidental permeable spacecraft magnetic material present, so the magnetic 
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signature was expected to be very stable. Thus an accurate current monitor was proposed to monitor the coil currents. and the 
update rate of the torquers was limited to once each 20 minutes to avoid noise and transient effects which would be associated 
with current switching. 

A number of problems were experienced during the in-orbit evaluation of GOES-8 which resulted in compromising 
the magnetometer data and required corrective action on GOES-8 and later spacecraft. The fundamental problem was that 
achieving good Image Navigation and Registration performance for the prime Imager and Sounder instruments was not 
compatible with the infrequent updates of the torquer coil currents. Unfortunately, when the torquers were operated in a more 
frequent update mode, the corrected magnetometer data was degraded from three separate effects: 

a. Different measurement bandwidths applied for the magnetometer and torquer current parameters 

b. Different time bases governed sampling of  magnetometer data (sampled by the telemetry unit) and control 
of the torquer currents (digitally controlled and encoded by the Attitude and Orbit Control Electronics, or 
AOCE) 

C. There was telemetry read-out noise associated with the current tclenietry monitors. at times as much as I O  
counts, peak-to-peak. For the most sensitive magnetometer asis. 3.5 n T  peak-to-peak noise is introduced. 

In order to satisfactorily recover the magnetometer data on GOES-S and later spacecraft. all of  these effects have had 
to be addressed. 

2. ANALYSIS 

2.1 Bandwidth induced errors 

Let the time variation of the ith component of the ambient field vector at the spacecraft be given by B,,(t) and the 
impulse response of the pre-sampling filter, matched for each axis. be given by h(t), Then the desired output for the ith 
component at time t ,  is the convolution of the ambient field with the filter impulse response. evaluated at t = t , .  

In order to strongly discriminate against aliasing of either ambient or spacecraft time varying fields, the magnetometers 
on GOES have always incorporated a pre-sampling filter with high attenuation at or above the Nyquist frequency. For GOES 
IiM, the filter is a five pole Butterworth type with 3dB frequency at 0.5 Hz. approximately half the Nyquist frequency. 
providing >29dB discrimination against frequencies highcr than Nyquist. The impulse response for this fifth order Butterworth 
filter is shown in Figure I ,  and is given analytically by: 

The convolution integral (1) calculates the output of  the linear filter at time t, by reflecting h(t,) about the origin and 
treating it as a temporal weighting function for the input signal. This is illustrated by Figure 2. 

The actual field at the magnetometer sensor is the sum of the  ambient and spacecraft field. For the purposes of this 
analysis, the spacecraft field at the sensors is a linear combination of the roll and yaw torquer currents. I ,  and 4 .  with 
coefficients a,, and a,, determined by in-orbit magnetometer sensitivity tests. Thus the field sensed in the ith vector component 
is: 
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and the field measurement obtained at the magnetometer output is: 

m 

B,,(t,)=f [BELT)+ %I,(T)T ~ J y ( ~ ) I h ( t - w ~ >  t=tl (4) 
-m 

The error B,,(t) to be computed on the ground and subtracted from the measured data is the difference betwcen (4) 
and (1 ): 

m 

B,,(tJ=l[a,rI,(T)+ a,,l,(T)lh(t-.c)dT, t=tl (5) 
-0o 

The torquer coils on the spacecraft respond to commanded currents with negligible bandwidth limitation relative to 
the magnetometer response function, so the filter function h(t) given by (2) must be approximated in ground processing through 
use of a numerical filter. However, there is an additional complication in that the time base for magnetometer sampling is not 
synchronous with the timebase controlling the torquer current generators, and the telemetry functions are not simultaneously 
sampled by the telemetry unit. 

2.2 Timebase induced error 

Each telemetry frame transmitted from the GOES spacecraft provides a measurement of the three components of the 
vector field and each of the torquer current magnitudes. The absolute time of a sample is not as important as the relative time 
between changes in the torquer current and the magnetometer samples. The Magnetometer incorporates an internal 16 bit dual 
slope AID converter which sequentially converts the X, Y, and Z magnetometer data in synchronism with the spacecraft 
telemetry frame. The X axis conversion interval is centered at 64 milliseconds after the trailing edge of the read gate which 
transfers the previous 48 bit vector sample to the spacecraft telemetry unit, with the Y and Z axes occurring at 128 and 192 
milliseconds respectively. Taking the frame time assigned to telemetry data as a reference, then real time of the X, Y, and 2 
data reported in the frame lags (is older than) the reference by approximately ti = 384,320, and 256 milliseconds respectively. 

The torquer current magnitudes are sampled by the spacecraft telemetry unit at word times 120 and 122 ofthe 128 
word telemetry frame. The time base error caused by assuming a common conversion time at word I2 1 is negligible compared 
to the time resolution of the bandwidth under consideration. The time of conversion therefore leads (is later than) the reference 
by approximately 121/128 of the 512 milliseconds frame time, or 484 milliseconds. However, because the AOCE which 
controls the torquers operates on its own clock indepcndent of the telemetry unit, there is an ambiguity in the effective time 
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of the reported data. While the AOCE clock is independent of the Telemetry Unit clock, the processor cycle is 356 milliseconds 
long and consists of four 64 millisecond subcycles. The processor and telemetry cycles are then commensurate, and drift 
relative to each other because of the slight difference in frequencies. To address the resulting time ambiguity of the torquer 
control, SS/L devised software for the reprogrammable AOCE processor which provides telemetry capable of resolving the 
time ambiguity to within 64 milliseconds, as well as determining the command state for the torquers.’ These changes, along 
with others designed to improve Image Navigation and Registration subsystem performance, were uploaded to the AOCE 
software in the “AOCE2 R2 patch”. The revised telemetry is substituted by the AOCE for gyro data when the rarely used gyros 
are “off’. Normally these data are sub-multiplexed by the AOCE and ingested at word time 24 of every third frame ofthe 
Telemetry Unit as “Format I ”  data . Word 24, bits 4 and 5 {0,1,3} for Format 1 contain the value of the TLMSEQ counter that 
was valid when a current transition occurred, resolving the major frame ambiguity. Word 24, bits 6 and 7 {O. 1.2,3) make up 
the FLAG64 parameter which identifies the current 64 millisecond subcycle of the 256 millisecond AOCE computation cycle. 
Torquer current transitions can only occur when FLAG64 is I ,  and the actual switching time is near the beginning of that 64 
millisecond subcycle. Finally word 24, Sit 8 (MAGUPD) is the least significant bit of the AOCE cycle counter usod to rate limit 
the torquer current steps. If MAGUPD is “0”, then the event, if it occurred, happened during the current AOCE cycle, while 
a “1 “ indicates the previous AOCE cycle. Words 26 and 27 of format 1 contain the commanded values for the roll and pat4 
torquer currents, respectively. 

In order to calculate the torquer corrections to the magnetometer data. we may either use the command data of words 
26 and 27 of Format 1 or the measured values obtained by analog telemetry at telemetry word times 130 and 123. If the 
measured torquer currents are used, as is the case addressed here. then the torquer command states are not required nor IS it 
required to resolve the telemetry frame ambiguity. I n  this case only the FLAG64 and MAGUPD parameters arc required to 
resolve the time ambiguity. Table 1 shows the expected value of the resulting data time for the torquer currents, given the 63 
millisecond ambiguity and assuming the current transition to be at the beginning of the AOCE subcycle. The current data time 
is relative to the nominal frame time. Also listed are the corresponding time delays for each axis of the magnetometer between 
its respective sample time and the current data time. There is a small but finite possibility of a one frame error in  time tagging 
the data when FLAG64=2 and MAGUPD=O for torquer 2, which could be resolved by using the commanded data rather than 
measured 

TABLE 1 

Word 24 bit 6-7 
(FLAG64) 

1 
2 

Update Current 
Word 24 bit 8 Interval Data time Relative delay, milliseconds 
(MAGUPD) (Prior to WD 24) (Relative to nominal.) MAG X MAG Y MAG Z 

T ~ ~ =  +64ms 
t20 +00ms 
t30 = +448 ms 
Too = +384 ms 
T,, = +320 ms 
Tll = +296 ms 

T;, = +192ms 
To, = +128ms 

448 
3 84 
832 
76s 
704 
640 
576 
5 13 

3 84 330 
320 256 
768 703 
704 640 
640 576 
5 76 513 
5 13 448 
448 3 83 

Equation ( 5 )  must therefore be corrected by the proper delay time Til. to put the current measurement in the 
same time reference as the magnetometer data, as shown in equation (6). 

m 

B,,(t,)= J[a,,I,(z+T,L)+ a,,l,(zi-‘C,,)]h(t-z-z,)dz. t=t, (6) 
-m 

Figure 3 shows, for instance, the weighting function for calculating the correction to the magnetometer X axis and the current 
profile when FLAG64 is “1” and MAGUPD is “0”. Note that time divisions on the horizontal asis correspond to sample 
intervals of 5 12 milliseconds relative to the reference time for franie 11. 
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Figure 3 
X-Axis Temporal weighting function, MAGUPD=O, FLAG64= 1 

Note that the value of current read in frame n extends into frame n+l, depending on the phasing of the AOCE clock. 
The numerical filter weight for each current value is the integral under the weighting fimction curve for the duration of that 
value. For this instance, the fust two filter weights are zero. Note that the AOCE R2 patch rate limits the current steps to one 
least significant bit per step. Large steps are shown on this torquer current example for clarity. 

2.3 Telemetry noise correction 

For GOES-8, excessive high frequency noise was observed on the current telemetry from the spacecraft. This noise had been 
observed at lower levels during ground test, but it was thought to be 60 Hz noise which would disappear in orbit. After GOES-8 
in-orbit test, tests on the GOES-J spacecraft also showed the noise to be present on the telemetry, but caused by unfiltered 
power converter switching noise on the spacecraft power bus. There was also AOCE digital switching noise present which 
drifted slowly through the asynchronous telemetry sampling and was aliased at times to low frequency noise referred to as 
“blooming”. For a discussion of the noise problems and remedial actions taken, see the separate paper published as part of this 
Conference? For GOES-J and later, a passive filter has been added to the telemetry point in the spacecraft, which removes 
much of the current telemetry noise. However, for GOES-8 the use of current telemetry for torquer correction introduces 
artificial noise into the magnetometer data product. This is not a problem for time averaged data used extensively by SEC, 
but would be a significant problem for high time resolution data products. While the approach used in this paper utilizes the 
measured current data, processing high time resolution data for GOES 8 will be addressed by using the TLMSEQ and other 
parameters introduced by SS/L in the AOCE2R2 patch to reconstruct the sequence of command states. 

3. NUMERICAL FILTER FORM 

Since we are here dealing with sampled data, we must convert the analog form of (6) to a discrete calculation: 

where the numerical filter weights are given by: 
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In Figure 3, the weights for each sample are the integrals over that sample interval of the properly delayed temporal 
weighting function. Table 2 shows filter weights calculated for k equal 0 through I O ,  covering the inipulse response function 
through the second positive lobe. Because of the coninion 64 millisecond separation in magnetometer component sample times 
and 64 millisecond granularity of the time base correction, the coefficient sets are cyclic. 

4. RESULTS 

Figure 4 shows the results for GOES-9 data of applying the filter weights to the compensation algorithm at a time when 
the phasing between the AOCE and telemetry clocks was such that FLAG64=3 and MAGUPD=O. Figure 5 shows the 
sensitivity of the compensation by comparing the transient response with the nominal filter to nearest neighbors at the 64 
millisecond interval. By contrast, Figure 6 shows the response when the phasing is in error by a ful l  telemetry frame.. Using 
the proper phasing for the compensation results in limiting the transient error to less than 0.1 n?'. Note that tlie X asis was 
chosen for the demonstration because it has the largest sensitivity to any single coil current. in this case torquer 1. but also has 
a reasonable sensitivity to torquer 2. 
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Figure 4 Figure 5 
Comparison of corrected data with that usin, '7 nearest 
neighbor filters. The telemetry quantization noise 
spike at about 7.5 minutes is not removed by tlie 
filters. X20 and X I 0  are data processed with 
*64 niillisecond delays. Expanded from Figure 4. 

Raw and corrected X axis magnetic field for FLAG6422. 
MAGUPD=O, Filter X20. MAGXTC is corrected for 
for measured temperature only. MAGX20 is corrected 
for S/C field using filter X20. GOES-9 data from 1995, 
day 345. 

Figure 5 shows that the correction for a true change of state of the torquer currents is compensated to less than 0.1 nT 
by application of the telemetry filter. It also shows that by comparison to the large amount of noisc introduced into thc GOES-S 
data by the noise on current telemetry, this source of noise has been greatly reduced on the GOES-9 data by virtue of the filter 
added to the telemetry point. Nonetheless, the residual noise still triggers quantization steps in the telemetr)! unit A i n  converter. 
While true steps commanded in the torquer current by the AOCE are measured at about 4 LSB's in thc A42 convcrtcr, the 
converter resolution, about 0.8 milliamps per LSB, still results in thc introduction of noise into the processed data which is not 
compensated for by the filter. Introduction of this noise can be avoided by using the command telemetry.. but there has been 
concern that stability with life and temperature ofthe analog current source controlled by the AOCE would lead to unccrtaint? 
in the compensation. Observations thus far on GOES-8 and GOES-9 indicate liowcver that the torquer signatures are quite 
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stable, so optimum performance may well be obtained by using the commanded current values. Another option for improving 
the performance of fbture spacecraft is to improve the quantization noise for the torquer current monitors by increasing the A/D 
converter resolution, which was originally meant to be better than the current design by a factor of two. Other options for 
dealing with the residual telemetry noise are discussed in Reference 2. 

0 Filter X20 - Filter X20 + 1 frame - Filter X20 - 1 frame 

Figure 6 
Magnetometer data processed with +/- 1 frame filter delay 

5. DISCUSSION 

The particular GOES magnetometer problem addressed here is mostly caused by the asynchronous clocks in a digitally 
controlled subsystem and its telemetry monitor which leads to ambiguity in determining the state of the subsystem as a function 
of time. As more and more digitally controlled subsystem design becomes the practice, this particular problem is likely to 
proliferate. Even on GOES, similar complications are caused by asynchronous operation of the DIRA and its Telemetry Unit 
monitor. It would behoove designers to establish a general design rule that digitally controlled subsystems and their state 
monitors should be synchronous, and that departures from this practice must be justified. 

The second problem addressed here is the error associated with the calculation of a quantity derived from two 
spacecraft parameters measured in disparate information bandwidths. In this instance, the wider bandwidth (the current 
telemetry) was so disparate that the solution was to reconstruct the time history of the function and pass it through a digital 
approximation to the narrower bandwidth parameter (Magnetometer data). Formulating the more general problem of two 
analog functions, say g, (t) and g (t), which are properly sampled in accordance with sampling theory, but have disparate 
information bandwidths characterized by impulse response functions h,(t) and h2(t), producing time series say f,(t) and fi(t), 
such that: 
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fz (t) = Jg? (T)hz (t-T)dr F? (s) = G, (s)H, (s) 
-m 

then the function g? measured in bandwidth h,, call it fi‘, is expressed by: 

m 

fi’(t) = (T)hl (t-T)dr Fz‘(s) = G, (s)H, (s) = F2 (s)H,(s)/H,(s) (1 1) 
-m 

Le., fi’(t) can be recovered by convolving fi (t) with a time domain function whose Laplace transform is H,(s)/H,(s) if the 
inverse transform of H,(S)/H,(s) exists. Practically this means that one or both time functions may be re-sampled to lower 
bandwidths. 

In general, if a situation arises where calculations of derived parameters is necessary, the existence of the error source 
described by equation 5 should not be overlooked. Where possible, identical response functions should be designed into pre- 
sampling filters where derived parameters are expected. Where that is impractical, equalization in ground processing must be 
provided. 

1. John Scholtz, “Re-definitions and additions to GOES 8 telemetry by the AOCE 2 reprogramming release,” Space 
Systems Loral internal technical memorandum GOES-PCC-TM-6842, March IO, 1995. 

2. F. Zimmerman, S. Cauffman, and R. Hooker, Compensating GOES-8 and -9 magnetometer data for spacecraft 
induced errors,” (paper 2812-31 of this conference), GOES4 and Beyond, Edward R. Washwell, SPIE, 1996 (in 
press). 
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ABSTRACT 

The GOES I/M series of geostationary weather satellites are 3-axis stabilized and incorporate an optical trim surface, or "trim 
tab", to balance solar radiation pressure torque between the south moment arm, formed by a single solar array, and the north 
moment arm, formed by a solar sail on an extended boom. This design minimizes the need for active roll/yaw momentum 
management from thrusters or magnetic dipoles and provides margin for uncertainties and changes such as center of mass 
shift and degradation of surface optical properties. The trim tab has one rotational degree of freedom and is actuated via open 
loop ground command to a motor on the rotation axis. Normal operational procedure is to command a small incremental 
trim tab slew daily to track the change in north/south solar radiation pressure torque with Sun declination. Proper 
management of the trim tab is critical to spacecraft roll/yaw pointing performance and the open loop design of the system 
requires sophisticated ground based algorithms to determine trim tab position error and develop a daily commanding profile. 
Flight experience with the GOES-8 and GOES-9 spacecraft has proven the feasibility of the trim tab design and has led to 
refinement of the ground based trim tab analysis algorithms. This paper summarizes the performance of the trim tab roll/yaw 
momentum control system and describes analysis methods developed by the GOES mission operations team to support trim 
tab operations. 

KEYWORDS: GOES, trim tab, solar pressure torque, momentum management 

INTRODUCTION 

The GOES-I/M spacecraft are 3-axis stabilized geostationary platforms to permit continuous imaging and sounding of the 
Earth. GOES-I (designated as GOES-8 on orbit) was launched on April U, 1994 and GOES-J (designated as GOES-9 on 
orbit) was launched on May 23, 1995. The attitude control system is a bias momentum design with two canted momentum 
wheels (V-mode) providing torque components in pitch and yaw, with roll controlled through gyroscopic coupling. A smaller 
reaction wheel mounted on the z-axis provides backup yaw torque using only one momentum wheel (L-mode). Two 100 
Ampere-Turn-mete8 magnetic dipole coils are located on the roll and yaw axes for roll/yaw momentum management. 
Attitude is referenced to the Orbit Coordinate System (OCS): z-axis (yaw) aligned with geocentric nadir, y-axis (pitch) aligned 
\Kith negative orbit normal, and x-axis (roll) approximately dong the velocity vector. Figure 1 shows the GOES satellite and 
Figure 2 is a simplified representation of the attitude control system. 
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Figure 1. GOES I/M Spacecraft 
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Figure 2. GOES I/M Simplified Attitude Control System 

To facilitate radiative cooling of the instruments, a large solid angle of cold space is required in the spacecraft northern 
hemisphere. This requirement prohibits symmetric solar arrays on the north and south faces, so that a single large array is 
mounted on the south panel. To compensate for the north/south solar pressure torque imbalance, a solar sail of aluminized 
Kapton is mounted on the north panel at the end of a 58 foot deployed boom. The solar sail provides an area moment ann 
sufficient to offset the south solar array moment arm, and is located a sufficient distance from the north panel so that minimal 
infrared is reflected or re-radiated down into the instrument cooler housings. 

After the solar sail parameters are chosen to minimize the average north/south solar radiation pressure torque, a seasonal 
variation remains as the torque profrle changes with changing body frame Sun declination. The resulting solar pressure torque 
imbalance would require large magnetic dipole coils for momentum management, increasing weight, power requirements, stray 
magnetic effects and magnetic storm effects (the magnetic control law uses a modeled magnetic field). Yaw thruster 
momentum unloads, although available for contingencies, cause unacceptable disturbances for imaging. To minimize the size 
of the magnetic dipole coils, a motorized trim tab with a single rotation axis is placed at the end of the Solar array to vary the 
effective area of the south solar pressure moment arm. The aluminized trim tab surface is highly reflective to increase its 
efficiency. A precision stepping motor on the rotation axis positions the trim tab via ground command, with a quantization 
of less than 0.001 deg. Redundant potentiometers indicate coarse position to approximately 1.0 deg and fine position to 0.1 
deg. Trim tab position is defined as 0 deg coplanar with the solar array and -180 dcg stowed against the solar array anti-Sun 
side. Figure 3 shows the approximate seasonal trim tab range (Reference 1). Normal procedure is to command a small 
incremental trim tab slew each day to track the change in north/south solar pressure torque with changing Sun declination. 
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Figure 3. Trim Tab Position Defrntions and Approximate Seasonal Range 
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The open loop design of the trim tab system requires sophisticated ground based algorithms to determine trim tab error a d  
generate uplink commands. The Orbit and Attitude Tracking System (OATS) was intended to fill this role. Early GOES-8 
flight experience proved that the original OATS algorithm was unsatisfactory. An independent trim tab program developed 
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as an off-line analysis tool by the Goddard Flight Dynamics Facility (FDF) was used to evaluate trim tab error during the first 
phases of the GOES mission. Several months after the GOES-8 launch, the OATS trim tab process was extensively modified 
and has since performed satisfactorily, although a long lead time (2 months) is required for the initial convergence. Prior to 
the GOES-9 launch, another more rigorous trim tab analysis utiiity was developed by the GOES Mission Operations Support 
Team (MOST) for use during initial on-orbit tuning and to supplement the OATS and FDF results. 

FDF TRIM TAB ANALYSIS 

The approach used by the FDF to manage the trim tab is to calculate the residual disturbance torque using telemetry data 
from the magnetic dipole coils, momentum wheels, and thrusters and use a theoretical rate of change of torque with trim tab 
angle (at constant Sun angle) to calculate the trim tab angle change necessary to balance the residual torque. The trim tab 
angle change to be commanded is then obtained by adding the change from the computed residual torque to the change 
necessary to track the Sun from the current day to the next. 

The residual torque acting on the spacecraft can be estimated from the change in angular momentum over a period of time. 
Calculation of angular momentum change from wheels and thrusters is straightforward. The magnetic torque calculation is 
based on the magnetic dipole telemetry, estimated spacecraft residual dipole, measured magnetic field from magnetometer 
telemetry, and correction for coupling of the dipoles to the magnetometers. In the FDF trim tab analysis utility, momentum 
wheel speeds are sampled at 6 PM satellite local time (SLT), where the north/south solar torque imbalance is absorbed purely 
in the yaw component of the wheel momentum, and subtracted from the wheel speed sample 24 hours earlier at 6 PM SLT. 
The difference in wheel momenta is attributed to the residual solar torque stored in the momentum wheels over 24 hours. 
Magnetic torques and torques from any thruster unload that may have occurred are computed through the 24 hour period. 
The 24 hour averaged torques are converted to the Sun Pointing System (SPS) coordinate frame: the y-axis is aligned with 
negative orbit normal, the z-axis is the projection of the Sun line onto the orbit plane, and the x-axis completes the right- 
handed orthogonal triad (Figure 4). In the SPS frame, the x-component of the net residual disturbance torque is always aligned 
G t h  the trim tab axis of rotation, since the solar array always tracks the Sun. The 24 hour average SPS x-component torque 
is thus used to compute trim tab error. 

. 

A 
NI (WNarml) 

A 

B 
Figure 4. Sun Pointing System (SPS) Coordinate Frame 

The theoretical rate of change of torque with trim tab angle and the day-to-day change in the trim tab angle are calculated 
from a simple surface decomposition of the spacecraft. The principal torques are due to solar radiation pressure acting on the 
Solar array and solar sail, with a much smaller contribution from the main body. The solar array and trim tab are modeled 
as plates. The top of the solar sail is modeled as a plate, while the middle and bottom surfaces are modeled as truncated 
cones. 

MOST TRIM TAB ANALYSIS UTILITY 

Prior to the GOES-9 launch, an independent trim tab analysis utility was developed by the GOES MOST for tuning the trim 
tab during initial on orbit operations, and to supplement the OATS process since a long convergence time was anticipated for 
the OATS algorithm. To compute the trim tab roll/yaw torque, Euler’s equation is solved for a net residual disturbance 
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torque, including the effects of all control torques (wheels and magnetic dipoles) and gyroscopic torques. Thruster momentum 
management torques are also included, based on user input times, duration, and thruster selection. All input data are 
smoothed to reduce the effect of telemetry quantization. Discontinuities in the dipole-corrected magnetometer telemetry that 
arise from slight asynchronization between the magnetometer and magnetic dipole telemetry are fdtered as well. The equation 
of motion is evaluated using control actuator and corrected magnetometer telemetry data explicitly at each data sampling 
interval through the orbit. At each interval, the net residual disturbance torque is transformed in to the SPS frame. Each 
component of the SPS residual torque is then averaged over the 24-hour period. The 24-hour average x-component SPS 
residual torque is attributed solely to solar torque imbalance and is related to trim tab angle error through the torque-to-angle 
partial derivative. The torque-to-angle partial, approximately 2 3 ~ 1 0 ~  Nm/deg, is computed analytically and changes only 
slightly from the winter to summer solstice positions. In practice, trim tab error is evaluated over several days to establish 
a consistent trend before making a large correction. Uncertainty in the solution can be 0.1 deg, but is usually better. 

In addition to displaying the actuator and magnetometer data uied in the computation, the MOST utility displays the 3 torque 
components as a function of time in the spacecraft body frame as well as in the SPS frame. These data are useful for 
evaluating the nature of the net residual disturbance torque. When transformed into the SPS frame, a constant body frame 
torque will vary sinusoidally at the orbit period over 24 hours. Similarly, a constant torque in the SPS frame will vary 
sinusoidally in the body frame. Non-constant torques will lead to terms that vary faster than the orbital period. 

OATS TRIM TAB PROCESS 

The trim tab angle determination function of the OATS was developed as the primary ground support element for trim tab 
operations. The OATS was intended to provide both start-up and routine trim tab angle determination. Requirements for 
OATS trim tab residual torque management were separated into start-up operations ( l O ~ l o - ~  Nm, or 0.43 deg) and normd 
on orbit operations ( 5  1.5~10' Nm, or 0.07 deg). In the original OATS algorithm, the telemetered trim tab position and Sun 
declination were used to calculate the solar torque provided by the trim tab from an analytic solar torque model. The 24 hour 
average torque applied by the control system was computed using spacecraft actuator and magnetometer data, similar to the 
FDF and MOST algorithms. The net torque needed to be compensated by an adjustment of the trim tab was then calculated 
from the torque from telemetry data, the adjusted solar torque profile, and the change in torque required to track the Sun 
from one day to the next. Once the net change in torque was calculated, the trim tab angle adjustment was obtained through 
an iterative process. From the set of equations defining the trim tab inertial torque, the partials of the torque with respect 
to trim tab angle were derived. The first estimate of the change in angle was obtained using the Newton-Raphson method. 
The modified trim tab angle was then used to re-compute the trim tab solar torque, and the iteration process continued until 
convergence was reached. 

Over the first several months of GOES-8 launch support, the original OATS trim tab algorithm did not converge on a 
consistent trim tab angle. Problems arose in part from the discrete day-to-day nature of the solutions, which made the 
commanded angles more susceptible to solution error, and also from the dependence on trim tab position telemetry, which 
was subject to noise and potentiometer calibration error. Also, the magnetometer telemetry used for computing the magnetic 
control torque was not properly corrected for dipole coupling. The OATS trim tab algorithm was therefore extensively 
redesigned (Reference 2). 

The redesigned OATS algorithm still requires calculation of the net residual torque from telemetry over past 24 hours. A 
history file containing 60 records (one per day) of the trim tab angle from telemetry, Sun declination, and residual torque is 
updated at the end of the daily analysis process. A linear least squires fit program (Ma) then uses trim tab position telemetry 
data over the last 2 month period to generate a 3rd order polynomial fit to predict the trim tab angle for next 10 days. 
(Tclemctered trim tab position is not corrected for computed error before the fit is applied.) The daily commanded slew angle 
is simply the difference of the predicted trim tab angle for next day to the current day. The OATS automatically collects 
telemetry data from the GOES-I/M Telemetry and Command System (GIMTACS), processes the telemetry data, computes 
the residual torque and daily trim tab slew angle, and then sends the slew command information to GIMTACS. In the current 
operation, telemetry collection and processing is activated by a timer in OATS and the trim tab history file is updated day .  
The LSQ function is performed every 2 to 3 days. The daily slew command to GIMTACS is also activated by the timer. The 
OATS also provides the capability to perform manual adjustment of the trim tab angle to correct accumulated error. The 
accumulated trim tab error is normally removed manually when the residual torque reaches 1.0~10" NM. 
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GOES3 TRIM TAB OPERATIONS 

During the initial weeks of the GOES-8 launch, the FDF trim tab analysis utility was used exclusively to determine trim tab 
error due to lack of convergence of the OATS results. The iahial setting of -22.2 deg on Day 122,1994 was selected by Space 
Systems/Loral (SS/L) based on a detailed analytic solar torque model. GOES-8 was in the L-1 control mode at this time, 
and Figure 5 shows the resulting yaw momentum for the first 24 hours, which quickly exceeded the 0.4 Nm-sec desaturation 
limit. The spikes are thruster firings unloading yaw momentum: Figure 5 demonstrates the sensitivity of the GOES roll/yaw 
control to error in the solar array/trim tab system. 
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Figure 5. GOES-8 Yaw Momentum During the Initial 24 Hours of L-mode Operations 

The inertial torque imparted to the spacecraft by these firings was calculated by FDF as -2.0~10’ Nm, which suggested that 
the trim tab angle should be changed by +8 deg. SS/L engineers computed a similar estimate, and so on Day 123 the trim 
tab angle was increased by half this amount (+ 4 deg) as a test. A further + 2 deg change was performed later on Day 123, 
because the frrst adjustment appeared to be in the correct direction. Another calculation showed that the thruster torque had 
been reduced by about an order of magnitude as a result of the +6 deg change, and on Day 124 the magnetic dipoles were 
turned on. Figure 6 shows trim tab fine position telemetry for the first 45 days of normal on orbit control. 
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Figure 6. GOES-8 Initial Trim Tab Tuning 

This procedure of trying trim tab settings continued for several days with no real reduction in the number of thruster firings 
Until two steps were taken. On Day 130, a -0.05 deg Earth sensor roll bias was applied to center the yaw momentum and 
reduce the tendency of most of the firings to occur on one side of the orbit. Also, at about this time it was discovered that 
an incorrect calibration curve for the solar array position potentiometer had caused a solar array offset of 8 deg, greatly 
reducing the south area moment arm and biasing the solar torque. After the array was re-pointed, the torque calculations 
illdicated that the trim tab angle was too positive. The trim tab angle was moved a total of -3.7 deg by Day 133, after which 
no more yaw thruster firings were observed. By Day 135, the spacecraft was in the V-2 control mode. 
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From Day 135 to Day 146 the trim tab was slewed each day according to the SS/L theoretical value. The trim tab angle was 
following the theoretical curve with an offset of about -1.0 deg. The torque from the magnetic dipoles as calculated by FDF 
and OATS indicated that the trim tab was still too far in the positive direction by 1.0 to 1.5 deg. A critical piece of 
information, the coupling between the dipoles and magnetometers, was not available. Inspection of the magnetometer and 
dipole data plots showed that the magnetometer output is dominated by the magnetic dipoles; thus it was felt that the torque 
calculation might be unreliable. However, by Day 145 it was felt that the sign of the trim tab error was probably correct, so 
the routine daily adjustments were stopped at that time. 

Day of Year of 
Command 

154 

155 

156 

157 

158 

159 

160 

The magnetic dipole-to-magnetometer coupling matrix was obtained on Day 147, and the magnetometer data were properly 
corrected. The general approach used by FDF at this point in the GOES-8 support was to step the trim tab at the theoretical 
rate for several days while observing the magnetic torques. A change in angle was then commanded to reduce the magnetic 
torque level. This worked essentially because the torquers were acting to minimize the wheel speed changes and the trim tab 
setting was close enough to eliminate yaw thruster frrings. Figure 7 shows the magnetic torque as a function of day of year 
with the dipole correction applied along with the torque being absorbed by the wheels. The daily updates were omitted until 
Day 153, at which time the magnetic torque had passed through zero. At this point the actual trim tab angle was about 2.5 
deg more negative than the theoretical value. 

OATS Recommended Slew Actually Remarks 
Slew (deg) Commanded (deg) 

-0.075 -0.075 

0.43 0.1 Solar Array had been 
depointed, OATS thought 
to be incorrect. 

0.47 0.47 

-0.47 -0.47 

1 .o Angle of -15.5 

_- 0.10 N/S Stationkeeping, day 
159. OATS was not run. 

-0.525 0.098 

IS0 135 140 145 150 155 160 165 
Day or year 

Figure 7. Magnetic and Wheel Torque Components - GOES-8 Initial On Orbit Operations 

Starting Day 154, the value computed by the original OATS algorithm was used for adjusting the trim tab. The OATS 
calculated the following trim tab slews: 
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This history is based on a combination of adding up the daily slews and averaging telemetry from the redundant fine 
potentiometers (which can differ by up to 0.5 deg). Note that the OATS develops a pattern of requesting large alternate sign 
slews on alternate days. The resulting trim tab error caused the magnetic dipoles to saturate the 0.075 A dipole current limit 
and forced a switch to the 0.4 A maximum current limit. The OATS recommended slew angle was incorrect for several 
reasons. Several polarity and coefficient errors were found in the solar torque calculation. Errors in the computed magnetic 
torque, noisy potentiometer data, and a data collection interval not beginning at 6 PM SLT also contributed to the OATS 
problems. FDF predictions were therefore used routinely until mid November, when the redesigned OATS algorithm was 
implemented. The improved OATS algorithm proved capable of managing trim tab error to within i0.5 deg. Figure 8 shows 
good agreement between the FDF and improved OATS solutions (OATS is online at Day 322). Shortly after the improved 
OATS algorithm was implemented, the normal on orbit mode roll/yaw controller was replaced with the reprogrammed HZC 
algorithm to improve roll/yaw pointing performance. The HZC controller rejects roll/yaw disturbances more efficiently than 
the original controller and so provides a greater margin for trim tab error. 

DAY OF YEAR 

Figure 8. Trim Tab Error - FDF vs. Redesigned OATS 

Long term trends can be evaluated for GOES-8, since over 2 years of flight data is available. Figure 9 shows the complete 
history of GOES-8 trim tab position (from hourly averaged fine potentiometer 2 telemetry) from initial on orbit operations 
in May 1994 through the 1996 summer solstice. After approximately Day 160, 1994, the trim tab has been well tuned (with 
a one-sigma error of -0.2 deg) so figure 9 represents the optimum seasonal trim tab angle profile. The GOES-8 seasonal trim 
tab range has been approximately -68 deg to -14 deg. Figure 9 shows that the estimate of -22.2 deg at the initial transition 
to on orbit mode (May 1, 1994) is within 2 deg of the nominal position for May 1, 1995. The clearest trend from Figure 9 
is the offset between 1995 and 1996 positions at the solstices. Trim tab position is less negative over time (Le. more trim tab 
*ea must be presented to balance the torque), indicating a net decrease in the effective south moment arm over time. This 
decrease is attributed to a migration of the center of mass southward (towards +y) due to propellant depletion from the 
inclination adjust maneuvers, performed near the winter solstice. The other possible cause of the trend would be changes in 
the optical properties of the principal north/south solar torque components, the solar array and solar sail. Since the solar sail 
becomes 20% more absorptive from beginning-of-life to end-of-life and the solar array properties change very little (Reference 
3), the trend, assuming no center of mass change, would favor an increased effective south moment arm. Degradation of the 
trim tab surface, which becomes only 3% more absorptive beginning-to-end of life, will decrease the south moment arm only 
slightly. Thus, degradation in the solar sail material over time may help to offset the change in solar torque profile from center 
of mass migration. 

Figure 10 shows the relationship between trim tab position as shown in Figure 9 and Sun declination, from summer solstice 
1995 to summer solstice 1996. The relationship is approximately linear, except for a slight deviation near winter solstice, which 
indicates that the trim tab angle to solar torque partial is also approximately linear over the full seasonal range. The offset 
between the two functions for increasing and decreasing Sun angle is due to the center of mass shift following the December 
1995 inclination adjustment maneuver. 
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Figure 9. GOES-8 Trim Tab History, 
May 1994 through June 1996 

Figure 10. GOES-8 Trim Tab Position vs. Sun 
Declination, June 1995 to June 1996 

The OATS residual solar torque from Day 34, 1995 through the 1996 summer solstice is shown in Figure 11. The residual 
torque is controlled mostly to under i 1.0~10" Nm (i 0.4 deg trim tab angle error). For a residual torque greater than 
approximately 2.0~10" Nm, spacecraft yaw pointing error is observable in the Image Navigation and Registration (INR) 
process. Near Day 226 in Figure 11, a trim tab error of 1.0 deg caused a yaw error of 100 prad as determined from INR star 
observations. Since the daily commanded slews are the difference of predicted angles over two consecutive days, it is difficult 
to control residual torque to within 0.5~10" Nm (0.2 deg angle) consistently. Error caused by quantization in the stepping 
motor duration command and by calibration error in the fine position potentiometers eventually causes trim tab error to exceed 
0.2 deg. Figure 12 shows the difference between the commanded trim tab slew angle and the fine position telemetry, which 
integrates into a net residual torque offset that must be removed by manual correction. Manual corrections are performed 
more often around the solstices when the stepping error may be larger than the daily commanded slew angle. 
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Figure 11. GOES-8 Residual Torque History 
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GOES-9 TRIM TAB OPERATIONS 

Based on GOES-8 experience, a consistent and well-defined plan was developed by the mission operations team for the GOES- 
9 initial on orbit operations and trim tab tuning. At the initial transition to on orbit mode, the trim tab was slewed to the 
current GOES-8 position for that day. The actual GOES-8 trim tab position.from telemetry was considered to be a better 
a priori estimate than an analytic model, neglecting subtle differences between the two spacecraft in m a s  and surface 
properties. The solar array was then slewed i10 deg about the expected Sun position to locate the east/west Sun Analog 
Sensor null and validate the solar array potentiometer telemetry. After the solar array was versed to be precisely normal to 
the Sun, on orbit control using the reaction wheel (L1 mode) was enabled for a period of 48 hours without the magnetic 
dipoles. Yaw momentum was allowed to accumulate up to the reaction wheel maximum limit before a thruster unload would 
bc allowed (the reaction wheel control mode has a much greater margin for storing yaw momentum than the dual momentum 
wheel V-mode). This technique has the advantage that the solar torque imbalance is absorbed purely in the reaction wheel, 
eliminating uncertainty in the residual solar torque calculation caused by yaw thruster unloads and magnetic dipole activity. 
Figure 13 shows the trim tab position telemetry from fine potentiometer 2 during the initial on orbit tuning process. 
Corruption of certain segments of the fine potentiometer 1 has caused fine potentiometer 2 to be used exclusively as the true 
trim tab measurement. 
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Figure U. GOES-9 Trim Tab Initialization 

During the initial 24 hours of L-mode operations, a large yaw momentum excursion occurred that was attributed to trim tab 
error. No yaw thruster unload was allowed. On day 157, the trim tab was slewed +2.29 deg to correct for the roU/yaw 
disturbance. After 4 days, solutions from the MOST trim tab analysis utility indicated that the Day 157 slew had over- 
compensated for the Lmode momentum accumulation and that a -1.1 deg correction was required, which brought the trim 
tab closer to the initial position estimate. Subsequently, the roll/yaw disturbance was correlated with a large outgassing torque 
observed in pitch during the first two days of normal Sun angle geometries. By Day 164, a consistent residual torque profde 
was reached, with a difference between GOES-8 and GOES-9 of only 1.0 deg (a 0.5 deg error was injected purposely on Day 
171 to test a shift in residual solar torque polarity through the solstice). 

The MOST trim tab analysis utility was used for error determination and commanding until Day 205, 1995, when the OATS 
algorithm became primary for routine trim tab operations. For the initial 20 days of GOES-9 trim tab operations using the 
MOST utility, the daily trim tab commands were generated from a sinusoidal fit to one year of GOES-8 fine trim tab position 
data. Day-to-day differences in the analytic fit were used for the predictive daily adjustments. After 20 days of data were 
collected, a new method of daily slew predictions was used. A profile of corrected trim tab angles was generated by applying 
the computed trim tab error to the daily average frne potentiometer data. The resulting function is the best estimate of the 
actual trim tab position required to balance the residual solar torque. That the corrected daily position is a relatively smooth 
function implies that an extrapolation may be used to predict trim tab position several days in advance. Figure 14 gives the 
corrected trim tab position data together with a 4th order polynomial fit, extrapolated for 10 days. Polynomial fits greater than 
4th order cxtrapolated 10 days tend to diverge from the optimum angle profile, while lesser order fits do not track the profile 
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as well. The difference between the corrected trim tab position and the 4th order fit, shown in figure 15, together with the 
computed error, is less than 0.2 deg over the entire 50 day span. The close match of the 4th order fit indicates that a 
predictive error of less than 0.2 deg is possible by extrapolating a polynomial fit to the corrected trim tab position several days 
in advance. This technique is different from the OATS algorithm, which uses uncorrected trim tab position telemetry in the 
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Figure 15. Computed Trim Tab Error and Corrected 
Angle minus 4th Order Fit 

Trim tab fine potentiometer 2 data from initial on orbit operations in June 1995 through the 1996 summer solstice are plotted 
in Figure 16. Minimum trim tab angle at the winter solstice is -70 deg. The GOES-9 angles are consistently 1 to 2 deg more 
negative than GOES-8. This discrepancy may reflect spacecraft center of gravity differences as well as small differences in 
optical surface properties and potentiometer calibration. Figure 17 shows trim tab position as a function of Sun declination 
between the 1995 and 1996 summer solstices. As for GOES-8, the relationship is approximately linear, with a slight divergence 
near winter solstice. The close correspondence between the increasing and decreasing Sun declinations is because the GOES-9 
inclination maneuver performed on Day 187, 1995 was small and did not significantly affect center of mass. Figure 18 shows 
the OATS calculated residual torque for GOES-9 over the same period. On Day 170,1996, another inclination maneuver was 
performed and the trim tab was slewed -0.53 deg to accommodate the 0.6 deg inclination change. However, on Day 171, the 
OATS calculated a large residual torque of -1 .5~10~  Nm. A manual adjustment of + 0.5 deg was then made. This shows that 
correction for Sun declination change after inclination maneuvers is not sufficient for post-maneuver trim tab prediction and 
that center of mass relocation effects must also be accounted for. 
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Figure 16. GOES-9 Trim Tab History, 
June 1995 - June 1996 
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Figure 18. GOES-9 Residual Torque History From OATS, 95/176 - 96/177 
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To illustrate the effectiveness of the trim tab roll/yaw torque management, the x- and z-axis residual solar torque for a typical 
day (Day 345, 1995) computed using the MOST trim tab analysis utility is plotted in the body frame in figures 19 and 20. 
For a signifcant trim tab error, the inertial residual solar torque would be sinusoidal in the body frame, with a 24 hour period. 
The body frame x- and z-axis residual torques for this day vary at approximately 4 times the orbit period, indicating a higher 
order roll/yaw disturbance than the 24 hour period trim tab solar torque imbalance. 
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Figure 19. Body Frame X-Axis Residual Torque Figure 20. Body Frame Z-Axis Residual Torque 
GOES-9, Day 95/35  GOES-9, Day 95/34 

Figure 21 shows the x-component of the SPS residual torque, which is parallel to the trim tab axis of rotation. A trim tab 
imbalance would result in a constant offset from zero of the SPS x-axis torque component over one day. Variation in the SPS 
X-axis torque in figure 21 indicates a higher order inertial roll disturbance. The 24 hour average SPS x-a& torque indicates 
that trim tab error for this day was approximately 0.25 deg. The maximum magnitude of the inertial roll torque, approximately 
7 x 10-6 Nrn, is well within the capacity of the magnetic dipoles. Maximum magnetic dipole current for this day was less than 
0.2 A. Fiyrc 22 shows the corresponding momentum wheel yaw momentum for Day 345. 
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Figure 21. SPS X-Axis Residual Torque, 
GOES-9 Day 95/35  

Figure 22. Yaw Momentum, GOES-9 Day 95/345 

CONCLUSIONS 

Flight experience has validated the GOES trim tab design as an effective system of semi-passive angular momentum control. 
The GOES missions have also shown that the rigorous solar torque model developed by SS/L was very effective in the trim 
tab design and predictions generated using the model matched flight data to within 2.0 deg. Incorrect telemetry calibration 
of the solar array position potentiometers and unknown magnetic dipole/magnetometer coupling effects hampered early efforts 
to tune the trim tab during GOES-8 launch support. The original OATS trim tab algorithm did not provide consistent results 
during early GOES-8 operations. Experience gained from the GOES-8 launch was used to refine GOES-9 launch support 
trim tab procedures and resulted in a rapid tuning process and smooth transition to routine on-orbit operations. A similar 
plan will be used for the GOES-K launch support. Flight experience has also proven the advantage of having different analysis 
algorithms in place to provide independent validation of results and as a backup method for trim tab commanding in case of 
problems with the primary algorithm. 

Following extensive redesign, the OATS trim tab determination system has proven effective in maintaining trim tab error to 
within 0.4 deg, which is sufficient to meet INR yaw pointing and day-to-day yaw repeatability requirements. The original goal 
to manage trim tab error to 0.1 deg has proven impractical. A possible improvement to the OATS algorithm would be to 
apply the least squares fit to trim tab position data that has been corrected using the daily residual torque solutions instead 
of to uncorrected trim tab position telemetry. Several incidents in which trim tab error has approached 1 deg have permitted 
trim tab error to be correlated with spacecraft yaw pointing performance through INR measurements, with typical daily trim 
tab errors producing roll/yaw pointing variation at the limit of INR observability. 
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Using the Sun Analog Sensor(SAS) data to investigate solar array yoke motion on the GOES-8 and -9 spacecraft 

Milton C. Phenneger 
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ABSTRACT 

The GOES-8 and -9 Sun Analog Sensor(SAS) flight data is analyzed to evaluate the attitude motion environment 
of payloads mounted on the solar array. The work was performed in part to extend analysis in progress to 
support the Solar X-Ray Imager(SX1) to be flown on the GOES-M. The SAS is a two axis sensor mounted on 
the X-Ray Sensor Pointing(XRP) module to measure the eastlwest error angle between the Sun and the solar 
array normal and to provide a north south error angle for automatic solar pointing of the X-Ray Sensor(XRS) by 
the XRP. The goal was to search for evidence of solar array vibrational modes in the 2 Hz and 0.5 Hz range 
and to test the predicted amplitudes. The results show that the solar array rotates at the rate of the mean Sun 
with unexpected oscillation periods of 5.6 minutes, 90 minutes, and 1440 minutes originating from the two 16:l 
gear drive train stages between the solar array drive stepper motor and the solar array yoke. The higher 
frequency oscillations are detected as random noise at the 1/16 Hz telemetry sampling rate of the SAS. This 
supports the preflight 
frequency as expected for this data period. In addition to this the data indicates that the solar array is responding 
unexpcctedly to GOES Imager instrument blackbody calibration events. 

for the high frequency modes but provides no detailed measurement of the 

KEY WORDS: GOES-9, geosynchronous, solar array, sun sensor, flight experience, Solar X-Ray Imager 

2. INTRODUCTION AND BACKGROUND 

The GOES-9 Sun Analog Sensor(SAS) is a component of the X-Ray Sensor(XRS) payload on the GOES 
spacecraft and is illustrated in Figure 13. The SAS in mounted on the yoke of the solar array assembly and 
provides two axis Sun angle measurements to monitor the EastlWest error in the XRS field of view(F0V) and 
NorthlSouth error for input to the X-Ray Positioner Electronics(XRPE) for automatic tracking of the Sun as its 
declination changes with the seasons. The EastlWest error sensed by the SAS is a result of solar array run rate 
variations and vibrations, spacecraft attitude(driven by orbital eccentricity on the pitch axis), and true solar 
motion along the ecliptic. The solar array runs in an open loop mode at the mean solar rate of 360" in 24 hours 
in the body frame, and it is reset every day to remove the accumulated mtlwest error at 06:OO spacecraft local 
time(SLT). These offset errors are caused by periodic planned interruptions of the solar array drive to adjust the 
angle of the trim tab solar pressure torque4 balance area and by daily changes in the true rate of the Sun on the 
ecliptic. 

The goal of this work was to determine solar array vibrational modes' were measurable in the SAS data. This 
analysis is to provide flight data to complement the work in reference 1 for the Solar X-Ray Imager(SX1). The 
SAS data period is 16 seconds with a resolution of 0.016". SAS data sensitivity is dependent upon the following 
conditions; if amplitudes of the 5 solar array modes between 0.17 Hz and 2.5 Hz, amplitudes are in the range 
of 50 pradians( =0.003"), if the SAS analog noise is low relative to the 0.016" least significant bit(lsh), and 
array vibrations are not highly correlated with the SAS telemetry sampling. The array torsional(east/west) mode 
amplitudes will be revealed as noise in the SAS data. If noise transitions in the SAS data are more frequent near 
the thresholds of the telemetry steps, some information about the vibration amplitude may be obtained from SAS 
flight data. If actual amplitudes are greater than predicted', it will be more obvious in the SAS data. 
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Section 3 describes the analysis method and results with illustrations comparing modelled and flight data. 
Section 4 presents details of the SAS telemetry data model. Section 5 is a short discussion of the results. 

X RS 

t NISSAS 

X R P  ROTATION 5 
Figure 1. Solar Array Yoke Assembly With XRS Subsystem3 

3. ANALYSIS METHOD A N D  RESULTS 

The 16 sec SAS telemetry data was filtered in a 7 point running average to provide visual enhancement of the 
features in this data. To understand these features a model of the SAS eastlwest errors was developed including 
the effects of true solar motion, spacecraft orbital motion, and presumed solar array drive gear train effects. 
The analog model data is digitized and averaged for visual comparison with the flight data. Conclusions about 
the features in the flight data are made after good visual similarity with the model is obtained. Figure 2. 
illustrates the effect of a running average on the raw data. The average function converts the discrete two level 
data into an analog counterpart. The figure reveals three unexpected features; 1) the 5.6 minute oscillations, 2) 
the 90 minute oscillations, and 3) 1 Isb transitions in the average are correlated with the Blackbody 
calibration(BB Cal) nutation indicated by the earth sensor roll data. This is unexpected, as the BB Cal response 
is primarily a roll/yaw nutation at a period near 5.6 minutes, not on the pitch axis. The data shows that there is 
a significant east/west response at the array yoke to the BB Cal. One transition in the average is equivalent to 9 
consecutive samples offset in the negative direction of the raw data. Comparisons between the model and the 
averaged flight data for GOES-9 on days of year(D0Y) 173, 184, and 228 (1995) are illustrated in figures 3, 4, 
and 5. The model results are biased upward in these figures to allow comparison. Figure 6 is a detailed look at 
the averaged data for DOY 184 showing phase agreement in the 5.6 and 90 minute oscillations and slightly 
higher noise effects in the flight data(i.e. the sample to sample ripples on the 5.6 minute oscillations at 04:40 
UTC). The observations of this analysis are summarized as follows: 

1) The 5.6 minute oscillation and the 90 minute oscillations are caused by the solar array gear drive. The 
amplitude of the oscillation from this analysis is near 0.003" for the 5.6 minute period and 0.005" for the 90 
minute oscillation. The drive has two gear stages, 16: 1 each with an outer gear rate of 360" per 1440 minutes 
in the body frame. The corresponding inner gear periods are 90 and 5.6 minutes respectively. The model 
assumes that the gear teeth have a sinusoidal error over one rotation and matches all maxima detected in the 
data for each day analyzed. No phase deviations are observed throughout the day as expected for spacecraft 
nutation. Also, Figure 7 shows data from DOY 275(wheels at 2900 RPM) & 276(wheels 4500 RPM), when the 
nutation period should have been different, has close correspondence of the maxima on both days. The 
differences in amplitude of the maxima are primarily due to the differences in the location of the Sun between 
the SAS digital levels at the same time on each day. 
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2) A one day sinusoid or gaussian shaped outer gear error centered at 12:OO UTC worked to match the data. 
The amplitude of this error is between 0.02" and 0.03" and it was necessary in the model. 

3) A constant run rate error which causes a linear growth in the Sun angle error throughout the day was not 
resolved. This error is linear in time and is added to the effect of the true solar motion and the spacecraft 
longitude drift. The accuracy of matching these linear terms is about f0.008". The model matched the data 
without explicit compensation for the longitude drift. A run rate error of +0.016" per day is consistent with 
DOY 173 and DOY 184 but not DOY 228. If the array occasionally adds or skips step a run rate error 
measurement could not be made with this three day sample. 

4) The pitch thermal error, which is about 0.024", a known feature of the earth sensor pitch control4, centered 
at spacecraft midnight was not clearly visible in the data. Attempts to insert it were not successful. This 
inconsistency could be caused by perigee and outer gear effects of similar amplitude masking the Earth sensor 
pitch error. For the most part the pitch thermal offset should be detectable in this SAS data model and it is not. 
This is an analysis result that requires further work. 

5) The BB Cal couples into the eastlwest motion of the array for a much longer time than expected from the 
Mirror Motion Compensation(MMC) signals that are accurately correcting the mirrors of the scanning 
instrument while the non-scanning instrument is executing the calibration slew that stimulate spacecraft nutation. 
The data of Figure 2. indicate that at 13:30, 14:30, and 16:OO there are transitions in the SAS data that are out 
of family with surrounding data. The 14:30 and 16:OO spikes are sustained pitch excursion of 9 raw samples in 
length(144 s a )  whereas the pitch MMC for the sounder is only a 25 seconds long and 30 microradians. The 
data indicates that the array appears to slip west toward negative angles at the begiMing of the BB-Cal, 
returning c a s t  by the same amount( =0.016") 144 seconds later. This is not visible at every BB Cal because the 
alignment of the Sun between the transition thresholds can position the analog values of the starting Sun angles 
such that only one raw sample exceeds the 0.016" transition threshold. This is apparent when the Sun is 
centered in the  digitization bin at 13:30 UTC causing the BB Cal to stimulate a 119th pulse on the averaged 
output. Finally, Earth sensor pitch data is less informative as the pitch loop acts fast to null it. 

6) The amplitude of the random noise component of the model was between f0.004" and f0.007" and is 
consistent with the predictions'. If the high frequency (0.5 Hz - 2.0 Hz) motion is small relative to the 
digitization bin size i t  will stimulate random looking transitions when Sun angles approach an A-to-D threshold 
from above and below. The prdiction' for the amplitude was near f50 padians or 0.003". 

7) Fast Fourier Transforms performed on one day intervals of the SAS eastlwest data to verify the frequencies 
in the data model showed that GOES-8 has a lower amplitude 5.6 minute oscillation than GOES-9. Figure 8 
illustrates this comparing one orbit of GOES-9 and GOES-8(with a higher eccentricity). The FFT results 
illustrated in Figure 9 also detect frequencies not observed in this analysis. 

4. DATA ANALYSIS AND MODEL 

The SAS telemetry data is subcornmutated at 1/32nd the GOES telemetry period of 0.512 sec to produce a 16 
second data period. In addition to this the resolution of 0.016" is large relative to the amplitude of the diurnal 
variations in the eastlwest Sun angle. On occasion the orbital eccentricity combined with zeros in the daily rate 
of change of the sundial correction can limit 24 hours of telemetry data to two or three telemetry values. To 
recover the analog information from this highly digitized data, a running average is performed which converts 
data toggling frequency at the Ish transition points into analog levels which are easier to interpret visually. The 
choice of the averaging period of seven samples or 1.87 minutes was made to avoid removing attitude 
information at the spacecraft nutation period which is near 6 minutes. Figure 2 shows how a nine point running 
average reveals the eastlwest motion. Note that an isolated transition of 0.016" is reduced in amplitude to 
1/9th.(e.g. at 13:20 UTC). Conversely when one point in the averaged data reaches 0.016" it is equivalent to 
nine consecutive points in the raw data at a level different by 1 Isb(e.g. near 14:30 UTC and 16:OO UTC). 
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4.2 Model Description 

~~ ~- ~ 

1 2*0.016" 2W.016 " 2*0.0 16 " 

f0.004" f0.004" +_0.007" 

0.004" 0.005" 0.006" 

The result of the first step in the analysis of the running average revealed unexpected 5.6 minute and 90 minute 
oscillations in the SAS data. To understand the Sun angle variations caused by solar array motion a SAS data 
model was developed which applied all of the known deterministic effects such as orbit eccentricity, spacecraft 
longitude drift, the sundial correction, and solar parallax at the geosynchronous orbit radius. The other effects 
such as the newly revealed 5.6 minute and 90 minute motion were modelled as sinusoidal with adjustable phase 
and amplitude. High frequency modes in the array were accounted for as a feature in the data using a random 
noise function with an adjustable amplitude, which for the low sampling rate of the SAS was thought sufficient 
to simulate the effect of the superposition of uncorrelated(with the telemetry sampling process) five higher 
frequency modes analyzed in reference 1. 

I 

5.6 MIN GEAR 

Additional features of the solar array motion to be reveald in the data were then left to be developed and 
explained. Thus there are three categories of information in the model; the known deterministic angle errors, the 
obvious periodic functions with amplitudes, frequencies, and phases to be determined, and the remaining "to be 
developed features" which would he revealed as unresolved differences after the periodic and random 
components parameters are optimized. The parameters of the model for each of the days analyzed in this work 
are presented in Table 1. 

I 

1440 MIN GEAR 
' 7=(1/e half width) 

ECCENTRICITY' 
(ERROR EST.) 
(ERROR USED) 

SUNDIAL 
ERROR USED 
SIC LON. DRIFT? 

TABLE 1.0 PARAMETERS OF THE SAS E/W DATA MODEL 

0.023" 
7.2 hours 

.00007 
(.008") 
(0.01s") 

0.053" 
(0.055") 
-0.0066 "/DAY 

PAR AM ETER 
DESCRIPTION 

~ ~~~ ~ ~ 

.030" 0.019" 
4.15 hours 4.15 hours 

0.0001 4 0.000121 " 
(.013") (0.01 1 ") 
(0.0125") (0.0 15 ") 

0.046" -0.051 
(0.046 ") (-.OS1 ") 
-0.0134"IDAY + 0.0169"IDAY 

I PARALLAX 

90 MIN GEAR 

I DOY 228 

0.003 " I 0.003" I 0.003" 

1 Differences in the actual(from osculating elements) and "used" are in part caused by variations in the 
osculating value around an orbit, a mean of the osculating elements would have been better. Also this may 
reflect the intrinsic accuracy limitations of the method. 

2 (Not used) If drift rate is positive(eastward) Sun error is a negative pitch and SAS error. 
Therefore, if used the longitudinal drift rates listed would increase the calculated model value to exceed the 
value used for all cases. This difference could be solar array run rate error. 
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4.2.1 Deterministic ephemeris errors 

There are four errors in this category; parallax, GOES orbital eccentricity, the daily variation true solar motion, 
and the GOES longitude drift. The parallax error is a maximum at 06:OO am SLT because the solar array is 
reset manually at 06:OO pm SLT. The amplitude of this error, 0.032" zero to peak, is not dependent on solar 
declination and is sinusoidal. The orbital eccentricity error effects the spacecraft pitch control loop which tracks 
the Earth nadir vector at the orbit rate causing a diurnal variation in the Sun angle. The resultant pitch error 
relative to pitch from a perfect zero eccentricity orbit(Mean anomaly minus true anomaly) is projected onto the 
SAS sensitive axis by the cosine of the solar declination. The change in the true solar rate is the derivative of 
the sundial correction(the derivative of equation of time, since the solar array is recentered every day) and it is 
projected from an equatorial longitude reference to the SAS eastlwest axis by the solar declination. The 
spacecraft longitude drift is linear with time of day and is projected onto the SAS east/west axis by the solar 
declination. The model terms applied used the operational osculating elements for, orbital eccentricity, argument 
of perigee, ascending node right ascension, and longitudinal drift rdte(orbita1 period sideral period error). 
However the terms that produce a linear growth in the eadwest error with time such as orbit period, are 
equivalent in the model to the correction for true solar motion, solar array run rate error and solar a m y  step 
errors such as stepper motor skipping and backlash in the gears. The linear terms used do not agree with the 
values one would obtain by adding all known linear effects such as the sundial and the longitude drift. Run rate 
error may not be measurable in this 3 day sample if the array occasionally adds or skips steps in response the 
spacecraft pitch control jerks at the times of BB Cal. 

4.2.2 Periodic and random effects with amplitude:, periods, and phase to be determined. 

The 5.6 minute oscillation and the 90 minute oscillation discovered immediately after the first sample of GOES- 
9 data was averaged, were determined to be from the solar array gear drive and stepper motor. Two 16: 1 gear 
stages result in one rotation in the spacecraft body frame every 1440 minutes. The following gear periods result; 
1440 minutes for the outer gear on the array yoke, 90 minutes for the gear that drives it, and 5.6 minutes for 
the 1st stage gear. Initial suggestions that the 5.6 minute period was spacecraft roll/yaw nutation were 
discounted by observations that the phase angle once determined is good for a whole days data. Spacecraft 
nutation which is driven primarily be Imager/Sounder BB Cal mirror motion would not maintain phase 
consistency throughout one day. Thus the inner and outer gear rate variations were modelled as though the error 
were sinusoidal with a period of 5.6 and 90 minutes determind by obtaining phase consistency between the 
model and flight data over 24 hours. A random noise function with an adjustable amplitude was use to match 
the random noise visible in the flight data processed in the running average. 

4.2.3 Additional effect to determined in the analysis 

The failure to accommodate the Earth sensor pitch therind offset at 0O:OO SLT can be considered a discovery of 
this work. However; no explanation is offered, except that perigee effects near this time masked it. A pitch 
offset of 0.024" centered at spacecraft midnight should have been detectable in this analysis. Instead it was 
absolutely necessary to include a gradual pitch offset and return, centered at 12:OO UTC which was 06:OO am 
SLT. The amplitude of the offset was 0.022' the error function was gaussian with width between 4.15 hours 
and 7.2 hours on the days analyzed. The most obvious explanation of this error is the solar array outer gear. 
Although the time of the maximuiii offset occurs when the pitch torque reverses sign and the wheels reverse 
their acceleration. It is possible that the Earth sensor pitch thermal effect is also canceling a component of the 
outer gear error and the outer gear model produced here is the sum of the two effects. 
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4.2.4 Mathematical summarv of the model 

The model can be written mathematically as follows: 

4.2.4.1 Parallax: 

P=0.016( 1 -c0~(2*a*t/T) 

Where: t is the time in UTC 
T is the orbit period 
0.016" is (42,164/ 1AU)*57.3 

4.2.4.2 Orbital eccentricity: 

E =  -0.0 1 15*sin(n)*cos(6) 

Where: -0.01 15" is a model parameter for eccentricity 0.0001(for example) 
n is the mean anomaly 
6 is the declination of the Sun required to project the pitch motion onto the SAS east/west rotation axis. 

4.2.4.3 True solar motion: 
Solar array run rate error: 
Spacecraft longitude drift: 

L=cY*t 

Where: CY is the sum of the three effects per day 
t is the time of day since solar array reset which was at 0O:OO UTC 

4.2.4.4 Stepper Motor and Second Gear: 

G 1 = 0.004 "*sin(( t/5.6)*2*~ + 4)  
G2 = 0.004 "*sin((t/90)*2*~ + I)) 

Where: 0.004" is the observed amplitude for this effect 
t is the time of day UTC in minutes 
q!~ is the phase of the stepper motor gear at the 0 minute UTC 
$ is the phase of the second gear at 0.0 minutes UTC 

4.2.4.5 Outer Gear(Pitch deadband): 

OG =O.O22*exp((t-.5)/~)*' 

Where: 0.022" is the observed amplitude from the data. 
7 is 0.09 day for DOY 173 is the gaussian width duration of error effect. 

The total error is: 

Eta,= P +E + L  + GI + G2 + OG 
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The digitized telemetry is: 

DE = (INT(E,,,/O. 0 16))*0.016 

The digitized samples at the 16 sec computation period are then averaged to compare with flight data. 

5.0 Discussion of results 

The method of analysis presented is preliminary and simplified relative to what could be done with more 
resources and time. However the limitations of the SAS data may not yield an increase in the understanding 
proportional to the effort to implement more complex methods such as a least squares estimation. The input data 
for the model presented in this work was approximate as the osculating orbital elements were used to represent 
the argument of perigee of a near circular orbit. Thus some flexibility was allowed in the matching process as 
indicated in Table 1. Improvement of this qualitative comparison method can be made by forcing the linear term 
for the sundial effect, and longitudinal drift effect to estimate the value for the daily array drive run rate error. 
If so added precision in the determination of the longitudinal drift would be required and an orbit represented by 
the average of the osculating elements would be necessary. In addition to this precise measurement of the a m y  
initial location after the daily operational reset would have to he made. The results obtained are present& to 
stimulate thought about the nature of attitude pointing for payloads attached the solar array yoke such as the 
SXI. Significant results were obtained with minimal analysis effort and limited accuracy. This shows that if  a 
0.5 sec sample rate and 50 R higher precision were available a more direct measurements of transient 
phenomena such as the BB Cal response and stepper motor increments. 
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The GOES I-M Image Navigation & RegisIration (INR) system was developed and patented by Space SystemdLoral ( S S L )  in 
response to N A S ~ ~ O W  pointing requirements of Imager and Sounder payloads. This Im systein is divided into space segment 
and ground segment. The space segment consists of linage Motion Compensation (IMC) vsteni that compensate for deterministic 
errors caused by orbit and attitude motions and Mirror Motion Compensation (mc)  systein that compensate for spacecrafi 
attitude motion caused by Imager and Sounder scanner mirror motion. The ground segment consists niainly of Orbit & Attitude 
Tracking System (OATS) that determines the IMC orbit and attitude coeflicients from star, landmark, and range measurements. 

-s: image navigation, image registration, orbit determination, attitude dettmnination, attitude control 

1 MTRODUCnON 

GOES I-M satellites are designed and built by S S L  for NASA/NOAA. These satelliles have considerably enhanced capabilities in 
terms of flexibility and quantitative data. GOES I-M satellites provide a three-axis, body-stabilized platform with independently 
operating Imager and Sounder Instruments built by l?r ArrospacelCoinmunications Division. Tlicse Instruments offer improved 
sensitivity, spatial resolution. scan flexibility, and pointing accuracy compared to the previous GOES instruments. In addition, 
the GOES I-M system provides the end users with ndioinetrically calibrated Imager and Sounder data and complete navigation 
information in near-real time. Furthermore, the Imager data is also registered will1 reference to a grid that remains unchanged 
(fixed) over the satellite orbital lifetime. The IMClMMC systems are the key IO providing end users with products that are 
preregistered with respect to a fixed grid in near-real tune 

1.1 GOES I-M Svsteq 

Figure 1 is a schematic of the GOES I-M system, which comprise two orbital salellites (GOES East and GOES West) and an 

Figure 1 GOES I-M System 
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operational ground system consists of Operations Ground Equipment (OGE) and GOES I-M Telemetry and Command System 
(GIMTACS). Radiometric data transmitted by each of the two Instruments (Imager and Sounder) from both satellites are 
simultaneously received at the OGE where they arc refomiatted and corrected for radiometric calibrations and are then 
retransmitted to the satellite in final form via GIMTACS for reception by the user community. The data, containing image 
navigation information for retransmission, is generated in near-real time (within a few seconds). The OGE also generates all 
necessary IMC coefticients using star measurements taken by the Imager and Sounder, Earth landmarks from images, and ranging 
data. These coefficients are transmitted to the satellite, typically once a day, for on-bonrd generation of correction signals that 
continuously adjust the Instrument mirror position to nullify the orbit and attitude effects so that all pisels (picture elements) 
will be registered relative to a fixed grid as will be explained below. 

1.2 w s  I -M Satellite 

GOES I-M is a three-axis-stabilized satellite using the momentum bias principle to maintain pointing the Imager and Sounder 
optical line of sight to the Earth. Figure 2 shows the satellite in the deployed orbital configuration. 

+Y 
rrTw 
SOOM 
ORBIT 
NORMAL 

‘,SOUNDER 

. Figure 2 On-Orbit Satellite NORTH 

The satellite consists of a central body containing all the propulsion and electronic equipment and provides the platform on 
which the Imager and Sounder are mounted, A solar array continuously rotates about the satellite pitch axis to track the Sun 
during the orbital motion, generating the required power of approsimately 1100 watts. An unobstructed view of the detector 
coolers to space is required to maintain the temperature of the infrared dctectors at near 100 K. An insymmetric solar m y  
configuration that avoids solar input into the passive coolers was selected to fulfill this requirement. The result is a conical 
shaped solar sail on top of a 16-meter boom on the north side to balance the torque caused by solar radiation pressure. A trim tab 
panel at the tip of the solar array is used to fine balance the solar radiation pressure torque on the satellite by adjusting the tilt 
angle of the trim tab daily to account for varying Sun declination effects. Two otlier slnaller booms on the east and anti-Earth side 
of the satellite hold the telemetry and command antenna and the magnetometer assembly. Redundant Earth Sensors and various 
communications antennas are mounted on the Wi- fac ing  panel of the central body. 

The satellite attitude control uses a momentum bias concept with two skewed niomentuni wheels that provide pitch and roll 
control. The Earth Sensor provides pitch and roll information that is used to maintain Earth pointing. Two magnetic torquers are 
used to absorb gradual buildup of roll and yaw momentun from the solar radiation pressure torques, eliniinating the need to 
unload the wheels by firing thrusters. 

The Imager and Sounder are shown in Figure 3 and they consist of Earth pinting optical ports, coolers looking north, scan 
mechanisms, and optical systems (including the telescope) that collect the incident radiation energy in ditrerent spectral bands 
onto the respective detectors. The scan mirror is mounted on a two-asis ginibols with ortliogonal scan axes along Uie easVwest 
and norlNsouth directions. The scan is servo controlled through a high bandwidth pxcision servomechanism. 

The Imager has five spectral channels, four infrared and one visible. I t  sweeps an 8 hn longitudinal swath along the easuwest pnlh 
on the Earth, providing siniultancous data on all channels for the viewed sccric. The scan system provides complete flexibility in 
terms of the size and area to be scanned. The visible channel has a pisel size of 1 hn (equivalent to 28 microradian field of view) 
at Uie subsatellite point. A full Earth scan can be accomplished in about 26 minutes. 
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Figure 3 Expanded View Of Image and Sounder 

The Sounder provides simultaneous coregistered data in 1 visible and 18 infrared channels throiigli a lilter wheel assembly. The 
scan mirror in the Sounder stepscans a 40 hi longitudinal swath across an east/wes( parh in 10 kni increments. 
Detailed descriptions of the Imager and Sounder can be found in references 1 and 2. 

. .  2.1 Definltlons 
Image navigation is the process of determining the location of any pixel within an image in terms of Earth longitude and latitude. 
Image navigation is, therefore, a measure of absolute pointing accuracy. 
Image registration refers to the process of keeping any pixel within an image pointcd to its nominal Earth location within 
specified accuracy. Image registration is, therefore, a measure of pointing stability. 
Gridding refers to the assignment of political and geographic boundaries to pisels. Thc GOES I-M IMC system provides a fixed 
gridding capability, meaning that the pixel assignments of grid points are invariant over tlie satellite orbital lifetime. 

2.2 WES I-M TNR Recluirementa 

The most significant requirements are that: 
o Imager absolute line of sight pointing should be within I12 microradians (3 sigma). This is equivalent to 4 km at subsatellite 
point. 
o Pixels within an image should mutually be registered with respect to each other within 42 microradians (3  sigma) of their 
nominal separation. 
o Corresponding pixels of successive images of the same Earth region taken within a 15 minute interval should be registered 
within 42 microradians (3 sigma). 
o Corresponding pixels of successive images of the same Earth region taken within a 90 minute interval should be registered 
within 84 microradians (3 sigma). 
The INR system requirements and GOES 8 & 9 on-orbit performance can be found in reference 3. 

2.3 TNR Sv stem De scnntion 

Figure 4 shows the various elements of the INR system. The system forms a closed loop connecting the space and ground 
segments that is  essentially a control loop for the compensation of diurnal orbit and attitude errors whose amplitudes are slowly 
varying over time. The space segment consists mainly of the IMC/MMC software in tlie Attitude & Orbit Control Electronics 
(AOCE), A W E  interface hardware with Imager and Sounder, and scanner position adjustment circuits in Imager and Sounder. In 
addition, the space segment contains the Attitude Data Multiplexerhlulti-use Data Link ( A D W L )  Tor INR Dynamic Interaction 
Diagnostic (DID) using solar array steplno step status, mirror slewho slew status, Instrunlent servo error, Angular Displacement 
Sensor (ADS), and Digital Integrated Rate Assembly ( D I M )  data. Tlie navigation parameters are mcluded in the GOES Variable 
retransmitted data format (GVAR) which is sent to the users via the Processed Data Rclay (PDR) link. Tlie ground segment consists 
mainly of the OATS system and the INR portions of OGE, Sensor Processing System (SPS), Product Monitor (PM), and GIMTACS. 

The INR system operation is shown in Figure 5 .  The INR systeni operates by collecting navigation observations from the 
Instruments in the form of star positions and landmark positions, plus two-way ranges througli the PDR transponder. These are 
processed in the OGE to generate coeflicients of a model for the orbital and attihide errors cornipting tlie INR. These coefficients 
are uploaded to the spacecraft and are used by the AOCE to generate IMC signals based on the orbit and attitude model in the 

. .  
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Figurc 4 INR System Conceptual Design 

Figure 5 INR System Operation 

AOCE and the scan m h r  position Sent by the Instrument to the AOCE. The net result is compensation for the pointing errors 
caused by the orbital and attitude variations. 

In general the navigation observations collected for day N are used to generati: tlic IMC nlodcl for day N+1. Thus a fundamental 
feature of the MR system is to compensate for attitude e m r s  caused by the Sun apparent diurnal motion about the satellite such 
as line of sight deflections induced by thennal distortions andor solar radiation pressure en'ect on spacecroft yaw attitude. Other 
errors which are not diurnal in nature are minimized by design; however, the INIl systenl has been equipped with the capability to 
detect and compensate errors which are non-diurnal but slowly varying such as drifts in the Earth Sensor boresight caused by 
meteorological effects, and station-keeping disturbances. In this case, the star and landniark observations are compared to their 
expected values when processed in OATS. When OATS detects a trcnd in the star and landmark residuals indicating Uiat the on- 
board IMC model is not adequately compensating for some non-diurnal effects, a Short Span Attitude Adjustnlent (SSAA) 
coefficients or  Short Span Orbit And Attitude Adjustment (SSOAA) cocrlicicnts are generated by OATS and tmnsmitted to 
GIMTACS. These coefficients are then uploadcd to thc satellite to adjust the on-board IMC attitude and orbit models. The net 
result is compensation for these slowly varying non-diurnal errors. 

In addition to the IMC, there is MMC which is designed to compensate for disturbances caused by slewing the Imager and 
Sounder mirrors. This is described in details below. 

Simulation studies of the MR system can be found in reference 4 
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3. MAJOR SOUBCES OF ERROR 

Ideally, if the satellite was to be geostationary and the optical axes of the imaging Instrument were to be held fixed relative to a 
geocentric coordinate frame, all images would have the same navigation solution, ].e., corresponding pixels of successive images 
would have the same earth longitude and latitude; the objective of fixed gridding would thus be achieved. In reality, however, the 
orbital motion of the satellite as well as perturbations in the attitude of the optical ases cause varying motions of images over 
time. The purpose of the IMC system is to correct for such motions at the source, Le., adjust the scan mirror, such that the apparent 
pixel shift due to these effects is "zeroed" out and the resulting image remains fised in the scan coordinate frame. The wurces of 
disturbances that cause the pixel shift can be classified under two categories: I )  satellite orbital effects and 2) attitude variations 
of optical axes of the Imager and Sounder. In this section we shall discuss the nature of these disturbances and their effect on 
pixel motion. 

3.1 Effects 

A geostationary satellite in a circular orbit with small inclination and no east/west drift subtend the well known figure eight 
pattern at its ground track. Figure 6 shows such a ground track for an inclination of 0.1 degree. 

Figure 6 Satcllite Ground Track, 0.1 degree Inclination 

Figure 7 shows the pixel shift along an eastlwest scan line with zero scan elevation (Le., nominally equatorial scan) as a function of 
scan azimuth for various satellite positions in orbit. The orbital positions are identified by the parameter T with T = 0 
corresponding to northerly nodal crossing and T = 6 corresponding to 6 hours later. As may be seen, the maximum pixel shift of 
312 microradians occurs at T = 6. 
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Figure 7 Pixel Shift Growth in Time as Function of Scan Azimuth (easVwest) and Elevation (northhouth) 
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In the case of an orbit with finite eccentricity and eastlwest drift in addition to inclination, tlie ground track would be more 
complicated than that shown in Figure 6. However, the pixel shift caused by such orbit motion can be accurately computed once 
the orbit parameters are known. Knowledge of Uie satellite orbit, therefore, enables prediction in advance of pisel shifts as a 
function of time. Further, the day-to-day variations in orbital parameters can also be accurately predicted using standard orbit 
models. 

3.2 

The pointing of the satellite to Eartli is maintained and controlled by the attitude control system using an infrared Earth horizon 
sensor as reference. The Earth Sensor provides pitch (rotation about tlie nortldsouth asis) and roll (rotation about eastlwest axis) 
information which are maintained at zero by means of control torques developed by two skewed momentum wheels driven by 
control signals developed in tlie A W E  using the Earth Sensor data. ?lie satellite yaw (rotation about the Earth pointing axis) is 
not actively controlled but is maintained small due to the f i e  balancing of solar torques. In addition, long temi accumulation of 
yaw is controlled by means of two magnetic torquers that develop roll and yaw torques by interacting with Eartli's iuiibient 
magnetic field. Deviations from the ideal attitude can be caused by tlie following disturbances: 

o Non ideal response of the Earth Sensor caused by noise, sensitivity to stray light, tliennal variation, aging, and atmospheric 
conditions such as cloud motion. 
o Unpredictable diurnal variations in Earth's magnetic field including disturbance liclds such as iiiagnetic storms 
o Moving elements in the satellite such as momentum wheels, Imager and Sounder scan mirrors, and solar array wliicli is stepped 
at regular intervals to track the sun. 
o Structural vibrations of flexible satellite components such as solar array, solar sail and otlicr booms caused by escitations from 
the moving elements. 

Furthermore, the optical axes of the Imager and Sounder could have relative motion with respect to the satellite attitude control 
axes due to thermally induced structural distortions caused by varying tcinpcrature on the satellite and on tlie Imager and 
Sounder during the diurnal cycle. Such thernial distortions are, therefore, yet another source of pixel shifts that need to be 
compensated for. 

The INR approach to correct for attitude motion is based on the following: 

o Use IMC system to compensate for repeatable diurnal variations such as  thermal distortion and spacecraft yaw. IMC also 
compensate for slowly nonrepeatable attihide variations such as spacccraft response to cloud motion. 
o Use MMC system to compensate for spacecraft attitude variation due to Iiiiager and Soundcr mirror motion. 
o Minimize by design the effect of high frequency disturbances such as Earth Sensor noise and stnictural vibration due to solar 
array stepping and momentum wheel imbalance. 
o Use AOCE RAM reprogramming capability to compensate for effects that are not known before launch. 

It should be pointed out that after launch of GOES I (Called GOES 8 in orbit), two more compensation schemes were developed, 
using the reprogramming capability, to compensate for effects that were not knoun before launch. The first compensation scheme 
is called Spacecraft Motion Compensation (SMC) Uiat was required to coinpensate for spacecraft attitude motion due to stray light 
effect on Earth Sensor (See references 5,6,7 for more details) and for tlic effect of solar sail boom theniial snapping due to 
magnetometer boom shadowing. The second compensation scheme is called Single Chord Reprogramming Element (SCRE) that 
was required to compensate for the difference between spacecraft attitude during Earth Sensor dual chord operation vs. single 
chord operation. 

4. IMAGE MQIlQN COMPENSATION 

4.1 W C  C o n a  

The on-board IMC corrects for pisel shift at the source. Coinpenslition of the detemiinistic orbital and attitude motion effects on 
pixel shifts is generated in the AOCE to apply simultaneous east/wcsl (azimuth) and nortlhouth (elevation) corrections. 
Figure 8 shows the scanlines traced by tlie Imager and Sounder with and without pisel sliill due to orbit and attitude motion. The 
effect has been exaggerated in the figure for visibility. This shift is predicted using tile equations in section 4.2 below. The on- 
board compcnsation method involves a scquence of incremental ad,iustiiicnts that are applied to the azimuth and elevation drives 
of Uie Imager and Sounder while Uie Inslmiient is generating scan lines. In the esariiple shown in Figure 8 the correction (AzJI) is 
applied in an east-south direction lo compensate for satellite oppsite motion in the west-north direction. When this line is seen 
by the users, it will be similar to scan lines with no satellitc motions tis shown in Figures 8, 9 , and 10. 
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Figure 8 Image Motion Compensation at Source 
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Figure 10 Orbit Efi'ectr on Earth Perspective 
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4.2 

The effect of pitch and roll attitude motions is to produce a corresponding eastlwest or north/south pisel shift of equal amount. 
The yaw attitude motion results only in pixel rotation at the nadir and rotation combined with east/west andor nortldsouth shift 
at other points on Earth. The combined effects of orbit and attitude motions on pixel shifts are given by: 

AAZ = -A(a)+AZ+ARs-B(a)+A~~EL+(~-\ys)-8 
AEL = -A(a)+EL+AR~B(a)*Ls+AZ*(y-tys)-q) 

where 
AAz. AEL = Azimuth, elevation IMC 

compensation 
= Instrument mirror position 
= [cos(a)-C(a)]-1 
= A(a)*C(a) 
= [~0~2(a)-1+(Re/Rs)2]1~ 
= COS(AZ)+COS(EL) 
= Normalized radius deviation 

from synchronous radius 
= Earth's radius E 6378 km 
= Synchronous radius = 42164 km 
P Satellite longitude deviation 
= Satellite latitude 
= Satellite orbital yaw * 

cp, 0. w 
note: the quantities cp, 0, w, AXs, Ls, ARs, wS , are 
calculated as a function of time from ground 
supplied coefficients. 

varies between orbit inclination (when sat.ellite 
crosses the equator) and zero (when satellite is 
at maximum latitude). 

= Satellite roll, pitch, yaw 

The above equations are a simplified version of the IMC algorithm; the actual algorithm implemented on-board is more 
complicated, e.g., nonlinear tenus in orbit and attitude and Instrunient misalignment angles art' included. 

. .  4.3 

The orbitlattitude determination software uses least squares f i t ,  NASA standard gravitational niodcls for orbit, and trigonometric 
series in time with slowly varying coeflicients and nn exponential term for Iinnger nnd Sounder optical line of sight attitude and 
misalignments. These coclficients are determined by OATS. They represent initial aligniilents and every type of attitude variations 
including thermal distortion, sensor drift, aging and effects of solar radiation pressure. The OATS compares star, landmark, and 
range measurements with predicted values. The reference optical nxis attitude nnd orbit are updated on the basis of this 
comparison using the least squarcs fit. 

4.4 &feasmement Me thod 

Stars The star mcnsurement method is unique to the 3 axis stabilized satellite because of its quiet environment. Star measiuenlent 
utilizes the drift of the stars across the field of view of the Instrument's visible detectors which is produced by the pitch rate 
caused by the satellite orbital motion (0.25 dcghnin). A star measurement is initiated by ground cornmand which slews the scan 
mirror to a predetermined position (or positions for multiple star looks) corresponding to the east of the star location. n i e  star 
moving across the detector stack at tlre rate of 0.25 deg/min crosses the stationary detector array in 0.3 second. After the 
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measurement, the mirror is slewed back to its original position. Separate and independent star sensing capability for the Imager 
and Sounder enable accurate attitude determination of the optical axes of each Instnunent. 

Landmarks Landmark identification is performed on ground and consists of retrieving the Imager data for landmark area and 
comparing the coordinates of the landmark with its known geographic location. 
Reference 8 describes in details the GOES landmarking measurement technique and methods to improve it. 

Is computed by measuring the elapsed time between PDR transmitted and received signal at CDA. After correcting for the 
fixed and measurable satellite and ground system delays, the remaining time is two-way transmit time, which is  directly 
proportional to the range. 

4.5 

The OATS orbit determination model is based on well-known NASA models. The total acceleration on the satellite includes 
perturbing effects due to the asphericity of the geopotential field up to 12th order hamlonics, gravitational attractions of Sun and 
Moon, direct solar radiation pressure on the satellite, along-track empirical accelerations and range bias. 
The IMC orbit model is based on an empirical representation of the 4 orbital elements (kno\vn as Kamel's elements) used in the 
equations of section 4.2 above. This model is a combination of second order power series and trigonometric series in time with 24 
coefficients (known as Kamel's coefficients). These coefficients are obtained by least squares lit of the Kaniel's elements to the 
orbital ephemeris over a few days time span. 

4.6 

The OATS and IMC attitude models are identical and they are based on einpirical representation using trigonometric series in 
time. The fundamental period is selected, as  mentioned above, to be the time taken by the Sun to complete one revolution about 
the satellite thus corresponding to a daily cycle when the satellite is on station. The number of hannonics to be used is selectable 
to obtain the best fit. In addition to these hannonic series a nuniber of exponentials are sclcctable for possible use during eclipse 
season. 

4.7 Coefli cient UDC? ate 

The orbit and attitude data obtained as described above is used to calculate roll, pitch, and yaw attitude, Instrument roll and pitch 
misalignments and orbital elements using a least squares fitting. l l i e  best fit  attitude and misalignment coefficients and the 24 
orbital coefficients mentioned above are uploadcd IO the satellite typically once a day. Thcsc coefficients are then used by the 
A W E  to compute in real time eastlwest and nortldsouth correction signals for the Instruments. 
Description of the IMC system development and test can be found in reference 9. 

The normal scan and slew motions of the scan mirror cause a satellite attitude motion that can be escessive for accurate image 
registration. Since the two Instruments on-board the same satellite must operate independently of one another, disturbances such 
as that caused by large mirror motion (needed for black body calibration) must be corrected. 'The attitude disturbance resulting 
from mirror motion is deterministic and can be computed accurately on-board. This computation, along with the IMC 
computations detailed above, is carried out in the AOCE. Figure 11 demonstrates the concept of the mirror motion compensation. 
The AOCE monitors the position of each mirror in eastlwest and nortldsouth direction, and coniputes the satellite attitude 
(pitch, roll, and yaw) motions resulting from the mirror motion. These aflitudes are combined with the attitudes computed by the 
IMC algorithms before the final correction signal is applied to the Imager/Sounder scan drive circuitry. 

Figure 11 Mirror Motion Compensation Concept 
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4. CONC1,IJSJON 

This paper summarizes the image navigation and registration technique used in the GOES I-M satellite system to provide near- 
real-time radiometric data that are accurately registered relative to a lised grid valid for the satellik orbital lifetime. These 
features, coupled with other enhancements of the GOES I-M radionicters such as improved spacial resolution, scan flesibility, and 
pointing accuracy, provide the end user with improved nieteorological data utilization for weather forecasting during Uie 1990's 
and beyond. Further JNR perfomlance improvements can bc achieved using star trackers as sho\\n in reference 10. 
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ABSTRACT 

GOES 8/9 presents a new challenge to the National Environmental Satellite, Data, and Information Service's (NESDIS) 
Office of Satellite Operations. In the previous series of spin stabilized GOES satellites, the image navigation was performed off-line 
with little operator intervention or oversight. This system provided accuracy to 10 KM. However, the more stringent 4 KM 
navigation requirements of the new generation of three axis stabilized GOES satellites has resulted in a far more demanding Image 
Navigation and Registration (INR) operation. The new system requires continuous observation gathering and monitoring of 
performance along with commanding real time corrections to the on-board Image Motion Compensation (IMC) system to maintain 
accuracy. AI ths must be accomplished while providing images as fi-equently as every 7.5 minutes in rapid scan mode and operating 
the independent sounder. 

Once the GOES 8/9 navigation system was operational, it became apparent that there were several sources of pointing error 
which were not anticipated prior to launch. Most of these problems are related to special operational modes of the Earth sensor. It 
became necessary to devise new operational work-arounds for these problems to minimize the impact on the user community and 
continue to provide within specification INR performance. 

This paper will describe the GOES 819 INR operation and how it is integrated into the instrument and spacecraft command 
schedules. It will also describe the various operational solutions which NESDIS devised to overcome INR errors. 

Keywords: image navigation and registrntion, operations, operational techniques, orbit and attitude 

1. INTRODUCTION 

In 1994, N O M A S A  launched into orbit GOES-8, the first in the series of advanced geostationay weather satellites 
followed closely by GOES-9 in May of 1995. These new three-axis stabilized satellites represented a complete change to NOAA's 
geostationary satellite operational concept, especially in the area of INR. The Nationnl Weather Service ( N W S )  requirement of 
accurately navigated and registered imagery being available within 3 minutes of its sensing by the instruments without ground 
remapping, dictated a ground operation at a much higher level of complexity than the previous GOES system. The 24-hour Fourier 
model of the attitude profile for both instruments requires continuous star and landmark observations to provide the required 
accuracy. The fourth order geopotential orbit model requires frequent landmark and range observations. The on-board IMC system 
remaps each image to a "perfect GOES projection". Every image received by the user is corrected for orbit, attitude, and spacecraft 
effects at the instrument during the scanning process. This process requires a daily upload to the satellite of spacecraft motion 
corrections, the orbit and attitude solution, and periodic updates to those parameters to maintain accuracy. 

Several years of pre-launch design and simulation activity provided the basis for the INR operational concept. Yet once 
GOES-8 was placed into operation, we found that pointing impacts caused by certain components of the spacecrnft hardware, 
especially the Earth sensor, were effecting our ability to achieve consistent within specification performance. A team of engineers 
fbm Space Systemsbral, NASA, and N O M  spent thc next 2 years devising 8 series of ground system and spacecraft software 
fixes to correct these perfoimance problems. 
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This paper will focus on the ground operation of the GOES 819 INR system and the special operations necessary to provide 
in-specification performance on a day-to-day basis. 

2. PREVIOUS GOES NAVIGATION OPERATION 

From the late seventies to January, 1996, the GOES image navigation information for the spinning series of satellites 
(through GOES-7) was generated on an off-line system called the VISSR Image Registration and Gridding System. This system 
provided the first capability in NESDIS to work interactively with the GOES images in a quantitative manner. Geographic features 
of known latitude and longitude, called landmarks, were obtained from images every 2 hours during the visible part of the day. At 
the end of the data collection period, the landmarks (1 0 to 15 observations total) were input into a two body orbit model and simple 
attitude estimation model. Since the system could not handle nighttime infrared data, the attitude solution was propagated forward 
using a linear model. Star information gathered as part of the overscan at the Earth limb was used periodically to separate orbit and 
attitude effects. Chebsychev coefficients describing the predicted orbit and sun position were incorporated into the processed imager 
data stream and served as input to user Earth location programs. Gridding mformation was generated in the ground system for each 
image. Differences in grid position versus land boundary were measured every 2 hours, and adjusted if necessaly, to maintain 
accuracy. Updates to navigation parameters were provided twice per day, at 18002 and 00002. 

This system provided navigation accuracy to approximately 10 KM worst case. Registration and within fiame performance 
was provided by the mherent stability of the spin stabilized platform. Frame-to-frame variation each half hour was extremely small, 
the main contributor being variations in Earth pointing due to orbital inclination. This was maintained at . l o  or less through bi- 
monthly stationkeeping maneuvers. 

3. GOES 8/9 IN3 OPERATION 

3.1. Overview of Daily Operation 

Satellite operation is conducted by timed activities continuously commanded from the ground in real time from the Satellite 
Operations Control Center (SOCC) located in Suitland, Maryland. All commands are scheduled and executed by time tag via the 
GOES I-M Telemetry and Command System (GIMTACS). Two types of imaging and sounding schedules are prepared each day 
for satellite and instrument commanding. The “routine” schedule is used for normal instrument scan operations and provides four 
looks at the continental United States (U.S.) each hour. The “rapid” schedule is used for severe weather monitoring and provides 
eight looks at the continental U.S. each hour. A weather forecast research schedule consisting of periods of 1 minute repeated 
imaging over severe storm areas in the U.S. is also available on a 24-hour notice. The NWS has the option of calling up the storm 
schedules through an interagency coordination process to monitor severe weather and humcanes. 

Each command schedule consists of imaging, sounding and star sensing activities providing the necessary observations 
to support orbit and attitude determination. Images and soundings are obtained by loading the selected fi-ame start and stop 
coordinates to the instrument and executing the frame at the scheduled time. The scan mirror slews to the commanded northwest 
m e r  of an imagdsounding sector and begins the scan process. The mirror moves north to south while scanning west to east and 
east to west in a bi-directional fashion until it reaches the end-of-frame coordinates. The image is corrected during the scanning 
process for orbit and attitude effects and spacecraft nutation due to instrument operation using the compensation signals sent through 
the instnunent electronics from the spacecraft attitude control computer at a rate of 64 times per second. The raw instrument data 
are received inreal time at the NESDIS Command and Data Acquisition Station (CDA) at Wallops Island, Virginia. The data are 
input to the Sensor Processing System (SPS) where navigation, calibration and other documentation parameters are appended. It 
is then reformatted into the GOES Variable (GVAR) data stream and retransmitted via the satellite to the user receive stations, at 
the SOCC and other locations across the U.S., South America and Europe. Each image and sounding is ingested and monitored at 
the SOCC in the Product Monitor (PM) to ensure quality control. 

In addition to the image and sounding scan operations, 2.5 minute star windows are scheduled every half hour for each 
instrument, providing a dedicated period to view stars. These windows are updated once each day from the Orbit and Attitude 
Tracking System (OATS) using the daily orbit and attitude prediction and a customized star catalog. The catalog contains those stars 
whose signal is strong enough to be detected against the background noise of space by the instruments’ visible detectors. The OATS 
determines which stars are viewable at the particular window time and then selects those which provide the best geometric 
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separation for attitude determination. OATS calculates the insttument scan position for viewing the stars selected for that bindow 
and sends that dormation to GIMTACS for incorporation into the command schedule. At the scheduled time, the instrument is 
commanded to slew to the p d c t e d  star position and stares at that position while the star passes through the field of view. The star 
data are received at the SPS where the star crossing event is determined and sent to OATS. Each star is viewed twice. Four imager 
or three sounder stars can be viewed in one star window. 

Also included in the command schedule are four 10 minute periods reserved for satellite housekeeping activities. Included 
in these periods are attitude thruster finngs for momentum unloads, commanding and activation of IMC and Spacecraft Motion 
Compensation (SMC) coefficients and positioning of the solar array and trim tab. 

Finally single station ranging is performed evexy 15 minutes at the SPS. The range is determined by measuring the time 
delay between the transmission and receipt of the GVAR data at the CDA. The range measurements are averaged and error checked, 
and then sent to the OATS for inclusion in the daily orbit determination process. 

3.2 Landmark Measurement and Processing 

Landmark measurements are obtained Erom each image at the PM. The PM operators select cloud-free landmarks for daily 
ingest fiom a predefined dab base. The data base consists of unique geographic features of known latitude and longitude viewable 
by a satellite at its particular station location. Latitude and longitude coordinates are obtained from a separate mapping software 
system whose inputs are derived from the "Digital Chart of the World". 

An image sector Containing the selected landmark is ingested and displayed at the PM. The operator locates the landmark 
in the imagery and obtains a l idpixel location of that feature from the image. The measured position versus the predicted position 
are evaluated and residuals calculated and displayed. The measured linejpixel position, the associated latitude and longitude of that 
position, landmark altitude and scan time are sent to the OATS for use in the orbit and attitude determination process. Three to four 
landmarks are measured Erom each image providing a continuous monitor of the current Earth location accuracy. Both visible and 
inf?ared data are used to provide a 24-hour data set. While a semi-automatic correlation measurement process was delivered with 
the system, inconsistencies in its performance were uncovered during post launch testing. The process is currently performed 
manually while an alternative autocorrelation measurement scheme is under development. While landmarking fiom the sounder 
visible channel is possible, this data type is only used during post launch INR start up due to the reduced resolution of the 
observation. 

At the OATS, the landmark is converted to a scan angle in instrument space for use in the orbit and attitude determination 
process. The IMC correction is removed in order to compute the actual observed scan position of the landmark by the instrument. 
The scan angle for the predicted landmark position based on the orbit and attitude solution is calculated and a residual is formed. 
This residual is displayed for real time navigation accuracy trending. 

3.3 Star Observation Processing 

GJMTACS executes star commands with a Command Procedure (CP) that is automatically included into the command 
schedule during the OATS update. The CP first checks to make sure the instrument can safely command stm and then continues 
to upload the parameters for the star sense. These parameters include mode of star sensing, time of dwell, and start coordinates for 
the dwell in cycles and increments. GIMTACS is given the time to start the dwell by OATS, and that time is used to tag the star 
fiarne stat command. The ground system is capable of using multiple looks to find stars. A single look is defined as one stare for 
a period of time covering at least 224 pradian (pr) square. The noMsouth field of view of the detector arrays (eight detectors) of 
both the imager and sounder is 8 x 28 yr or 224 pr. Since the motion of the stars relative to the spacecraft is 72 pr/sec, 7 second 
dwells are used for double looks. OATS also has the capability to change the number of looks used to sight stars based on special 
spacecraft states. These states include post-maneuver, post-eclipse, and single chord operations. When the instrument enters star 
mode, the SPS analyzes the star sense data in real time. The background signal of each detector is evaluated and spikes of specified 
widths which reach a specified threshold are tagged as stars. The SPS then builds the star message which is sent to GIMTACS. 
This message contains the dwell start time, the mirror position at the dwell time, the dwell duration, the background level of each 
detector and a sequential list of events found in each detector with the center time and threshold of each event. GIMTACS takes 
the dwell start time and matches that with the star identification (ID) which was commanded at that time. All of the information in 
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the SPS star message, along with the star ID is passed on to OATS. When OATS receives the message, PREOBS (Observation 
Preprocessing) puts all the information into the raw star file. PREOBS then takes the raw data and converts it into a measurement 
in the scan angle space for a particular time. Based on the event time, the dwell mirror position, and the look and detector in which 
the star was seen, a north/south and eadwest scan angle to the star from the boresight of the instrument is calculated. PREOBS 
v d i e s  the star with a signal to noise check using values stored in the star catalog. If there are multiple events in the star sense, 
PREOBS uses the signal to noise check to pick the best candidate star. M e r  PREOBS determines the measured scan angle it 
computes an ideal scan angle to the star correcting the right ascension and declination from the catalog for parallax, proper motion, 
and aberration. The look angle is determined from the corrected right ascension and declination of the star along with the 
observation time and current orbit and attitude. PREOBS calculates an observation residual by subtracting the measured from the 
computed scan angle. 

3.4 OADIIMCGEN 

Utilizing range, star and landmark observational data as input, the Orbit and Attitude Determination (OAD) process is 
executed daily, using the OATS, to update the spacecraft orbit and imagerlsounder attitude solutions. The Image Motion 
Compensation and Generation (MCGEN) process transforms the OAD solution into a set of coefficients used by the spacecraft 
Attitude and Orbit Control Electronics (AOCE), called the "parent" IMC set, which uses the coefficients to compute near real-time 
corrections applied to the imager and sounder scanning mirrors. These coefficients are transmitted via ground command to the 
GIMTACS where they are uplinked to the spacecraft AOCE. The coefficients are valid for a 24-hour "registration period" and are 
updated by the OATS on a daily basis. 

Dunng the INR characterization phase, various combinations of OAD input parameters were tested. Extensive numerical 
and graphical analysis was performed to determine which combination of OAD inputs provided optimal navigation and registration 
performance. Using thls type of analysis the INR team has formulated a set of OAD inputs which best predicts spacecraft orbit and 
instrument attitude behavior for the next "registration period". These inputs reside in a run parameter file named "DAILY.UPR 
which is used by OAD during daily execution. Presently, OAD execution is performed by an OATS controller, the individual 
responsible for monitoring the OATS and generating OATS derived INR products. Under normal circumstances, at a set time each 
day, the OATS controller will manually execute OAD using the aforementioned run parameter file, "DAILY.UPR. Special 
circumstances, such as observational data drop-outs, spacecraft maneuvers, eclipse periods, and spacecrafUground system anomalies 
may dictate that the inputs be modified or that an alternative operational mode of OAD be implemented. 

The OAD orbit model consists of six equinoctial elements describing the spacecraft orbit. The attitude model for each 
instrument (imager and sounder) and each attitude angle (roll, pitch, yaw, roll misalignment and pitch misalignment) consists of the 
sum of three functions: a Fourier series, an exponential function, and a ramp function. The Fourier series is used to approximate 
those aspects of the thermal profile which are periodic over one solar day. The exponential and ramp functions are not used 
operationally. The operational Fourier orders are as follows and are the same for each instrument: Roll - 8, Pitch - 8, Yaw - 6, Roll 
Misalignment - 6, and Pitch Misalignment - 6. An observation span of 48 hours is used in our daily solution to cover any possible 
data gaps accrued during the past 24 hours. AAer OAD converges on a final solution, the ephemeris generation (EPHGEN) process 
is called to propagate an orbital ephemeris over the 24-hour registration period. Following EPHGEN execution the EVENTS 
process is run to predict instrument and Earth sensor intrusions and tabulate spacecraft events such as nodal crossing times and 
eclipse entrance and exit periods. 

Following EVENTS the IMCGEN process is executed automatically. IMCGEN transforms the six orbital elements into 
a set of 24 Kame1 coefficients which represent the orbit as a time varying function. The attitude Fourier coefficients are represented 
by a magnitude and a phase angle, as well as one constant order term for each instrument. The combined number of orbit and 
attitude coefficients totals 178 for both instruments. Upon MCGEN completion, the computed coefficients are automatically 
transmitted to GIMTACS in the form of an external message, where they can be integrated into a command schedule and uplinked 
to the spacecraft. Simultaneously, a second message containing the coeficients is transmitted to the SPS which utilizes the 
coefficients for image gndding. Although the coefficients have been disseminated throughout the ground system, they are only 
utilized by IMC upon "activation". The "activation" process can take on two foims determined by the type of IMC operation the 
INR system is using, namely "IMC ON" or " M C  OFF". 
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For “IMC ON” mode, our typical mode of operation, the coefficients will be loaded to the spacecraft at the same time each 
day. The coefficients will be enabled (transmitted to active spacecraft computer memory) during the next spacecraft housekeeping 
period. At this time the coefficients will be automatically activated throughout the ground system prior to the next spacecraft image. 
Although “IMC O N  operation provides improved registration performance over “IMC OFF” operation, it requires more intensive 
operations support since the coefficients need to be transmitted to the spacecraft on a regular basis. 

”IMC OFF” is only used during special circumstances, such as, spacecraft longitude repositioning or an IMC subsystem 
anomaly. On-board IMC is not applied and uplink of the coefficients to the spacecraft is not necessary. The SPS will set a flag in 
the GVAR data stream indicating that IMC is disabled. Users of the GVAR data will key off this flag to determine what type of 
Earth location scheme to implement. If the flag indicates that IMC is off, Earth location is performed using the time-varying IMC 
coefficients. In this mode of operation, IMC activation is achieved by transmitting a GIMTACS directive to the OATS and SPS. 
Upon receipt of this directive the IMC coefficients will be activated throughout the ground system and utilized in the next available 
image. This mode of operation has been implemented successfully and has the advantage of allowing the INR team to activate a new 
set of IMC coefficients at any time. 

3.5 Trending and SSAA Operations 

PREOBS has the capability to exclude star observations based on the residual using outlier and sigma edit algorithms. 
PREOBS also takes accepted residuals and performs trending on the data. Data base items control trending window size and 
population When a set number of consecutive observations has caused the average in the window to go above a set threshold limit, 
PREOBS will trigger OAD to make an adjustment to the current orbit and attitude based on B run parameter file named in the 
database. A&tionally, PREOBS outputs residual files on a timer. This h c t i o n  is used in coordination with a PC workstation to 
provide real time plots of residual performance. A PC macro retrieves, parses, and inserts the data into a spreadsheet which 
incoprates the data into various plots. The plots consist of northkouth and eastlwest residuals against time, where time is set to 
the last 24 hours. Figure 3.5.1 is an example of one of the plots: 
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Figure 3.5.1 Real Time Trending Plot 

Operationally, adjustments or SSAA’s (Short 
Span Attitude Adjustments) are made to the 
imager roll, pitch, and yaw constant order terms 
with imager stars and visible landmarks and to 
the sounder roll, pitch, and yaw constant order 
terms with sounder stars. OAD currently uses 
the last 75 minutes of data which assures two 
star windows per instrument being included in 
the ON> fit. When the SSAA IMC set has been 
made on the OATS, GIMTACS is notified that 
the set is ready via an alarm. Tlus prompts the 
operator to type in a directive to create an 
upload schedule. GIMTACS builds the upload 
schedule with data contained in a message sent 
from OATS. When at least 2 minutes of 
command free time is found in the operational 
schedule, the schedule is suspended and the 
IMC load schedule is run. This load schedule 
will put 13 coefficients, which are the constant 

terms in Fourier attitude representation, in the buffer memory of the AOCE. M e r  the load has completed successfully, the operator 
commands the buffer memory to the active memory. The imager must be idle when this CP is run so that there are no instrument 
servo spikes during activation. Periods for SSAA commanding occur every 30 minutes in the schedule. When the set is activated 
on the spacecraft, GIMTACS notifies the SPS and the OATS of the activation time. The SPS will update GVAR with this 
information in the next frame and OATS will alter its landmark processing according to the on board orbit and attitude change. 
GIMTACS keeps track of which set is active and what coefficients are included in each set so that it can bias the star commanding 
appropriately. This operation is ref& to as “Star Sense Deltas”. Since the operational schedules are updated with respect to the 
parent IMC set, any changes in attitude are not reflected in the star commanding done to acquire star measurements. With double 
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looks there is an error tolerance of - +/- 224 pr in north/south and eastlwest directions. Star sense deltas convert the SSAA roll, 
pitch, and yaw corrections to north/south and eastlwest increments and applies this bias to the proportional command load in real 
time. Therefore the m o r  in acquiring the star measurement is equivalent to the PREOBS star error. 

4. SPECIAL OPERATIONS 

4.1 Maneuvers 

Operational requirements state that GOES satellites must stay in an orbital box 1 " eastlwest by 1 north/south around its 
station. OATS has the capability to plan maneuvers in both the eastlwest and north/south directions to meet these requirements. 
The orbital environment causes the inclination of geosynchronous spacecraft to grow .9"/year. Since the north/south box is +/- So, 
OATS has been set up to do north/muth stationkeeping (SK) once a year by achieving an orbit that lets the inclination go down from 
.45" to zero and grow back to .45" for the next maneuver cycle. North/south maneuvers are done at solstice due to solar array 
pointing constraints and are performed at the descending node, since the north/south thrusters (6 and 7 for both A and B strings) 
are on the south panel of the spacecraft. When the norWsouth SK is performed, the descending node is essentially turned into the 
ascending node. In terms of eastlwest, the GOES spacecraft naturally drift toward 1 05" west longitude. It follows that GOES-8 
(the east satellite at 75" west) naturally drifts west and GOES-9 (the west satellite at 135" west) naturally dnfts east. Eastlwest 
maneuvers are designed to make the satellite drift in the opposite direction to the natural drift such that the drift changes direction 
at the edge of the box. Figure 4.1.1 below shows the longitude position versus time for an eastlwest SK scenario. 
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EWMANEWER-NORMALDRIFT 
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I The GOES spacecraft has two pairs of thrusters 
(2,3, and 4,s for both A and B strings) on both the 
east and west face of the spacecraft so that dnfts 
can be imparted to the orbit in both east and west 
directions. SKPLAN (Stationkeeping Planning) is 
the OATS module that calculates the AV needed 
for each particular maneuver scenario. SKPLAN 
lirst gets the orbit epoch and spacecraft ephemeris 
from the database which are updated daily by 
OAD. SKPLAN takes the orbital mformation and 
solves for the AV using the ephemeris propagator 
EPHGEN and the known requirements for the SK. 
SKPLAN saves AV in the OATS data base which 
allows the operator to propagate a stationkeeping 
ephemeris to show vital orbital information 
resulting from the maneuver such as longitude or 
inclination turnaround. SKCOM (Stationkeeping 
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for the east/west SK and configuration commanding. For noMsouth SK, pre-maneuver confguration consists of DIRA turn on, 
DIRA calibration performed by the OATS, XRP stow, pre-SK mode setup, payload configuration, and Trimtab/Solar array park, 
and post-maneuver configuration consists of transition to on-orbit mode setup and execution, Trimtab/Solar array slew, payload 
configuration, DIRA turn off, XRP slew back to sun, and post maneuver IMC set enabling. The typical operational schedule 
interruption is 4.5 hours for the north/south SK and configuration commanding. 

When post maneuver spacecraft configuration is complete, a post maneuver operational schedule is run for 7 hours to 
account for attitude transients encountered from the transition to on orbit mode. The post maneuver schedule has 6.5 minute star 
windows every 30 minutes for both instruments. These large windows allow for commanding of four stars with four looks which 
gives the system an error tolerance of -500 pr in acquiring the stars. When the first stars are measured after the burn, the star’s 
residuals reflect a large yaw error that remains from the maneuver. SSAA’s are manually created by the navigator which correct 
for roll, pitch, and yaw using data from just one star window if possible. Stars used in the solution must be in opposing quadrants 
in the field of vision to reliably solve for yaw. SSAA’s are created manually at every upload opportunity until the control system 
has removed the yaw error. As more maneuvers are executed, the planning of the maneuvers has been refined so that orbit errors 
OCCUT less kquently. When navigationally sipficant orbit errors occur, the navigator uses the OATS to create Short Span Orbit 
and Attitude Adjustments (SSOAA’s). Orbit errors become apparent when star residuals diverge from landmark residuals. In the 
presence of orbit errors, attitude corrections cannot fit both the star and landmark observations, and poor solutions result. SSOAA’s 
can alter the four constant terms of the orbital coefficients as well as the attitude terms so that good short term (2-3 hours) fits can 
be generated. Figure 4.1-2 shows how SSOAA performance compares to performance without SSOAA’s. 

SSOAA performance 
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-- I I 

-600 : : : : : : : : : : :  
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EW Star error 
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Figure 4.1.2 SSOAA Performance versus Predict Orbit Performance 

4.2 Eclipse Recovery 

The 24-hour attitude model is very sensitive to any periods of data loss. An example of this is during the eclipse season. 
At the vernal and autumnal equinos, the Earth shadows the satellite at spacecraft midnight, requiring battery operation for up to 72 
minutes. Imager and sounder operations are suspended for as long as 2.5 hours while the instruments are configured to shut down, 
are off during the battery period and thcn reconfigured for operations. No observations are acquired during this period. The Fourier 
hctions which model the attitude are not constrained in a data gap and can fluctuate unpredictably during this period. This is not 
an impact during eclipse itself since there are no instrument operations. The real problems begin on the first day and subsequent 
days following eclipse. The unconstraind attitude model of the past 45 days creates large errors when used for navigation purposes 
when midnight scanning operations are resumed. If normal operational schedules are used during this period, we risk losing our 
ability to acquire stars and our ability to accurately determine the attitude profile. This results in several days of severely degraded 
navigation and registration during the midnight period. Figure 4.2.1 illustrates the large midnight navigation errors experienced in 
the spring of 1995 during the first two days following eclipse using the routine imaging schedule for recovery. 
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Figure 4.2.1 - Spring '95 Post Eclipse Errors 

To overcome this problem, we have introduced special scanning operations during these first days of the post eclipse 
period. A recovery schedule consisting of abbreviated full disk images and expanded star sense windows (identical to the post 
maneuver recovery schedule) is inserted in the data outage period. The 6.5 minute star windows contain four looks at each star, 
making it possible to obtain these observations in the presence of large navigation errors. After one day of intensive data collection, 
we can reduce the navigation errors significantly to within specification levels. A second day of recovery operations is scheduled 
as a contingency, however by this time, we are back to within specification navigation. In the spring of 1996, the recovery schedule 
was used to regain navigation accuracy the post eclipse period. The improved result on the second day of post-eclipse operations 
is illustrated in figure 4.2.2. 
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Figure 4.2.2 - Spring '96 Post Eclipse Errors 

4.3 Operations to Correct the "Batwing" Phenomenon 

After launch of GOES-8, it was discovered that for I2 weeks centered on summer and winter solstice, the spacecraft 
exhibits large deviations in pointing as high as 2000 pr peak to peak for 3 hours around satellite midnight. This phenomenon is 
called "batwing", so named because of the shape ofthe momentum plots during this period. The error is caused by sunlight entering 
the Earth sensor through an open alignment hole. Left uncorrected, the imagery and sounding data gathered during this period are 
unusable. Space Systems/Loral developed a correction scheme, SMC, utilizing both spacecraft and ground system software which 
eliminates the north/south error and reduces the eastlwest error to 200 pr peak to peak. 

784 / S P l E  Vol. 2812 



SMC coefficients which model the spacecraft pointing error for each day of the "batwing" season are stored in a table in 
the OATS. The OATS operator accesses this table once per day to generate the SMC coefficient upload for the upcoming midnight 
period. The correction profile is compared to the previous night's performance as a sanity check and then converted to command 
parameters for upload to the spacecraft along with a start time and a duration. The SMC enable commands are sent in the 00352 
housekeeping p o d .  The on-board computer begins applying the correction to the instruments at 04452 and continues for 3 hours. 
At the expiration of the uploaded duration, the function is automatically disabled on board the spacecraft. The process is repeated 
daily for GOES-8 operations during the "batwing" season. The "bahving" error has been eliminated on GOES-9 and hture GOES 
spacecraft through changes to the Earth sensor hardware. 

4.4 Single Chord Operations 

The GOES-8 and GOES-9 satellites utilize a "dualchord" scanning Earth sensor which provides spacecraft roll and pitch 
infonnation to the onboard attitude control system. As a result of the relative satellite and lunar orbital geometries, the moon will 
drift into one of the Earth sensor chords several times a month. If the moon drifts into a chord of the Earth sensor, while the Earth 
sensor is scanning, large unpredictable attitude errors will result. In order to prevent such errors, the chord containing the intrusion 
will be inhibited and the Earth sensor is operated in "single-chord" mode. Single-chord mode typically lasts 3 hours to account for 
the intrusion duration and spacecraft configuration commanding. 

Using the OATS we can precisely predict when such lunar intrusions will occur. Figure 4.4.1 is a product developed 
by the INR team which utilizes OATS data to visualize lunar intrusions. From this figure it is evident that a lunar intrusion will 
occur on Julian days I86 and 189 for the GOES-8 spacecraft. If the moon is outside the center of the Earth sensor scan region, 
singlechord will not becommanded in order to avoid potential navigation errors. This product is used operationally to determine 
when lunar intrusions will occur and if single-chord operation is necessary. 

Figure 4.4.1 GOES-8 Lunar Intrusion Plot 

Prior to the AOCE2R2 flight software update, which provides autonomous Earth sensor single-chord correction, 
navigational errors during single-chord operations were corrected using manually generated SSAA's. During the transition from 
dualchord to singlechord, a step pitch error in the range of (50 - 200) pr is typically experienced. In addition, a time varying roll 
error, as much as 600 pr near spacecraft local midnight, can be accumulated during the single chord period. M e r  single chord is 
commanded, a set of star and landmark measurements is processed by OATS and used to compute the magnitude of the resulting 
sigle-chord transition mor. An SSAA is then manually generated, loaded to the spacecrafi and used by the IMC system to correct 
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the resulting error. During the remaining single-chord period, SSAA's are automatically generated by OATS and uploaded to the 
spacecraft as needed to maintain navigational accuracy. 

When returning to normal dual chord operations, the SSAA corrections accrued during the single-chord period need to 
be removed. This was achieved by "resurrecting" the IMC set that was active prior to entering single chord. This resurrected IMC 
set represents the state of the instrument attitude prior to single-chord activation and is our best estimate of the instrument attitude 
post single-chord. Although this method of single-chord navigation has been replaced by an onboard correction algorithm, it 
exemplifies the operational solutions used early in the GOES mission to correct sources of navigation error. 

4.5 Longitudinal Repositioning (IMC Reference Updates) 

Upon completion of their transfer orbits, the GOES-8 and GOES-9 spacecraft were stationed at approximately 90" west 
longitude. In order to provide maximum global coverage both spacecraft have been repositioned. GOES-8 is currently stationed 
at 75" west and GOES-9 is stationed at 135" west. During this transitional phase GOES-8 was moved at O.S"/day over a 30 day 
period and GOES-9 was moved at 1 .O"/day over a 45 day period. These maneuvers were achieved by adjusting the semi-major axes 
ofthe orbits to induce the desired drift rate. During the longitude repositioning phase the spacecraft dnfl rate was 10 to 20 times 
faster than the nominal rate, posing a limiting factor to the IMC operation. 

Prior to the AOCE2R2 flight software update, the on-board IMC reference longitude needed to be maintained to within 
+/- 0.2" of the spacecraft sub-satellite point. Since the sub-satellite point was changing so rapidly during the drift period the 
reference longitude needed to be updated every 3 days to ensure that IMC requirements were satisfied. In order to meet these 
requirements the OATS was used to predict the sub-satellite point variation over the entire drift period. Using this information the 
INR team created a table for the OATS controller to use, listing the correct reference longitude to use for a particular day. In this 
manner, the OATS controller could input the correct reference longitude into IMCGEN, ensuring that the daily IMC coefficients 
would not violate IMC restrictions. 

5. OTHER OPERATIONAL WORK-AROUNDS 

5.1 Early Child Enable 

During the INR characterization process it became apparent that Earth sensor performance was effecting the daily 
repeatability of instrument pointing. As stated in section 3.4, the OAD process is executed daily to estimate the orbit and 
imagedsounder attitude for the GOES-8 and GOES-9 spacecraft. Since OAD was not designed to accommodate non-repeatable 
phenomena, like that caused by the Earth sensor, certain image navigation and registration errors were unveiled. 

In particular, coflsecutive daily OAD solutions exhibited a discontinuity at the end of one solution and the start of the next 
day's solution This discontinuity was observed in the form of an image "jump" whenever a new IMC set was activated. The INR 
team attempted to correct these discontinuities by implementing the ramping capability of OAD. Although effective in some cases 
it was evident after thorough testing that using a ramp hc t ion  in OAD would not consistently correct the discontinuity. In several 
cases, O D ' s  inability to determine the direction of the ramping hc t ion  actually made the discontinuity larger. Mer concluding 
that a ramping fimction was not the best solution, a quadratic fimction was implemented with similar results. 

In an attempt to minimize the magnitude of the registration error during new IMC set activation, a capability termed "IMC 
Matching" was added to 0A.D which would adjust the constant order roll, pitch, and yaw terms using data at the end of the fit span. 
Although this was an improvement over the ramping and quadratic functions, the constant order adjustment was based on data which 
were 3-hours old by the time the new IMC set was activated. This 3-hour gap exists in order to give the operations personnel 
enough time to create and validate the daily operational schedules and upload the coefficients after the new IMC set has been created. 

Using the "IMC Matching" concept as a baseline, the INR team developed a procedure which would adjust the constant 
order terms ofthe new IMC set using data taken just 15 minutes prior to IMC set activation. This procedure, named "Early Child 
Enable" (ECE), utilizes a GIMTACS command directive to trick the ground system into thinking that the new IMC set has been 
activated onboard the spacecraft, when in actuality it has not. Once the ground system assumes that the new IMC set has been 
enabled on the spacecraft, the h e r  capability of OATS is utilized to create an SSAA relative to the new IMC set. This SSAA can 
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then be loaded to the spacecraft and integrated with the parent IMC set before the parent IMC set is activated during the upcoming 
housekeeping period. This procedure has been automated and integrated into the daily command schedules for both GOES-8 and 
GOES-9. As a result of this procedure the navigation and registration errors have been minimized for the first image of a given 
registration period. The table below lists the average registration error for the first daily image prior to and following the 
implementation of the ECE procedure. Approximately 1 month of data are used for both periods of interest. These results illustrate 
the effectiveness of the ECE procedure and the contribution that operational solutions have in improving INR performance. 

~~~ ~ 

SPACECRAm 

GOES-8 

Pre-ECE Post-ECE 
Average Registration Error Average Registration Error 

(microradians) (microradians) 

N/S 42.0 N/S 23.0 
E M  45.0 E M  25.0 

GOES-9 NIS 39.0 I NIS 21.0 I I E M  4 1.0 E/W 19.0 

Table 5.1.1 ECE Performance Comparison 

5.2 "Bevel" Correction 

hother Earth sensor error which si@imtly impacts INR performance is known as the "bevel" error. This error is caused 
by sunlight reflected within the Earth sensor which corrupts one of the Earth scan chords. The error occurs for 2 weeks in early 
February, early May, early August, and early November when the sun is between 15" and 18" declination. The error manifests itself 
as a "batwing" like registration shift around spacecraft midnight, both north/south and eastlwest, but of much smaller magnitude. 
The size of the error is unique for each Earth sensor. The GOES-8 error is approximately 100 to 200 pr occurring from 04302 to 
07302. On GOES-9, the error is twice as large, 200 to 400 pr, occurring from 07302 to 10302. 

An option for Correcting this error is the SMC process. However, since this effect is caused by a disturbance in one of the 
two Earth sensor scan chords, we have found that by inhibiting this chord from contributing to the spacecraft pointing, we will 
eliminate the error. Our operational work-around is then to command single chord operations (disabling the effected chord) at the 
first available opportunity prior to the start of the sun interference and then to remain in single chord for the duration of the error, 
approximately 4 hours. Figure 5.2.1 shows the performance improvement gained from the single chord operation during the "bevel" 
period. 
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Figure 5.2.1 - Bevel Correction 
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There is a pointing impact fiom the single chord operation itself. This error, which can be as large as 600 pr, is corrected 
by an independent compensation process in the on-board computer, called Single Chord Compensation. The remaining impact is 
the loss of one image and one star window to provide time for commanding the single chord configuration and for the control system 
to settle after the configuration change. 

6. SUMMARY 

The evolution of the GOES 819 INR operation fiom its prelaunch concept to today's configuration demonstrates the 
importance of a flexible ground system and the ingenuity of the operations personnel in making the best use of the ground system's 
capabilities. We have overcome many of the flormance limitations of the spacecraft and are providing accurately navigated image 
and sounding products to the N W S  with a greater than 95% success rate. With continued work and innovative ideas, we hope to 
improve our performance and operational reliability in the future. 
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ABSTRACT 

This paper describes methods, algorithms, and software developed to select and represent landmarks from cartographic 
databases and to automatically determine the landmark position in GOES imagery. A simulation study was conducted to 
demonstrate that the landmark position can be measured with subpixel accuracy. 
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1. INTRODUCTION 

To properly exploit the GOES imagery. it is important to know precisely the location on the Earth of any/all pixels in the 
digital image. For example, applications such as Interactive Flash Flood Analysis (IFFA) and wind velocity determination 
(based on tracking cloud motion) place stringent requirements on imager positional accuracy and frame-to-frame stability. 

A mathematical model, described in Ref. 1, gives the geodetic latitude and longitude of any point in  terms of its line and pixel 
address in the digital image. This model requires very accurate knowledge of spacecraft position and attitude parameters. 
These parameters can be derived using range measurements from known Earth locations and line-of-sight (LOS) measurements 
to known stars. The orbit and attitude parameters are further refined by fitting line and pixel iniage coordinates of salient 
features called landmarks to their known latitude, longitude, and height on the Earth. AS described in Ref. 2 ,  this spatial 
calibration of an image is performed by the Orbit and Attitude Tracking Systeni (OATS). Once the orbit and attitude 
parameters have been determined, the nominal motion of the imager scan mirror can be modulated to compensate for orbit and 
attitude errors in order to produce a metrically correct image. 

This paper describes the GOES Landmark Positioning System (GLPS), which automatically determines the line and pixel 
coordinates of a landmark in the GOES image. This system provides the following advantages over the present method of 
manual landmarking: 

It is more consistent and can measure position with subpixel accuracy. This is especially important for nighttime 
operations when IR channels with 4 km resolution must be used. 
It is potentially capable of autonomous operation, which will increase system reliability and reduce operating costs. 
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2. APPROACH 

The GLPS approach is superior to the approaches used in the past in that we use landmarks in symbolic form (i.e., perimeters 
of lakes and islands) derived from precise cartographic source materials. Earlier approaches used actual GOES imagery from a 
previous cloud free acquisition as the landmark, which had the following disadvantages: 

Its true position (in image coordinates) was ambiguous and could not be known accurately. 
Several versions of the landmark had to be used corresponding to different acquisition conditions (e&, different diurnal and 
seasonal conditions). 

Our approach upsamples (i.e., magnifies) the GOES image prior to the matching process in order to improve the location 
accuracy. The validity and efficacy of this approach was proven in the subpixel accuracy investigation described in Section 8 

We developed an optional enhancement process, which is applied to the GOES sector prior to the matching process. The 
enhancement algorithm, described in  Section 6, can use the full IO-bit precision of the original image and convert i t  into a 
likelihood ratio based on radiometric calibration. Cloud pixels are detected on the basis of their brightness and eliminated 
from both the radiometric calibration and the subsequent matching process. This makes it possible to use our system even 
when the landmark is partially obscured by cloud cover. We investigated six different matching algorithms, which are 
described in Section 5. The results of tests using 68 sectors including both visible and IR channels are summarized in 
Section 7. The best two algorithms achieved 90% and 96% correct and accurate matches. 

3. CHARACTERISTICS AND ADVANTAGES OF GLPS 

A number of factors make the GOES Landmark Positioning System simpler than most image matching applications 
described in the literature (Refs. 3-5). The first is that in GLPS the designer gets to select from a very large geographic area 
the best features to match; this is much easier than reconnaissance image processing in  which the regions to be matched are 
dictated by the application. This allows the designer to select very simple features consisting of a single enclosed object 
embedded in  an extended homogenous background (called the surround). Another simplifying characteristic is that the GOES 
image is almost never misregistered by more than a few pixels. This reduces the required search rangc, which reduces the 
computation time and the likelihood of a false matchpoint. Also, because of the very accurate control of the satellite and 
imaging sensors, the scale and orientation of the imagery is very accurately known. Eliminating scale factor and rotation 
errors preserves the sharpness of the correlation surface peak and improves the reliability and accuracy of image matching. 

Another feature of the GLPS application is that variations in pixel gray-scale values can be reduced by a calibration process 
that is customized for each acquisition. This is made possible by the fact that the landmark mask provides ground truth 
information necessary to compute separate statistics for pixels within the landmark and the surround. This self-calibration 
procedure eliminates contrast reversals and other gray-scale variations caused by different acquisition conditions (e.g., different 
diurnal and seasonal conditions). 

The proof of concept system described in  this paper offers a number of important advantages over the system previously 
installed in the Product Monitor. It is capable of subpixel accuracy on the order of 250 m for the visible channel. It achieves 
this accuracy even in the presence of partial cloud cover. Furthermore, the likelihood of cloud cover is reduced by using 
smaller landmarks (;.e., 12 km for the visible channel) than the previous system (;.e., 64 km). As described in Section 4, we 
have identified nearly 170 landmarks suitable for use with visible and IR channels of GOES East and West. This greatly 
increases the likelihood of finding multiple cloud-free landmarks in any particular frame. 

' 

We believe the methods we have developed can be used in the future to implement a completely automatic/autonomous 
system that will be more reliable and cost effective than the proof-of-concept system. To develop the autonomous system, 
research must be carried out in two areas: 

Detection of clouds and shadows as necessary to discard landmarks that are obscured or unreliable for each particular 
acquisition. 
Formulating procedures for computing one or more figures of merit that predict the reliability and accuracy of'the landmark 
position estimate. 
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4. LANDMARK DATABASE PREPARATION 

1 LAT LON 
1 1 - l 6 . 8 Z W /  -151.446884 

2 1 22.0499991 -159.533340 

The landmarks are represented and stored in  symbolic form, specifically vertices representing the perimeters of islands or 
lakes. The first step is to screen very large geographic areas (e.g.. full Earth disks) to identify islands and lakes having the 
proper size, shape, and orientation. This results i n  a list of landmarks with their corresponding parameters as shown i n  
Table 1. 

G O E S  GOES 

BEPP3310 VIS ISLAND 4.3 62.7 A Raiatea 

BHFH2803 I R ISLAND -3.6 52.2 A Kauai. HI 

I D  Type Feature East West Rating Perimeter Name 

Table I .  Output of Landmark Identification Phase 

3 
4 

5 

6 

7 

Oahu, HI 21.466667 -158.OMx)OO BHHG0028 I R ISLAND -2.2 53.8 B 

20.766666 -156.350006 BHJF3946 I R ISLAND -0.6 55.7 A Maui, HI 

~ ~ 9 6 6 6 6 7 /  -120.116669 DJQD5358 VIS ISLAND 28.2 47.4 B Santa Rosa Is., CA (SRI)' 
39.083332 -120.050003 DJQK5705 VIS LAKE 25.4 42.1 8 Yes Lake Tahoe, CA 
28.183332 -115233330 EHEP4611 I R ISLAND 35.2 50.5 C Yes Cedros. Mexico 

8 

9 

10 
11 

12 

29.266666 -113.383331 EHGQ3716 I R ISLAND 36.1 48.4 B Yes Angel De La Guarda, Mexico 

28.9@3334 -112.366669 EHHP3859 I R ISLAND 37.1 48.0 A Tiburon, Mexico 

24.216667 -109.866669 EHLK0813 VIS ISLAND 42.0 50.1 B Yes Cerralvo. Mexico (CER)' 

38.683334 -118.716667 EJBJ1741 I R LAKE 26.6 42.1 0 Yes Walker Lake, CA 

30.250000 -90.516670 FJQA2915 VIS LAKE 50.9 30.6 B Yes Lake MaureDos. LA 

(BAJ)' 

13 1 30.166666 
14 14.85oooO 

15 20.433332 

16 21.683332 

Once a feature has been selected, the exact geodetic coordinates of perimeter vertices are read out as a sequence of latitude and 
longitude values as an operator traces out the perimeter on an interactive softcopy map display; a typical rcsult is shown in 
Table 2. The perimeter vertices are stored in the landmark database as a variable length file of floating point numbers in 
ASCII format. The file size is rarely greater than 125 vertices or 3,000 bytes. 

-90.133331 FJQA5210 I R LAKE 51.1 30.3 B Yes Lake Pontchartran, LA 
-88.000000 GGCQ0051 VIS LAKE 67.0 34.0 A Lago Yojoa, El Salvador 

-86.916664 GHDF0526 I R ISLAND 62.5 31.3 B lsla de Cozumel (COZ)' 

-82.849998 GHHG0941 I R ISLAND 63.1 27.0 A Yes lsla de Piiias 

Table 2. Output of Landmark Preparation Phase 

Mormon Lake, AZ Datum: WGS84 Height: 2 I55 m 

1. 34.964245 -1 1 1.454948 13. 34.922371 - I  11.443619 
2. 34.965249 -1 11.457817 14. 34.922520 -1 1 1.437866 
3. 34.964394 -1 1 1.466087 15. 34.925762 - I  11.434631 
4. 34.962036 -1 1 1.470406 16. 34.929745 -1 11.434631 
5. 34.953777 -1 11.471481 17. 34.934460 - I  1 1.436432 
6. 34.950680 -1 1 1.473999 18. 34.945076 - 1  1 1.438049 
7. 34.946552 - I  I 1.473099 19. 34.948322 -1 I 1 A37866 
8. 34.940361 -1 1 I .473099 20. 34.949650 -1 1 1.439484 
9. 34.939770 -1 1 1.470940 2 I .  34.954662 -1 1 1.439308 

IO.  34.932396 -I 1 1.465553 22. 34.960854 -1 1 1.442902 
-1 1 1.446320 1 I .  34.9284 17 -1 1 1.459259 23. 34.965279 

12. 34.923401 -1 1 1.448296 24. 34.966 164 -1  1 1.450272 
25. 34.964100 -1 I 1.454765 
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The Common Mapping Toolkit (CMTK) was developed by the Air Force at Rome Laboratory and is available to Government 
organizations at no charge. It can use the majority of DMA products including Digital Chart of the World (DCW), ARC 
Digitized Raster Graphics (ADRG), and Digital Terrain Elevation Data (DTED). In addition, it can import and register user- 
digitized hardcopy maps. 

Landmark selection is accomplished using the DCW with the CMTK. The DCW is a worldwide, seamless, thematic, vector 
map derived from hardcopy maps at a scale of 1:1,000,000. We wrote a CMTK-based application to create an icon that 
represents a 12-line by 21-pixel imager footprint on the ground for either visible or IR imagery from GOES East or West. 
This footprint is superimposed on the DCW display and allows the analyst to judge whether the candidate island or lake has 
the required size, shape, and orientation. 

Once a feature with the proper size, shape, and orientation has been identified, the operator brings up a higher resolution 
display based on the DMA ARC Digitized Raster Graphics (ADRG) data made from the 1:250,000 scale Joint Operation 
Graphic (JOG) hardcopy maps. He uses the cursor to trace around the island or lake by clicking on vertices (i.e., where the 
outline changes direction). CMTK extracts and stores the latitude and longitude of all vertices. Displays formed using the 
JOG product are preferred for outlining because the hardcopy maps have an accuracy specification such that 90% of the points 
have location errors less than 250 m (i.e., one-fourth of a GOES visible line). The pixel spacing on the softcopy raster is 25 
m so that the operator can trace the outline with negligible error. The landmarks need to be outlined only once because (to a 
first approximation) the perimeters do not change with diurnal and seasonal conditions. 

The upper-left window of Fig. 1 shows a CMTK display of a DCW vector map in  which the scale on the monitor was 
approximately I :  1,500,000. The island just South of Cuba is Isla de Picas, and the superimposed footprint is for GOES East 
IR channels. The upper-right window shows a CMTK display of an ADRG JOG softcopy raster map in  which the scale on 
the monitor was approximately 1 :300,000. The GOES East IR footprint, shown as a trapezoidal outline, indicates that the 
size, shape, and orientation of this island make i t  an ideal IR landmark. The analyst traces out the perimeter of the feature in 
the top-right window by using the cursor to delineate a sequence of vertices that, when connected by straight lines, almost 
exactly match the map outline. The straight line approximation is shown in the upper-right and lower-right windows. The 
lower-left window shows the perimeter traced from the high-resolution JOG raster map superimposed on the DCW vector 
map. The fact that they match almost exactly] means that the DCW can be used as a backup i n  areas where ADRG JOG 
coverage is not available. 

Table 2 shows the contents of the database file for a typical landmark. In this case the lake is represented by 25 vertices 
having specified latitude and longitude. Also specified is the height above sea level of all2 vertices. Special care must be 
taken to make sure all landmark vertices are measured with respect to the same geodetic datum, as follows: 

The datum used to specify the location of the reference points from which range to the satellite is measured; see OATS 
description in  Ref. 2. 
The datum used to specify the Earth equatorial radius and eccentricity in the imager mathematical model; see Ref. 1 .  

The geodetic datum used in  the GLPS is WGS84. 

As mentioned previously, only islands and lakes are used as landmarks. This is due to the large difference in gray-scale values 
between land and water. They also have the important characteristic that they are closed features embedded in a homogeneous 
s u r r ~ u n d . ~  It is also important that the landmark have the proper size, shape, and orientation We try to locate square or 
round features that span I2 lines and 2 I pixels in the GOES image. This size ensures that [he landmark mask will c o w  at 
least two-thirds of the feature in each direction in the GOES image even at maximum allowable misregistration (i.e., f 4  lines 
and +_7 pixels); this is necessary for the enhancement preprocessing described in Fig. 5 .  

]The degree of match can be judged by recalling that the entire island is only 12 imager lines high ( i t . ,  48 km). 

2The height of the vertices is a constant because the perimeter is a land-water interface. 

3These characteristics are very advantageous because they eliminate nonstationarity or "edge effect" in the crosscorrelation 
function (when the edge of a subsector passes through an extended high-contrast feature). 

792 / SPIE Vol. 28 12 



Figure 1. Example of Landmark Selection and Perimeter Tracing 

Another important requirement is that the landmarks must be spatially distributed throughout the image frame. This is 
necessary in order to obtain a robust solution for the orbit and attitude parameters. 

An additional constraint is that the elevation angle measured from horizontal of the line-of-sight (LOS) from the landmark to 
the satellite must be at least 30". At lower elevation angles the spatial distortion (Le., foreshortening along the LOS) 
becomes a problem. Also, the landmark perimeter will be obscured if there is significant terrain relief along the LOS. 

Still another desirable attribute of a landmark is that it is cloud free a large percentage of the time. Over the course of this 
study we had the most success with the islands in the Gulf of California and the Greater and Lesser Antilles. 

The requirement for landmarks to be distributed throughout the Earth disk must be balanced by the requirement to limit the 
spatial distortion of the landmark image. Figure 2 shows the outline in imagc coordinates (i.e., GOES East line and pixel) of 
circular landmarks located at different places on the Earth. The upper-left window shows the distortion for a landmark at the 
subsatellite point. The image is an ellipse where the ratio of semimajor to semiminor axes is 28: 16. the sample interval in 
north-south and east-west directions, respectively; see Ref. I .  In the top-right window the aspect ratio is further exaggerated 
by foreshortening along the LOS, which is characteristic of oblique photography. The bottom-left window shows that there 
is a location on the Earth where the foreshortening cancels the 28: 16 aspect ratio caused by the different sampling angles. 
The lower-right window shows that, in general. a circular landmark is distorted into an ellipse with the semiminor axis 
aligned along the LOS azimuth. 
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Figure 2. Spatial Distortion for  Various Landmark Locations 

Table 1 shows a subset of the 169 landmarks selected for visible and IR images for GOES East and West. It gives the 
following information about each landmark: 

Latitude and longitude of the approximate4 center point. 
The identification designator, based on the Geographic Reference (GEOREF) coordinates of the landmark nominal center 
point. As shown in Figure 3 the first two letters designate a specific 15" x 15" area of the world. 
Whether the landmark is to be used for visible or IR imagery. IR landmarks are approximately four times as large as 
visible landmarks. 
Whether the landmark is a lake or island. 
The elevation angle of the LOS to the satellite for GOES East and West. For best performance, this angle should be 
greater than 30". 
A subjective, qualitative rating intended to predict the reliability and accuracy of the line and pixel position estimate. This 
rating is based on the landmark size, shape, and orientation with respect to the footprint ( e g ,  see Fig. 1 )  and takes into 
account the complexity (i.e., jaggedness) of the perimeter. 
Whether the perimeter was digitized during the course of this study. 
The name of the landmark. 
If the landmark is currently used at the Space Operations Control Center (SOCC), its designation in the VIRGS book is 
given. 

41t is not necessary to estimate the center point exactly. It is used only to extract the image sector in the Product Monitor. 
The exact landmark position is derived from the coordinates of perimeter vertices, which must be very accurate. 
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Figure 3 is a plot showing the 169 landmarks selected for visible and IR images from GOES East and West. Also shown are 
the estimated quality measure for each landmark and the circles of constant elevation angle. 

5. IMAGE MATCHING ALGORITHMS 

During the course of this study, six different image matching algorithms were investigated using a large number of visible 
and IR sectors from many different landmarks. The basis of operation and the characteristics of these algorithms are 
summarized in this section. 

5.1 Centroid 
In the current manual system, an operator identifies and delineates in the GOES image a single salient feature marked on a 
hardcopy map. Because it is difficult to program a computer to recognize salient features such as "cusp of inlet cove" etc.. a 
simpler characterization is used; i.e.. the landmark centroid. In this approach, the landmark perimeter vertices coordinates are 
projected onto the GOES image and used to compute the line and pixel coordinates of the centroid (i.e., center of mass) of the 
landmark bitmap. The GOES gray-scale image is then thresholded to form a bitmap whose centroid is computed. The offset 
error is the difference between the two centroid locations. The centroid approach is simple and fast, but is not accurate if there 
are clouds anywhere in the GOES subsector. 

Figure 3. Landmarks Selected for GOES East and West 
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5.2 Edge Matcher 
The edge matcher achieves location accuracy by matching a large number of edge points in the GOES image to the projected 
landmark perimeter. The edges are derived using the Laplacian-of-Gaussian algorithm given in Ref. 6. The edge matching is 
carried out using the Nearest Edge Transform described in  Refs. 7 and 8. This approach is relatively insensitive to variations 
in gray-scale intensity and cloud cover anywhere in the GOES image subsector. However, it requires too much computer 
memory and speed to use in the Product Monitor. 

5.3 Cluster Reward 
This algorithm, described in Ref. 4, operates by forming the histogram of gray-scale intensity values of pixels inside the 
shifted, projected landmark perimeter. It takes as its position estimate that offset at which the histogram is most clustered 
(i.e., narrowest and highest peaks). This algorithm is well suited for applications in which gray-scale “contrast reversals” are 
a problem. However, when landmarks :Ire small Cluster Reward can have a false match for offsets that are completely 
misregistered and therefore is not recoi 

5.4 Minimum Variance 

tended for use in GLPS. 

This algorithm, described in Ref. 5, operates by computing the variance of gray-scale intensity values of pixels inside the 
shifted, projected landmark perimeter. It takes as its position estimate that offset at which the variance is minimum. This 
algorithm is well suited for applications in which gray-scale “contrast reversals ” are a problem. Like Cluster Reward, the 
Minimum Variance alzorithm can have a false match for offsets that are completely misregistered and therefore is not 
recommended for use in GLPS. 

5.5 Crosscorrelation 
Crosscorrelation. also cnlled the classical matched filter, is the most common technique for image matching, and Ref. 9 
shows that it is the niost accurate algorithm for determining the feature location. In GLPS the gray-scale image is multiplied 
by the shifted landmark bit mask and summed over the subsector. This amounts to computing the average value of GOES 
pixels within the landmark. The position estimate is taken to be that offset which maximizes5 the average value of GOES 
pixels within the landmark perimeter. Crosscorrelation is sensitive to cloud cover interference only if it occurs on the 
landmark boundar! . This algorithm was implemented on the Product Monitor at the SOCC because it is simpler than the 
Edge Matcher. 

5.6 Normalized Crosscorrelation (NCC) 
Normalized Crosscorrelation (NCC) is the same as crosscorrelation (i.e., maximum average) except that both the GOES 
subsector and the landmark mask are preprocessed to subtract the mean value and divide by the standard deviation for each 
offset. This normalization does not change the position estimate for landmarks that are enclosed and embedded in a 
homogenous surround: this is why the landmarks are chosen with these properties. 

It should be mentioned that the last four algorithms have execution times proportional to the areu of (i.e., number of pixels 
in) the landmark; this is a disadvantage compared with the Edge Matcher where the compute time is proportional to the length 
of landmark perimeters. Although it was outside the scope of this study, it is possible to reformulate the last four algorithms 
so that their compute time is proportional to the number of perimeter pixels as with the Edge Matcher. 

6. PREPROCESSING OPERATIONS 

The performance of all six matching algorithms can be improved by certain preprocessing operations on the GOES imagery. 
One such operation detects cloud pixels (on the basis of their brightness) and eliminates them from the matching process. A 
second type of preprocessing enhances the contrast between land and water and eliminates the contrast reversals (particularly in 
the IR imagery) that result from diurnal variations. 

5This assumes that pixels from the landmark have a higher gray-scale value than pixels from the surround. If it is known 
that this is not the case, then the average value should be minimized. 
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In  Fig. 4 all four windows show the landmark perimeter superimposed over a GOES visible image at the estimated position. 
The upper-left window was registered using the Edge Matcher, and the upper-right window was registered using the Maximum 
Average (Crosscorrelation) algorithm. It is apparent that a large position error is caused by clouds in the case of the 
Maximum Average algorithm, which moves the GOES image up to maximize the contribution caused by the bright clouds. 
The Edge Matcher was not perturbed by cloud interference. 

In  the bottom two windows, cloud pixels were detected on the basis of their very bright returns and eliminated from the 
matching computations. There was no improvement in the match quality in the Edge Matcher in the lower-left window. In 
the lower-right window. two preprocessing operations were performed on the GOES image prior to matching using the 
Maximum Average: 

The cloud pixels were eliminated; this is shown by the black areas in the image. 
The image was enhanced using a method to be described next. 

The result of the preprocessing is that the Maximum Average gives the same offset position as the Edge Matcher despite 
severe interference by cloud cover. 

The GOES Landmark Positioning System provides an option for enhancing the image in a preprocessing operation prior to 
matching. The purpose is to increase the contrast between landmark and surround and to eliminate contrast reversals (i.e., to 
ensure that the landmark is brighter than the surround). The transformation converts the radiometric value of each pixel to the 
probahifity that the pixel is within the landmark. This involves computing separate statistical parameters for landmark and 
surround pixel gray-scale values. The necessary statistics are derived using the landmark mask for extracting training samples. 

Figure 4. Sensitivity to Cloud Cover In te r fwenw 
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In Fig. 5 the enhancement process begins with the landmark outline shown i n  the upper-left window. It is obtained by 
connecting the vertices with straight-line segments and filling in the outline to form the landmark bitmap. If there were no 
orbit and attitude errors, all pixels within the outline would be landmark pixels and could be used to compute landmark 
statistics including a mean and standard deviation. Similarly, all pixels outside the boundary could be used to compute 
statistics for the surround. However, because of Image Navigation and Registration (INR) errors, pixels near the border can be 
either landmark or surround and must be excluded from the statistics computations. As shown in the lower-left window, the 
bitmap is divided into three regions: 

The center area is always aligned with landmark pixels. 
The outside area is never aligned with landmark pixels (i.e., always contains surround pixels). 
The area between can contain either type of pixels and is not used for computing statistics. 

The upper-center and upper-right windows are subsectors of GOES IR imagery of an island acquired at two different times of 
day. Notice that the images have very low contrast and that the island changes from bright to dark over the course of 9.5 
hours (i.e., there has been a contrast reversal). The bottom-center and bottom-right windows show the corresponding images 
after they have been enhanced. In these images, the gray-scale value of a pixel corresponds to the likelihood that it is a 
landmark pixel. Notice that the enhanced images have much higher contrast and that the contrast reversal has been corrected. 

Figure 5 shows that the gray-scale values in an image change with time and are not a reliable indicator of whether the pixel is 
landmark or surround. The enhancement method uses “ground truth” information from the landmark bitmap to radiometrically 
calibrate the image to reduce these variations and make the enhanced image more robust. In the enhanced image the landmark 
pixels are brighter than surround pixels for all times of day, regardless of whether the landmark is an island or lake or whether 
the channel is visible or IR. Because this enhancement method can be extended to work with multispectral input imagery, 
consideration has been given to using two channels of registered imagery to improve the discrimination between landmark and 
surround. 

The original GOES imagery is digitized to 10 bits, but the matching computations are performed using 8-bit images. Our 
enhancement method uses 8 bits to represent only that range of input gray-scale values needed to discriminate between 
landmark and surround; in  this way we retain the full precision of the original IO-bit image. 

7. RESULTS OF GLPS TESTING 

Extensive testing was performed using GOES visible and IR imagery collected over the course of two weeks between Julian 
dates 248 and 262, 1995. Table 3 gives the results for (77 - 9) = 68 sectors6 from 16 different island and lake landmarks. It 
was found that of the five matching algorithms tested, Normalized Crosscorrelation (NCC) and Edge Matching performed the 
best, giving success rates of 96% and 90%. respectively. 

The majority of false matches were caused by the fact that the landmark was too small or too distorted by foreshortening. 
Experience gained from these tests caused us to change our landmark selection criteria to require larger landmarks (i.e., at least 
12 lines by 21 pixels) and to require higher elevation angles (i.e., at least 30”). Of the 16 landmarks used in these tests, only 
seven are included in our final list of recommended landmarks. 

On the basis of extensive testing, we concluded that Crosscorrelation gives a position estimate that is slightly more accurate 
than the Edge Matcher. This was determined by reviewing displays (such as the lower-right window in  Fig. 4) showing the 
landmark boundary superimposed over the upsampled GOES image at the estimated offset. 

As shown in  Fig. 4, Edge Matching is less sensitive to disturbances caused by cloud cover than the basic Crosscorrelation 
algorithm. This motivated us to add the cloud rejection preprocessing function, which eliminates errors in  Crosscorrelation; 
see the lower-right window in Fig. 4. Experience gained from these tests caused us to make our final landmark selection 
criteria more stringent with respect to size and elevation angle. 

6A sector was discarded if clouds covered a majority of the image or if the contrast between the landmark and surround was 
inadequate. 
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Figure 5. Explanation of Enhancement Process 

Table 3. Results of GLPS Testing 

Number: 77 9 61 21 59 65 27 
Percentage: 90% 31% 87% 96% 40% 

We observed that at all times during the night, Channel 2 invariably had more land-water contrast than either Channel 4 or 5. 
At those times when Channel 2 had inadequate contrast. Channels 4 and 5 were even worse. This causes us to question the 
merit of the multichannel approach. 
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In the course of GLPS testing, computer execution time required for position determination was measured on a Sun 
Sparcstation 10. This included the time required to do the following: 

Upsample the GOES image 7X in lines and 4X in pixels. 
Compute the training mask. (See the lower-left window in Fig. 5.) 
Compute the mean and standard deviation for the enhancement transformation. 
Transform the upsampled GOES image into the enhanced image. 
Perform the matching using the Crosscorrelation (i.e., Maximum Average) algorithm. 

The execution time naturally depends on the size of the landmark. For a nominal visible landmark ( I  2 lines by 21 pixcls) the 
total time is approximately 7 seconds. This time can be reduced by a factor of two by precomputing and storing the training 
mask. 

8. SUBPIXEL ACCURACY STUDY 

The main objective of this investigation was to determine whether the landmark position can be determined with subpixel 
accuracy. This is especially important in order to determine orbit and attitude parameters at night using IR channels. A 
collateral objective was to determine the validity of the upsampling process and the extent to which it reduces errors caused by 
spatial quantization of the landmark bitmap. 

Landsat imagery was used to simulate GOES imagery. Because Landsat resolution is much greater than GOES (25 m 
compared to 1,000 m) the simulated imagery offered three important advantages over real GOES imagery: 

It can be translated very accurately in both directions in controlled GOES subpixel increments. 
The landmark perimeter can be defined with respect to the imagery with very great precision. 
An ideal upsampled GOES image is produced as a by-product of the simulation. 

The block diagram in Fig. 6 shows all of the processes and data flow involved in  the simulation study. The dashed box at the 
top is the GOES simulation. First, the Landsat image is blurred with a 41 x 41 moving average window corresponding to a 
28 x 28 prad detector. The blurred image is then downsampled by a factor of 5.71 to produce an image having 4 x 4 prad 
spacing; this image will be called the ‘‘Natural’’ upsampled image. This image can be translated very accurately in  increments 
of 4 prad. This image is downsampled 7X in north-south and 4X in east-west using nearest neighbor resampling to produce 
the simulated GOES imagery having a line spacing of 28 prad and a pixel spacing of 16 prad. 

The lower-right dashed box corresponds to the GOES Landmark Positioning System (GLPS). The first step is to upsample 
the simulated GOES imagery 7X north-south and 4X east-west to form what we call the “Derived” upsampled image. As in  
the GLPS, we use Cubic Convolution interpolation as described in  Ref. 10. Either the Derived or Natural upsampled image 
can be processed with any one of the five different matching algorithms to compute the position offset relative to the 
landmark perimeter. In addition, we added the capability to interpolate to a fractional part of the 4 prad spacing. 

The dashed box at the lower left shows how the landmark boundary is obtained. An analyst traces around the perimeter of the 
full resolution (i.e., 25 x 25 m ground spacing) Landsat image. The resulting vertices are downsampled by a factor of 5.71 
and rasterized to form the landmark boundary or bitmap used by the matching algorithms. The resulting landmark is accurate 
enough that its contribution to the error in position determination is negligible. 

Figure 7 shows two sections of a Landsat image covering part of Florida acquired on February 22, 1995. The left image is 
Lake Apopka and the right one is Lake George, both in Landsat Band 2 (Green: 0.52-0.60 prn). The size, shape, and 
orientation of both lakes are almost perfect for GOES East visible landmarks. The outlines were traced out by the analyst 
using the full resolution image. The landmark outlines should contribute negligible error to the position determination 
because: 

The analyst traced the high-contrast land/water boundary using the same image used in the matching process (rather than a 
map). 
The image resolution is high (25 m/pixel) compared to the upsampled GOES spacing (143 m/pixel). 
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It is well known that a sampled signal can be reconstructed (;.e., its values computed at arbitrarily small spacing) from the 
samples if the Nyquist criterion7 is satisfied. One of the objectives of the subpixel accuracy study was to investigate the 
validity of upsampling the GOES imagery. This was accomplished by comparing the Derived upsampled image with the 
Natural upsampled image; these are the two images on either side of the switch in Fig. 6.  These two images are compared in 
two ways: 

Compare the gray-scale values on a pixel-by-pixel basis. 
Compare the position estimates obtained by processing each of them using the same matching algorithm; this is the 
meaning of the switch in the diagram in Fig. 6. 

Cubic Convolution 
Upsample 
By 7 and 4 

Integer I 
Subpixel Offset I Matching 

Algorithms 
I 

In Fig. 8 the upper-left window shows the Natural upsampled image for Lake George. It is a by-product of the simulation 
and is not available in the real GOES system. The upper-right window shows the Derived upsampled image formed by Cubic 
Convolution interpolation of the simulated GOES samples. A very detailed comparison of the two images is accomplished 
by subtracting one from the other; the lower-left window is the difference image. It can be seen that the Natural and Derived 
upsampled images are almost identical, differing only in regions having a lot of detail and contrast (Le., areas where the 
Nyquist criterion is not satisfied). 

I 
4 ;  

I 
I 

The lower-right window shows the landmark outline superimposed on the enhanced image at the computed offset. The offset 
was computed using the Maximum Average (i.e., crosscorrelation) algorithm. By recalling that the lake is only 
approximately 12 km on a side, it can be seen that the f i t  is very accurate. 

1 I -  - I Landmark I- 
I Downsample Boundary and Area I 

The overall objective of this study was to determine whether the GOES Landmark Positioning System (GLPS) is capable of 
subpixel accuracy. The approach described in Fig. 6 made it possible to control and know the correct offset of a simulated 
GOES image with an accuracy of 4 p a d .  The estimated offset was computed to a fraction of 3 prad using the GLPS 
software. The positioning error was found simply as the difference between the computed and correct positions. 

I 
I 

The positioning errors given in Table 4 were evaluated for two different landmarks using both Natural and Derived upsampled 
images with three different matching algorithms. For each of the 12 combinations, error statistics were determined on the 
basis of eight trials (Le., selected positions). The mean and standard deviation given in  this table are measured in terms of 
upsampled pixels which are 4 p a d  or 143 m. The results presented in this table support the following conclusions: 

I 5.71:l 
I Rasterize 

7The Nyquist criterion requires that the signal be samplcd at a rate of at least twice the highest frequency present in  the signal. 

SPlE \lo/. 2812 f 801 

'--,-----------------------------J 
I 143 X 143 m 



T.', la,,&I-"> 
I" I I " ._- "" " " -  - -I - - _ "  

Figure 7. Sections of Landsat Image Used f o r  Subpixel Accuracy Study 

The results obtained using Derived upsampled images (the ones used in GLPS) are only slightly less accurate than obtained 
using the ideal but unrealizable Natural upsampled images. The difference in standard deviations is always less than 2 
prad . 
As expected, the results using Crosscorrelation and Normalized Crosscorrelation (NCC) algorithms were almost exactly the 
same. 
The accuracy was slightly higher using either of the two Correlation algorithms than using Edge Matching. 
In all cases in  which either correlation algorithm was used the mean and standard were always less than 4 prad or 143 m in 
the visible channel. 

It should be emphasized that these results apply to cases in  which the landmark perimeters are almost perfect; i.e., these 
results do not include errors incurred in  the real GLPS situation in which the landmark perimeters must be derived from 
cartographic source products. 
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Figure 8. Results of Upsampling Analysis f o r  Lake George 

Table 4. Results of Subpixel Accuracy Study 

Upsampled Landmark Image 
GHJQ24 17 Natural 

Derived 

GHJP2237 Natural 

Den ved 

- 
Statistic* 

P 
0 

CI 
0 

CL 
0 
CL 
0 

Matching Algorithm 

Edge Matcher Cross Correlation 
Normalized Cross 

Correlation 

R o w  Column R o w  Column R o w  Column 

-1.77 -0.41 -0.04 0.08 -0.23 0.08 
0.43 0.03 0.02 0.01 0.02 0.01 

-1.08 -0.70 -0.24 0.10 -0.45 0.06 
0.34 0.2 1 0.2 I 0.16 0.24 0.19 
0.16 -0.80 -0.28 0.59 -0.45 0.01 
0.23 0.60 0.16 0.1 I 0.14 0.03 

-0.17 -0.18 -0.60 0.93 -0,s I 0.13 
0.64 0.13 0.36 0.33 0.40 0.30 

*Errors are measured in units o f4  prad or 143 m. 
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9. CONCLUSIONS 

The overall conclusion of this study is that the position of a landmark in a GOES image can be determined automatically and 
reliably with subpixel accuracy. This is true for both visible and IR imagery under a wide range of acquisition conditions. 
The GOES Landmark Positioning System (GLPS) is well suited for operational use because a large number of landmarks are 
available worldwide. 
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ABSTRACT 

This paper presents the results of an analysis of on-orbit Image Navigation and Registration (INR) performance using GOES-8 
and GOES-9 Imager operational data. Two time intervals were analyzed: a 35-day span in March/April 1996 during eclipse 
season and a 35-day span in May/June 1996. These data were used to derive the performance of each specified INR parameter 
and then compared to its performance requirement. Significant sources of 1NR error discovered on-orbit and the methods adopted 
to reduce their effect are discussed. The study results c o n f m  that the operational use of Short Span Attitude Adjusts (SSAAs) 
is critical to achieving acceptable INR performance. Also shown is that landmark measurement errors currently limit the ability 
to adequately assess INR performance. 
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1.  INTRODUCTION 

After years of preparation, the GOES-8 spacecraft was launched in April 1994 followed by GOES-9 in May 1995. One of the 
challenging features ol‘this new generation of GOES spacecraft was the stringent performance requirements of the INR system.’ 
Three years of I N R  operations experience have been accumulated with two spacecraft and a host of improvements have been 
incorporated into the flight and ground systems. Recent operational results suggest that all significant INR error sources have 
been identified, the corrective measures adopted to date have been successful, and the system is currently providing stable INR 
performance within acceptable levels. The objective of this paper is to quantify the current status of INR performance with all 
existing improvements in place. 

2. PERFORMANCE REQUIREMENTS 

The Imager INR performance specifications are given in Table 2.0-1. Sounder INR performance is not addressed in this paper. 
The specifications are 3-sigma values and apply equally to the East-West (EW) and North-South (NS) scan directions. “Day” 
refers to the period *8 hours about spacecraft local noon and “night” refers to *4 hours about spacecraft local midnight (GOES-8 
local midnight is 0500 UTC and GOES-9 is 0900 UTC). Note that these requirements were originally defined for GOES orbits 
maintained within 0.1 inclination. On-orbit, all GOES spacecraft are being maintained within 0.5” inclination to reduce the 
number of disruptive NS stationkeeping maneuvers from 6/year to l/year. Operational experience has verified that the higher 
0.5” inclination is not an important source of INR error. Consequently, the performance results presented here, which include 
data for inclinations well above 0.1 O ,  are compared to the nominal 0.1 O specification. 

Following is a brief discussion of each specified parameter in Table 2.0-1. 

Navigation. This requirement specifies absolute knowledge of the location of Imager pixels relative to the Earth. The 
requirements of 4 km (day) and 6 km (night) are defined at spacecraft nadir. This is equivalent to an angular requirement of 1 12 
microradians (day) and 168 microradians (night). At Earth locations other than nadir, the equivalent navigation requirement in 
terms of kilometers increases with the angular distance from nadir. For reference, equivalent navigation requirements are 
summarized in Table 2.0-2. 
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TABLE 2.0-1 INR PERFORMANCE REQUIREMENTS 

Angle from 

Earth Nadir 

0" 

30' 

40" 

50' 

60' 

Specifications. 
INR Parameter 

EW and NS Night 

Navigation Nadir (km) Navigation (Km) 

Day Night 

4 6 

5 7.5 

6 9 

8 12 

11.8 17.6 

Within Frame Registration (prad) 

15 Min Frame-Frame Registration 
b r a d )  

90 Min Frame-Frame Registration 
(wad) 

24 Hr Frame-Frame Registration 
b rad )  

48 Hr Frame-Frame Registration 
b rad )  

Visible/IR Coregistration (prad) 

IWIR Coregistration @rad) 

168 168 

210 210 

28 N/A 

28 28 

TABLE 2.0-2 NAVIGATION REQ'TS 

Within Frame Registration (WIFR). The WIFR requirement limits the deviations from the nominal separation between any two 
pixels within the same image. 

Frame-to-Frame Registration (FFR). The four FFR requirements limit the movement of the same pixel for repeated frames 
within 15 minutes, 90 minutes, 24 hours, and 48 hours. Of these, the 15 minute and 90 minute are the most critical to quantitative 
users, e.g., for the determination of wind velocities from frame-to-frame cloud motion. The 48 hour requirement is redundant 
to the navigation requirement and was not included in this analysis. 

Coregistration. This requirement limits the relative separation between the visible channel and a reference IR channel and the 
relative separation between all IR channels. The IRDR coregistration performance was measured during postlaunch testing for 
both spacecraft and found to be within specification. This parameter is not routinely trended and will not be discussed fbrther 
in this paper. The visible/IR coregistration performance cited here is the error remaining after a correction is applied in the INR 
ground system. This ground correction does not, in actuality, adjust visible/IR alignment but rather provides a coregistration offset 
in the transmitted Imager data as information to the users. 

3. ON-ORBIT EXPERIENCE 

The launch of GOES-8 made possible the first accurate assessment of the INR system performance because a comprehensive, 
end-to-end test of all system elements was not possible on the ground. Most of the critical INR system elements, many unique 
to the GOES INR system, performed as expected. Principal among these were: use of the Image Motion Compensation (IMC) 
system, which applies compensation signals generated onboard to the instrument scan mirror gimbals, to correct GOES images 
for the apparent orbit and attitude motion; use of the Mirror Motion Compensation (MMC) system for pointing errors caused by 
rigid body coupling between the spacecraft body and the instrument scan mirrors; successful star detection by the Imager and 
Sounder instruments; diurnal repeatability of spacecrafthnstrument system attitude and thermal profiles;' within allocation 
pointing performance of the instrument scan mirrors; spacecraft short term pointing within allocations; minimum structural 
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interactions between the instrument scan mirrors, momentum wheels, and Earth sensor scan mirror; and the ability to compute 
accurate orbit and attitude solutions on the ground using landmarks, stars, and range data. 

A number of unexpected errors, however, became evident on-orbit, which adversely impacted initial INR performance. These 
errors are summarized in Table 3.0-1. Most involve spacecraft attitude stability in general and the Earth sensor in particular. Over 
the past 2 years, a number of corrective measures have been implemented to improve INR performance by removing or correcting 
for these unexpected errors. Critical to the success of this effort were several innovative flight software changes implemented 
by Space SystemdLoral ( S S L ) .  These modifications provided the onboard capability to use the IMC system to compensate for 
several of the significant attitude errors and also improved spacecraft attitude pointing jitter and day-to-day repeatability 
performance. 

TABLE 3.0-1: GOES INR ERROR SOURCES 

Error Source Frequency 

(DaydYr) 

365 

160 

160 

250 

250 

120 

120 

210 

90 

FIGURE 3 .O- 1 GOES MR EVENTS TIMELINE 

-- 

Figure 3 .O- 1 shows a timeline depicting when each of the various errors occurs. The data spans used in this analysis are also 
indicated. A brief discussion of each of the items in Table 3.0-1 follows: 
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ES Non-Repeatability. Non-repeatability of spacecraft nadir pointing performance is the most persistent source of large INR 
errors. The cause has been isolated to variations in the Earth’s radiance near the limbs which result in roll and pitch pointing 
errors as seem by the IR horizon scanning ES.3 As a result there are nearly continuous spacecraft pointing errors relative to nadir. 
This phenomenon was predicted prior to launch and design changes were made to the ES to reduce its effect. On-orbit experience, 
however, demonstrates that the magnitude of the effect is 5 times larger than predicted. Only continuous ground monitoring by 
the NOAA operators and constant use of the Short Span Attitude Adjust (SSAA) capability in the INR ground system has 
maintained INR performance within acceptable levels in the presence of this large, unpredictable di~turbance.~ 

GOES-8 ES Batwing. GOES-8 experiences large attitude errors around spacecraft local midnight near the summer and winter 
solstices. This effect is caused by off axis solar energy inadvertently reaching the ES bolometers through an alignment hole in 
the ES telescope housing. The shape of the resulting disturbance led to its designation as “batwing.” SS/L developed a correction 
scheme, Spacecraft Motion Compensation (SMC), which uses on-orbit data to characterize the batwing error as a function of solar 
declination and right ascension. SMC tables are uploaded daily and mirror compensation signals are generated in real-time and 
added to the IMC signal. This was the first of several correction schemes which use the IMC capability of the GOES spacecraft 
to correct for attitude variations. SMC has been successful in significantly reducing GOES-8 batwing errors. 

GOES-9 ES Wingkfs. When the source of the GOES-8 batwing was isolated to the alignment holes, the GOES-9 ES alignment 
holes were potted prior to launch. It became apparent on-orbit, however, that the potting compound had not been totally 
successful in eliminating the stray solar energy. The resulting residual batwing, dubbed “winglet,” also occurs near spacecraft 
local midnight but is much reduced in magnitude compared to the GOES-8 batwing. At the time of this paper, a correction 
scheme for the winglet effect has not been implemented. 

ESSingle Chord. To determine the roll and pitch signals needed by the spacecraft control system to maintain nadir pointing. the 
ES makes continuous north and south Earth chord meas~rernents.~ When the sun or moon intrudes into one of the two chords, 
that chord must be’khibited” via ground command to prevent erroneous roll and pitch outputs. This is designated ES single chord 
mode (as opposed to the normal dual chord mode). On-orbit it was found that differential thermal distortions internal to the ES 
and the GOES orbit eccentricity produced systematic spacecraft attitude errors during single chord operations. Three 
compensation methods were developed. An autonomous onboard algorithm senses and corrects the random pitch error. A second 
algorithm corrects the deterministic orbit eccentricity effect. A third onboard algorithm uses Single Chord Compensation (SCC) 
coefficients, generated on the ground and uplinked periodically, to correct the roll thermal distortion error. All of these schemes 
have significantly improved INR performance during single chord events. 

ES Dual Chord Traiisifion. After a solar or lunar intrusion ends, the ES is commanded back to dual chord mode from single 
chord mode. This results in a step response to the spacecraft control system producing a roll transition error which persists for 
10-15 minutes. Pending development of a compensation method, imaging is normally prohibited immediately following a return 
to dual chord. 

ES Bevel. This effect is caused by a solar reflection off a beveled element internal to the ES. The effect lasts a few hours around 
midnight for a few weeks just prior to and following each eclipse season. This effect can be eliminated by inhibiting the proper 
ES chord. This approach has eliminated the ES bevel as a source of INR error, substituting compensated single chord errors. 

Boom Shadowing. Another effect which occurs on both GOES-8 and GOES-9 is a large roll (NS) transient at the same time each 
day for about 7 months of the year. This error is the result of shadowing of the spacecraft solar sail boom by the magnetometer 
boom. The solar sail boom temporarily deforms causing a corresponding response in spacecraft roll/yaw attitude which persists 
until the magnetometer boom shadow has passed by the solar sail boom. A Compensation method for this transient effect is still 
in development. 

Eclipse Exit. Immediately following exit from eclipse, the pointing of both spacecraft undergoes rapid short term oscillations 
followed by more persistent long term disturbances. Both are apparently due to the rapid solar heating of the spacecraft and ES. 
It has not been possible to fully characterize post eclipse pointing of the instrumentfspacecraft system due to the Imager solar 
keepout zones which preclude Imager operations for a period following exit from eclipse. No correction method for the post 
eclipse period has been defined to date. 
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The “after compensation” column in Table 3.0- 1 contains representative residual errors when each effect is considered separately. 
On-orbit there are infrequent occasions when degraded INR performance is the result of two events occurring simultaneously. 
For example, lunar intrusions which occur during batwing degrade the SMC correction which is based on ES dual chord 
operation. Another example is a lunar intrusion during the ES bevel period which precludes inhibiting the appropriate chord to 
eliminate the bevel effect. 

Orbit 
Attitude 

Determination 

4. ANALYSIS 

I 

I SSAA 
Data to  

> 
I Observation 

Predicted (PREOBS) * Correction * Preprocessor - 

4.1 INR Data Processing 

A A I I 
I 
I 

Mcasuremenfs. Three types of observations are collected in support of routine INR operations for GOES - range, star, and 
landmark. Range and star observations are processed autonomously by the ground system to produce measurements suitable for 
subsequent orbit and attitude determination. Landmark measurementsiowever, require a human operator to identify geographic 
features in recorded images. Currently, the resolution of landmark measurements is limited to 1 pixel (visible channel - 28 pads  
NS and 16 prads EW and IR channel 2 - 112 pads  NS and 64 pads  EW). 

A A 

Predictions. Figure 4.1-1 shows a representation of the INR prediction process. Each day a new orbit and attitude prediction is 
generated based upon all three types of measurements from the previous two days. The process begins by fitting an orbit and 
attitude estimate to the measurements. This fitting process produces residual errors which are called OAD (Orbit and Attitude 
Determination) fit residuals. The resulting orbit and attitude is then propagated forward for the next day. The resulting orbit and 
attitude prediction is called the parent set prediction. This parent set becomes the basis for all predictions for the next day as well 
as the basis for all IMC sets to be used for the next day. As real-time measurements are collected during routine operations 
throughout the day, the attitude prediction may be updated. These updates ( SSAAs) modify the current IMC set on the spacecraft 
as well as the prediction resident in the ground system. Typically, the SSAA is a static bias to the roll, pitch, and yaw predictions. 

1 Range Stars 

FIGURE 4.1-1 : INR DATA FLOW 

I 
I 

OAD Fit 
Residuals 

Parent Set 
Residuals 

I Day N+ 1 Day N 

users 

Residuals. As described here, measurement residuals are the difference between actual and expected measurements based on 
some orbit and attitude estimate. From each set of observations there are three types of residuals - SSAA residuals, parent set 
residuals, and OAD fit residuals. The first two types of residuals are predictive, based on an orbit and attitude estimate generated 
from an earlier set of measurements and applied to an ensuing set of measurements. In contrast, the third type is not predictive. 
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The OAD fit residuals indicate the ability of the orbit and attitude model to fit a given set of measurements. 

The first type, SSAA residuals, are determined in real-time for all three observation types. These residuals consist of comparisons 
between the current measurements and the current prediction. Prior to enabling any SSAAs, the parent set is the current 
prediction. After an SSAA has been enabled, the SSAA replaces the parent set as the current prediction. (Typical SSAAs, which 
do not modify the orbit, have no effect on range residuals.) 

The second type, parent set residuals, are always the difference between the current measurements and the parent set prediction. 
As stated before, prior to enabling any SSAAs, the parent set is the current prediction. As a result, prior to enabling any SSAAs, 
the SSAA residuals and the parent set residuals are the same. After an SSAA is enabled, however, the two sets of residuals 
calculations differ. The parent set residuals are always a reference back to the initial prediction. 

The third type of residuals, OAD fit residuals, have already been described above. They describe the fitting error after completion 
of the orbit and attitude estimation process. 

Each of the three types of residuals have a unique significance. The SSAA residuals are always based on the current prediction. 
As a result, they are representative of the quality of the products seen by the users. The parent set residuals capture the behavior 
of the system if there were no SSAA updates to the original parent set prediction. Consequently, they can be used for comparison 
purposes to evaluate the corrective effects of the SSAAs. Finally, the OAD fit residuals can be interpreted as the best possible 
performance which can be obtained with the current modeling and processing techniques because they involve no prediction 
errors. 

4.2 Analysis Methodology 

The INR performance assessment in this paper addresses four broad categories - navigation, frame-to-frame registration, within- 
frame registration, and channel-to-channel coregistration. In order to best characterize the performance seen by the users, SSAA 
residuals for landmarks are used for two main reasons. First, the SSAA residuals reflect the current prediction which is being used 
to earth locate the images. Second, landmark measurements are employed because they are extracted from the same data stream 
which delivers the image products to the users. 

The performance assessment for all four categories listed above is derived from the SSAA residuals for landmarks. As applicable, 
the data are separated by spacecraft (8/9), by type (EW/ NS), by channel (visible/ IR), and by time of day (dayhight). Assessment 
of navigation performance, a measure of the absolute accuracy of the system, proceeds directly from the landmark residuals with 
no supplemental processing required. Each landmark observation produces an EW and a NS navigation measurement. 

Frameto-frame registration, a measure of the precision of the system, has requirements for 4 different time periods - 15 minutes, 
90 minutes, 24 hours, and 48 hours. For purposes of this analysis, a FFR measurement consists of a comparison between two 
observations of the same landmark separated by one of the specified time periods (with tolerances of * 5  minutes, 15 minutes, 
1 hour, and 1 hour, respectively). The calculation is simply the difference between the navigation residuals for the same landmark 
in two different images. Therefore, every pair of observations of the same landmark which has the proper time spacing generates 
an EW and a NS FFR measurement. Each landmark may be used twice to evaluate each time period requirement - once as the 
first landmark in a pair and once as the second landmark in a different pair. Also, each landmark may be used to generate a 
measurement for any or all of the four time periods if appropriate observations exist. 

For this analysis, determination of WIFR performance requires identifying which landmark observations occur in the same image. 
The WIFR measurements are then determined by taking all of the pair-wise combinations of landmarks within the frame. (Visible 
landmarks are not paired with IR landmarks, however.) Similar to the FFR measurements, the measurement is the difference 
between the navigation residuals for the pair of landmarks. Therefore, every pair of landmarks (in the same channel), within a 
single frame, produces an EW and a NS WIFR measurement. With this approach, individual landmark observations typically 
contribute to multiple WIFR measurements. Also, landmark observations which appear alone in a frame do not contribute to any 
WIFR measurements. Although there is a slight relaxation of the WIFR requirements for single chord periods, the analysis 
presented here combines single chord and normal mode performance into one statistic which is compared with the nominal 542 
microradian requirement. 
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The coregistration assessment is based on comparing aggregate navigation results for visible and IR landmarks. Specifically, the 
mean EW and NS navigation errors for the two groups of data were differenced. 

4.3 Results 

A summary ofthe results is presented in Table 4.3-1 for the non-eclipse time period. The eclipse results were similar and are not 
tabulated here. The summary includes both the standard deviation (STD) and the mean for each performance measurement. In 
several cases, particularly IR navigation, the bias in the data is large compared to the standard deviation. For this reason, both 
values have been included. As data are presented for each requirement, the statistical results in the table will be presented 
graphically to indicate the bias in the data and show its impact on compliance with the requirements. 

TABLE 4.3-1 : IMAGER INR ON-ORBIT PERFORMANCE SUMMARY 

15 Min Frame-Frame 

Navigation. Navigation results for a five week period from 14 May 1996 until 18 June 1996 are shown in Figures 4.3- 1 through 
4.3-4. All of the SSAA residuals for landmarks are plotted versus time of day with the dayhight specification included for 
reference. For clarity, each spacecraft is depicted separately with GOES-8 results appearing in Figures 4.3-1 and 4.3-2 and GOES- 
9 results in Figures 4.3-3 and 4.3-4. The data shown in Figures 4.3-5 and 4.3-6 are also for GOES-9, but cover an earlier five 
week period within the spring eclipse season (5 March 96 - 9 April 96). 
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FIGURE 4.3-1: GOES 8 EW 

300, 1 I I L 
I 200 I I 
I 

h I 

-300 I I I 
woo 0600 I200 18.00 00.00 

TIME OF DAY (GMI) 

FIGURE 4.3-3: GOES 9 EW 

_ _ _  , 

00.00 06:W 12:w 18.00 00.00 
TIME OF DAY ( G W  

FIGURE 4.3-5: GOES 9 EW ECLIPSE 

-_- I I I I 

-.. I I 
h ,  I 

--- , 

00:W Ob00 1200 18:W 00:m 
TIME OFDAY @MI) 

FIGURE 4.3-2: GOES 8 NS 

3 0 0 ,  I 1 1 I 

-300 I ! ! 
0000 moo 12:oo 1800 0000 

TIME OF DAY ( G W  

~~ ~~ ~~ 

FIGURE 4.3-4: GOES 9 NS 

I I +  I 0 1  
300, ~ 

--- , 
W W  06:W 12:w 1600 woo 

TIME OF DAY ( G W  

FIGURE 4.3-6 GOES 9 NS ECLPSE 

-300 y I I 
00:cQ 06W 1200 I800 0o:oo 

TIME OF DAY (GhTl) 

0 VIS + I R  - SPEC 

812ISPIE Vol. 2812 



There are several features to note on these plots. The frequency of visible landmark observations is greater than that of IR 
landmarks by a factor of 1.5 - 2 due to the increased difficulty in identifying geographic features in the IR images. The transition 
from visible to IR landmarks is rather distinct, particularly for GOES-8. For both spacecraft, the IR landmarks extend into the 
day hours as defined by the specification. A brief data outage, associated with the IMC upload and enable, near 2 130 UTC is seen 
in Figures 4.3-3 and 4.3-4. The corresponding gap for GOES-8, which occurs near 0030 UTC, is less noticeable because it 
coincides with the less fiequent IR Observations. Several of the plots exhibit obvious quantization effects. This is caused by the 
single pixel resolution of the landmark measurement system. The quantization is more obvious in the IR data because of the lower 
(by a factor of 4) resolution. Figures 4.3-5 and 4.3-6 clearly show the blackout period associated with eclipse operations centered 
around 0900 UTC for GOES-9 located at 135" W longitude. There is also an apparent EW shift between visible and IR data for 
both spacecraft. This will be discussed later as a coregistration issue. Otherwise, the performance during eclipse is 
indistinguishable from the non-eclipse period. 

Figures 4.3-7 and 4.3-8 show a statistical summary of the data presented in Figures 4.3-1 through 4.3-6. Data for GOES-8 during 
eclipse is also summarized although a corresponding plot is not included. Each bar represents a data distribution with the height 
of the bar indicating *3 standard deviations from the mean, indicated by a tick mark on the midpoint of the bar. Figure 4.3-7 
shows all the visible data compared to the day specification. As noted before, there are many IR observations made during the 
hours corresponding to the day specification, but these have been excluded from the statistical summary to prevent the lower 
resolution IR observations from corrupting the statistics derived from the visible landmarks. Figure 4.3-8 shows the IR 
observations obtained during the night hours only, compared to the night specification. 

FIGURE 4.3-8: NAVIGATION (IR) FICURd 4.3-7: NAVIGATION (VIS) 
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For the non-eclipse period, most of the visible results are very close to meeting specification, with the GOES-9 results somewhat 
better than the GOES-8 results. The GOES-8 NS results are the sole exception. The effect of the eclipse is expected to be most 
noticeable during the night hours closest to the actual eclipse event. In fact, no degradation can be detected for GOES-8. GOES-9 
exhibits more sensitivity to the eclipse, however, its EW performance is still comparable to GOES-8 and the N S  performance 
remains better. 

For the non-eclipse period, the distribution of the EW IR results is narrow enough to satisfy the requirements, however, there 
is an apparent EW bias (see Coregistration section below) which distorts the results. Unlike the visible results, the EW results 
for GOES-8 are actually better than the GOES-9 results. More typically, the NS results for GOES-9 are better than GOES-8, 
although neither set of results satisfies the requirements. As expected, the effect of eclipse operations is more noticeable in the 
night IR data. 

Within-Frame Registration (WIFR). WIFR results for the five week (non-eclipse) period 14 May through 18 June are shown 
in Figures 4.3-9 through 4.3-12. Statistical summaries, with eclipse results added, are provided in Figures 4.3-13 and 4.3-14. 
Although there is no change in the specification for day and night results, the convention of separating visible from IR data was 
followed. Both the raw data and the statistical summaries show that these measurements do not meet specification. However, it 
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is expected that systematic biases associated with each landmark play a very significant role in degrading this particular 
performance measurement. The effect of systematic landmark biases is most significant in this analysis because WIFR 
measurements require pairing different landmarks which have their own unique systematic bias. Compared to the navigation 
analysis, the effect is worse because each measurement combines two navigation results. The FFR analysis is unaffected by these 
biases because FFR results compare the same landmark so that the systematic bias cancels. As discussed below, the 15 minute 
FFR results are a better indicator of the actual WIFR performance. 

Frume-lo-Frame Regisrrurion (FFR). As described earlier, there are four separate FFR specifications. The quantization is most 
pronounced in the FFR data. Although there is some quantization in the navigation data, it is not as distinct as in the FFR results. 
If navigation results for an individual landmark were plotted, they would show very distinct quantization with some nominal 
systematic bias. When many different landmarks are overlaid, each with its own bias, the results begin to show a more uniform 
distribution. The same argument applies to the WIFR measurements. However, the FFR measurements are generated by 
differencing observations of the same landmark so the bias always cancels. The result is that all of the FFR measurements clearly 
show the quantization effects. 

The results for the 15 minute requirement are shown in Figures 4.3-15 through 4.3-18 followed by statistical summaries in 
Figures 4.3-19 and 4.3-20. The most striking feature in the results is that the NS IR quantization level exceeds the night 
specification. Also, both EW and NS IR quantization levels exceed the day specification which applies to many of the IR 
measurements. From this it is apparent that the quantization in the landmarking process is obscuring the true system performance. 
Notice also that there are several anomalous data points for GOES-I NS near 1900 UTC. These points are associated with the 
boom shadowing effect. 

The EW visible FFR results are close to meeting the 15 minute requirement, whereas the NS results are somewhat worse. As 
might be expected from the ratio of the IR quantization to the requirement, the IR results far exceed the requirements. 

The 15 minute FFR results span a time period comparable to the span covered by the WIFR results. The only error contributors 
which differ between the two sets of Performance measurements are those which are scan angle dependent. These include 
spacecraft yaw errors, instrument thermal misalignment errors and fixed pattern scan mirror pointing errors. The yaw and 
misalignment errors would have to be large to have a significant contribution on the landmark observations. The fixed pattern 
errors measured prior to launch are less than 10 pads. (Another potential difference would be when an SSAA occurred between 
frames, but this impacts a small portion of the data.) The conclusion is that the vast difference between the WIFR results and the 
15 minute FFR results is due to the systematic landmark biases. (A preliminary analysis involving individual pairs of WIFR 
results supports this conclusion.) Therefore, systematic biases are distorting the WIFR results. Consequently, the 15 minute FFR 
results are a better indicator of the true WIFR performance. 

The 90 minute FFR results are shown in Figures 4.3-21 through 4.3-24 with statistical results shown in Figures 4.3-25 and 4.3-26. 
The non-eclipse visible results for both spacecraft are very close to satisfying the performance requirements. Again, the NS IR 
quantization levels exceed the requirement with the expected adverse effect on the statistics. The EW quantization level is still 
a very significant portion of the specification, so the EW IR results also exceed requirements. 

The 24 hour results are shown in Figures 4.3-27 through 4.3-30 with statistical results shown in Figures 4.3-31 and 4.3-32. All 
of the visible data satisfies the requirements. The EW IR data satisfies the specification for GOES-I and is very close for GOES-9. 
The NS  IR data still exceeds the requirements, but again, the NS IR quantization is still a large portion of the requirement. 
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FRAME - FRAME REGISTRATION (90 MINS) 
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FRAME - FRAME REGISTRATION (24 HRS) 
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Coregistration. The coregistration results are summarized graphically in Figure 4.3-33. During the eclipse season, the 
coregistration results for both spacecraft fell within specification. The results from the non-eclipse period, however, indicated 
that both spacecraft had shifted outside the EW specification. Both spacecraft changed by roughly the same amount and in the 
same direction which may be attributable to seasonal variations in instrument temperature. 

-40 . 

FIGURE 4.3-33: VISIIR-2 COREGISTRATION 

I 
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SSAA Performance. The statistical summaries shown in Figures 4.3-34 and 4.3-35 clearly illustrate the corrective abilities of 
the SSAAs. In each grouping of three bars, the parent set results are shown on the left, the SSAA results are shown in the middle, 
and the OAD results are shown on the right. As described earlier, each set of residuals has a unique interpretation. The parent 
set residuals and the OAD fit residuals represent opposing ends of the performance spectrum. With the current model, it is not 
possible to achieve pointing better than that obtained from the OAD fit after the measurements have all been collected. At the 
other extreme, the parent set residuals demonstrate the effect of never updating the prediction. The SSAA residuals as a whole 
more closely resemble the optimum performance represented by the OAD fit. All of the data summarized in Figures 4.3-34 and 
4.3-35 are shown in Figures 4.3-36 through 4.3-41. The SSAAs are responsible for improving the performance from that seen 
in Figures 4.3-36 and 4.3-37 to that seen in Figures 4.3-38 and 4.3-39. The dramatic performance improvement due to SSAAs 
is particularly apparent in the visible channel. 
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GOES-9 RESIDUALS 

200 . 

FIGURE 4.3-36: PARENT SET (EW) 

n 

0 I 
I + 

I I 
0 00 6 00 12 00 18.00 000 

TIME OF DAY (GMI') 

FIGURE 4.3-38: SSAA (EW) 

3cu 

20!1 .~ 
I , I 

I I I 
3 I - _I I I , 

1 lJ1l I2 00 18:OO 
nm OF DAY (GMTI 

0:oo 

lFlGl,'l<E 4.3-40: OAD FIT (EW) 

~ ~ 

0 VIS + 

FIGURE 4.3-37: PARENT SET (NS) 

300 

- 
0 00 

-300 L-- 
0 0 0  6 00 n m  OF 1200 DAY (GW I 8  00 

FIGURE 4.3-39 SSAA (NS) 

i .c I I +  I I 300 

i I 1  - , .L * 

-200 I I I 

I ! I I -3w A - 
0 00 6 00 1200 18 00 0 00 

TIME OF DAY (GMT) 

FIGURE 4.3-41: OAD FIT (NS) 

-300 j _  
0 0 0  6 00 I2 00 I800 

TlME OF DAY ( G W  
0.00 

[R - SPEC 

820 1 S P l E  Vol. 28 12 



5. SUMMARY 

This paper has shown that both the GOES-8 and -9 INR systems are performing at levels close to the specifications with the use 
of frequent SSAAs. It was also shown that the INR performance during eclipse season is not measurably different from non- 
eclipse performance. Further refinement of actual performance will require improved landmark measurement accuracy. Further 
improvements include more fiequent adjustment of the visibleAR coregistration correction, compensation of the boom shadow 
and GOES-9 winglet effects, and further investigation into the post eclipse correction. 
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ABSTRACT 
This paper presents a summary of the basic simulation parameters and results of a study for the Geostationary 

Operational Environmental Satellite (GOES). The study involves the simulation of minor modifications to the current 
spacecraft, so that the relative performance of these modifications can be analyzed. The first modification studied requires 
the placement of a baseline inertial reference unit, such as the Dry Rotor Inertia Reference Unit (DRIRU-11) or the Space 
Inertial Reference Unit (SIRU), onto the spacecraft. The second modification involves using the imagedsounder assembly 
for real-time on-board attitude determination information. The third modification studied is the addition of star trackers to 
provide precise attitude knowledge. Simulation results are presented for each modification. 

KEYWORDS: Earth Sensor, Star Tracker, QUEST, Enhanced QUEST, Kalman Filter 

1. INTRODUCTION 
In this paper, a design study is shown for attitude determination of the Geostationary Operational Environmental 

Satellite (GOES). The current (GOES-8) spacecraft specification for the knowledge requirement is 112 p a d .  This 
requirement is met through ground processing 99% of the time in the easvwest direction and 95% of the time in the 
north/south direction. The spacecraft specification for the within-frame image registration is 42 pad .  This requirement is 
met through ground processing 90% of the time in the eadwest direction and 70% of the time in the north/south direction. 
The current spacecraft uses an Earth Sensor Assembly (ESA) to provide roll and pitch information. A set of gyros, the 
Digital Integration Rate Assembly (DIRA), also is on the current spacecraft. However, the DIRA has an operational 
lifetime of 2000 hours. Therefore, the on-board gyros are not used for mission mode attitude determination and control. 

A number of new attitude determination schemes and hardware modifications is presented. The first modification 
involves the addition of high precision gyros, such as the Dry Rotor Inertia Reference Unit (DRIRU-11) or Space Inertial 
Reference Unit (SIRU), onto the spacecraft with the existing ESA. Simulation results are presented using a Kalman filter 
for attitude determination. 

The imagedsounder assembly is currently used to obtain landmark and/or star observations in order to compensate for 
spacecraft motions and external disturbances through ground processing. The second modification utilizes the 
imagerhounder assembly as another attitude sensor for on-board attitude determination. This provides a means to 
supplement the ESA determined attitude, as well as providing yaw information. Simulation results are also presented using 
a Kalman filter for attitude determination. 

The final modification involves the addition of star trackers with or without high precision gyros to provide precise 
attitude knowledge. The proposed GOES attitude determination system includes one or two star trackers. A covariance 
analysis is first shown to determine the optimal orientations of the star trackers. Next, an actual star availability analysis is 
shown using the optimal tracker orientations and GOES orbit. The QUEST' algorithm is used for attitude determination 
without gyros. In order to further improve attitude knowledge an enhanced QUEST algorithm is also utilized. This 
involves a simple first-order Kalman filter type algorithm to filter noisy star measurements. Finally, simulation results for 
all case studies are presented. 
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2. EARTH SENSOR. IMAGEWSOUNDER 

imagedsounder model is shown. The true angular velocity is assumed to be modeled by2 
In this section, a brief overview of the simulation parameters for the gyro model, the ESA model, and the 

(1) - w =Eg -b-q -1 

where is the true angular velocity, gg is the gyro-determined angular velocity, and 4 is the gyro drift vector, 

b =!2 

The 3 x 1 vectors, q and q,, are assumed to be modeled by a Gaussian white-noise process with 
-1 - 

E{Tli ( t  )) = _o i = 1,2 ( 3 )  

where 

(5b) QZ = Q u I 3 x 3  

The DNRU-I1 drift-rate noise and measurement noise characteristics are given by ol,  =2.15x104 ~ a d / s e c ~ / ~  and 

Q = 0.206 pd/secY2 . The nominal motion of the spacecraft involves a rotation once per orbit about the spacecraft’s y- 
axis. Therefore, the nominal angular velocity is given by 

2 

.-En] 
where w, is the orbit rotation rate (7.27 x lod5 rad / sec) . 

The ESA measures the spacecraft’s roll and pitch angles. These angles are measured with respect to a moving Earth 
frame. The gyros provide attitudes with respect to an inertially fixed frame (e&, GCI). Since the body rotation axis is 
about the spacecraft’s y-axis, the body measurement vector is given by3 

- sin( p )  cos( r )  
Be =[ sin(r) 1 (7) 

coS(P) cos( r )  

where r and p are the scanner roll and pitch angles, respectively. The inertial reference vector is given by 

-e I = A T ( q ) B ,  (8) 

where q is the true quaternion (obtained by kinematic propagation using the true angular velocity). 
“measurements” are obtained by using the following model 

The ESA 

p ” = p + v p +  w P  (9) 

where v p  is a zero-mean Gaussian process with a 30 value of 0.02 degrees, and wI, represents the non-repcatable errors 
due to Earth cloud and Earth radiancdgradients effects. The non-repeatable error is assumed to be modeled by the 
following discrcte process 
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wp (i + 1) = A wP (i) + L( 1 - A2) 112 g (i) 

where AI is the sampling interval (0.25 seconds for the ESA), B is the bandwidth (for weather purposes, this set to about 
1/6 days), L is the lo amplitude (experience has shown that this is about 200 pad) ,  and g is a zero-mean normal 
Gaussian process. This same error model is applied to the Earth roll “measuremenl.” Since the roll and pitch 
measurements from the Earth sensor are small, the body measurements can be approximated by 

The imagedsounder assembly can measure stars in a 23”E / W x21”N / S field of view, outside of the Earth limb. The 
orbit-attitude tracking system contains a catalog of bright stars visible by the imager/sounder which typically senses three 
stars at 45 second intervals. For simulation purposes these stars are assumed to be found in different quadrants in the field 
of view. Each instrument performs a star look every 30 minutes. The imager/sounder measures the tangent of two angles, 
PI and fi 2 ,  resulting in a body vector given by3 

The imagerhounder “measurements” are obtained by using the following model 
- 

tanpi = tanpi f v b j  ‘ W b j ,  i = l , 2  (13) 

where vb is a zero-mean Gaussian process with a 30 value of 28 pad  . The non-repeatable error in the imager/sounder is 
assumed to be modeled by the following process 

- i.[ -0; O 0 ‘Ix+[“]. - 1 

(14b) 

where q is a zero-mean Gaussian process. The standard deviation of q is selected such that the output of wb has a 3 0  
value of about 200 p a d .  

2.1 Simulation Results 
For this part of the study, an investigation of the relative performance between gyro-aided and gyroless attitude 

determination was examined. For the on-board gyro case, a standard Kalman filter with a gyro propagated model wa? used 
for attitude determination. The simulations were run for six cases: 1) ESA only with no non-repeatable (NR) errors, 2) ESA 
only with NR errors, 3) ESA and imagerhounder (US) with no NR ESA errors and no NR I/S errors, 4) ESA and I/S with 
no NR ESA errors and with NR US errors, 5) ESA and I/S with NR ESA errors and no NR I/S errors, and 6) ESA and I/S 
with both NR ESA errors and NR I/S errors. 

The first two cases involve using the ESA only. A Monte Carlo type analysis shows that 200-250 pad is about the 30 
range for this error. With no NR errors in the ESA, the attitude accuracy is within 60 p a d .  With the NR errors in the 
ESA, this accuracy is degraded to about 200 prad. Also, large errors in the yaw angle estimates are due to filter un- 
observability. The observability of using an ESA combined with gyro measurements in a Kalman filter can be shown by 
using the simplifying assumption of a constant coefficient system (see [4] for details). A summary of the results is shown in 
Table 1. 
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Case Error Sources Roll Errors 

1 no NR ESA 60 p a d  

2 NR ESA 200 p a d  

3 no NR ESA, no NR IIS 60 p a d  

4 no NR ESA, NR I/.? 100 p a d  

5 NR ESA, no NR TIS 100 wad 

Pitch Errors Yaw Errors 

60 p a d  1 x IO5 p a d  

2oo pd lX105 p a d  

60 p a d  200 pad  

100 p a d  200 p d  

100 jmd 200 prad 

From Table 1, using the imagerhounder as another sensor significantly in'iprOVeS the Yaw angle estimate. Also, since the 
magnitude of the non-repeatable errors is assumed to be approximately the Same in the ESA and in the irnagerlsoundcr 
assembly, the attitude errors are also approximately equal when adding these errors to each sensor individually (i.e., c;lsc 

four and five). The sixth case involves using both the ESA and imager/sounder assembly witli non-rcpeatable errors added 
to each sensor. A purely deterministic attitude found using QUEST yields errors which are approximately the Same 
magnitude as case six. Therefore, tlie addition of gyros does not Seem to significantly improve the attitude accuracy. 

6 

3. STAR TRACKER 

- ~ 

NR ESA, NR I/S 200 p a d  200 p a d  300 pad  

In this section, the simulation results using a star tracker with and without gyros are presented. First, the star tracker 
model and parameters are shown. Then, a covariance analysis is presented in order to determine the optimal orientation of 
the star trackers. Next, tlie availability of actual stars for the GOES orbit is shown. Results are then presented using 
QUEST' to determine the spacecraft attitude. An Enhanced QUEST algorithm is also derived which filters sensor noise. 
Finally, simulation results are presented using gyros and a Kalman filter. 

All results shown in th is  section include the dynamics and external disturbance on the spacecnft. The GOES Flight 
Software Dynamics Model implements a GOES Attitude and Orbit Control Electronics (AOCE) firmware emulation 
FORTRAN code, which uses a six degree-of-freedom dynamics model. The initial model was developed to examine 
augmentation of the ESA with gyros, and the current capability was developed to compare with actual GOES performance 
using the ESA. A st;lr tracker and star trackedgyro were also added into the simulation. Thc simulation includes rotating 
solar array inertia effects with fully coupled inertia tensor dynamics, maglietic torquers with ideal torquc response, and 
gravity gradient and solar pressure disturbances. 

The star tracker can sense up to six stars in an 8' xS0 field of view With a sampling interval of 0.1 seconds. The 
catalog contains stars ranging from +1.0 to +6.0 magnitude. The star tracker measures the tangent of two angles, p1 and 
p2.  resulting in a body vector given by 

where the z-axis of the star tracker is along the boresight. The star tracker "measurements" are obtained by using 

tanpi=tanp ,+v , , ,  i = l , 2  (16) 

where v,$ is a zero-mean Gaussian process with a 30 value of 87.2665 pad  (18 arc-sec ). 

Each star tracker must be positioned so that sun intrusions can be avoided at all times. For the GOES orbit, a d  
available sun shade for the star tracker, tlie minimum exclusion area (allowing for a3" safety margin) is fTom 55" North to 
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55" South of the Nadir vector. For the single star tracker case, the 55" orientation produces the following order for 
knowledge accuracy: (1) roll angle (i.e., about the spacecraft's x-axis) is known most accurately, then (2) yaw angle (i.e., 
about the spacecraft's y-axis), and (3) pitch angle (i.e., about the spacecraft's y-axis) being the least accurate. Roll is the 
most accurate since the star tracker is perpendicular to this spacecraft's x-axis. Pitch accuracy is least accurate since the 
55" star tracker position leads to the y-axis being the least "orthogonal" axis with respect to the tracker boresight. 

For the two tracker case, a covariance analysis was performed in order to determine the optimal orientation. Assuming 
that each star tracker measures one star for simplicity, the error covariance matrix is given by5 

- - 
1 0 0  

0 -  l o  
o 2  

2 C 2  
p = -  

1 
0 0 -  

S 2  - 

where 0 is the measurement error standard deviation, and bl and b2 are measurement vectors of each star. For a North- 
South configuration, these measurement vectors are given by 

- 
0 0 2-2 c s  

3-2- 

2-2 2 
0 s2+c4Z2Z2 c s z - c  s c s  

csz-c3s2c"s  c 2 z 2 + c  s s 

2 
CY 

P =  
2(c452~2 + c 2 ~ 2 s 2 )  

- 

bl = sin55" = s 111 
Using Equation (1 S ) ,  the covariance in Equation (17) becomes 

The next configuration studied was 3 place the both star trackers 55' 
6, The measurement vectors for this case are given by 

bl = [I:], b2 = 

North (or South) from Nadir and rc 

-"I CZ 

ited by an angle 

(20) 

In order to determine the optimal rotation angle, a cost function involving roll and pitch errors (i.e., allowing for relaxed 
yaw error conditions) is defined, given by the sum of the roll and pitch covariances, 

J ( 6 )  = ( 2 5 2  + s2 + c4 ZZc"2) 
2( c4 s2z2 + c2 s2s2) 
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Minimizing this cost function with respect to 19 leads to the optimal rotation given by 6 = 90'. Therefore, the covariance 
matrix in Equation (21) becomes 

Equation (23) shows lliat the yaw angle contains the smallest error, even though yaw was relaxed for tlie optimal separation 
angle. Therefore, comparing Equation (19) and Equation (23) leads to the conclusion that the optimal location for tlic two 
tracker case is given by one tracker 55" North and onc tracker 55" South from Nadir. 

3.1 Simulation Results 
Figure 1 shows die actual number of stars within the North pointing tracker field of view. There is always a minimum 

of 2 stars, except for the interval from 2.15 to 2.283 hours. A star with a magnitude of 6.256 was added in this interval for 
the QUEST solution. Figure 2 shows the number of stars within the South pointing tracker field of view. Stars can be 
added to the Soulli tracker catalog in order to insure a minimum of two stars, but this was not done, since the North tracker 
was used for simulations involving one tracker. Figure 3 shows the combined number of stars for both trackers (without the 
addition of any stars). This shows that a minimum of 4 stars is available for the two tracker case. Also, the percentages of 
time in the orbit \villi rlic number of stars in the field of view are shown by Tables 2 and 3. 

T a l k  3 North Pointing Star Catalog Tahle 3 South Pointinr Star Catalog 

Numbcr of Slrirs Percentage in FOV Number of Stars Percentage in FOV 

0 0.0 0 0.0 

1 0.625 1 1.458 

... ... .. ................................................................. .................................... . .. . . ............................................ ...................................................................... . 

2 10.972 2 8.056 

15.625 

27.709 

23.958 

3 20.972 

4 28.889 

5 23.272 

6 21.111 6 17.153 

In this section simulation results using the QUEST and Enhanced QUEST algorithms without gyros are presented. The 
QUEST algorithm minimizes the following cost function 

where A is the attitude matrix, and n is the number of stars available. QUEST is a deterministic approach which utilizes a 
point-by-point solution. Therefore, previous measurements are not utilized in the attitude solution. This algorithm requires 
at least two star measurements to determine the attitude, so a star is added (as previously described) to the single star tracker 
case. 

In general, the attitude knowledge is determined more accurately as the number of star measurements at one time 
increases and/or the separation distance between stars increases. This can be seen by the deterministic error covariance, 
given by' 
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n -1 

Figure 4 shows the attitude errors from QUEST determined attitude using a single (North) star tracker. Note the large 
errors about 2 hours into the simulation corresponds to the point where the star availability is primarily 2 stars with a small 
separation. Figure 4 also shows the 30 bounds from Equation (25). This shows excellent agreement between theory and 
simulation. Figure 5 shows the attitude errors and 30 bounds for the two star tracker case. This shows the significant 
improvement in attitude knowledge by using two trackers. 

In order to further improve the attitude accuracy, an Enhanced QUEST algorithm (EQA) was developed. This is a 
simple first-order Kalman filter which combines a propagated model with the QUEST determined attitudes. Since gyros are 
not used for this case, the angular velocity is assumed to be perfect (i.e., given by Equation (6)). This assumption is a poor 
one, since external disturbances, and control and sensor errors are present in the actual system. Typical control errors using 
the ESA are shown in Figure 6. This shows the large errors and coupling in the roll/yaw axis. The EQA is given by 

where At = 0.1 seconds, 4" is the QUEST determined attitude at time i k ,  and a is a scalar gain. This gain was determined 

by minimizing the attitude errors from the simulated runs. A value which is too small adds tends to neglect measurements, 
and emphasizes the inadequacy of the approximation in Equation (6). A value which is too large adds too much 
measurement noise, and tends to neglect model corrections. A value of c1 = 0.05 was determined to be optimal. The EQA 
covariance is derived by re-writing Equation (26) as 

-k  

where C3 denotes quaternion multiplication (see [2]). The QUEST determined quaternion is written as 

4" BOq 
-k+l  [ 1 ] -k+1 

where Y ~ + ~  is the true quaternion, and 62,+, is a three component error vector. Substituting Equation (28) into Equation 

(27a), and post-multiplying both sides of the resulting equation by g;il yields 

Using a first-order approximation yields the following covariance for the EQA 

P<<,+, =(l-a)  2 Q 3  P<Gk 4; +a2Pq,-, 

where Q3 is the state transition matrix of [EX] . Since this matrix is constant and nearly the identity matrix, the diagonal 
elements of Equation (30) approach the following steady-state value 
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Figure 7 shows the attitude errors and bounds from Equation (3 1) using one star tracker and the EQA. Comparing Figure 7 
with Figure 4 shows a significant improvement using the EQA. Figure 8 shows the attitude errors using two trackers and 
the EQA. Comparing Figure 8 with Figure 5 again shows a significant improvement using the EQA. 

In this section, the results using gyros and a Kalman filter are presented. Two gyro cases are simulated. The first m e  
involves the use of a DRIRU-II. The second case involvcs thc use of a SIRU. The parameters for both gyros are 
summarized in Table 4. 

Tahle 4 Gyro P;irameters 

Parameters DRIRU-I1 SIRU 

0 (white noise) 2.15 x lo4 p.rad/s~c~/~ 1.55 x lo4 p.rad/sec3I2 

(3 ,, (random walk) 0.206 p.rad/sec1J2 1.6 wad f secY2 

The gyro model is shown by Equations (1) and (2). The relative performance of the attitudc estimation can be found by 
numerically iterating the Kalman filter equations to steady state. FarrenkopP obtained an analytic solution for the case 
when the three attitude error angles are assumed decoupled. Farrenkopf s results for the preupdate and postupdate attitude 
error standard deviations, denoted by Q (-) and Q (+) , respectively, can be written as 

1 

0 (-) = O (52 - 1): (32a) 

cJ(+)=cJ(-)/t (32b) 

where 

In the limiting case of very frequent updates, the preupdate and the postupdate attitude error standard deviations both 
approach the continuous-update limit, given by 

1 

Using the parameters in Table 4 in Equation (34), it was determined that the DRIRU-11 steady-state error is approximately 
2.8 times better (Le., more accurate) than the SIRU. This is also shown in the simulations. Figures 9 and 10 show the 
attitude errors using the SIRU for the one tracker and two tracker cases, respecti\itly. Figures 11 and 12 show the attitude 
errors using the DRIRU-I1 for the one tracker and two tracker cases, respectively. Comparing Figure 9 to Figure 11, and 
Figure 10 to Figure 12, it is seen that the DRIRU-I1 is approximately 2 to 3 more accurate for the attitude knowledge than 
using the SIRU. Results for the cases without gyros and cases with gyros shown in Table 5 and Table 6,  respectively. 
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4. CONCLUSIONS 
This study provided some insights for using gyros andor star trackers on the GOES spacecraft. It was determined that 

the gyros do not significantly reduce the non-repeatable errors with the ESA. Also, using gyros does not provide any 
observability in the yaw angle estimate, when using the ESA. The star tracker simulation results show a significant 
improvement over the ESA attitude knowledge errors. The greatest improvements were shown using either: (1) two 
trackers with the EQA, or (2) one tracker and a DRIRU-I1 type gyro, and (3) two trackers arid either a SIRU type gyro or a 
higher quality gyro such as the DRIRU-IT. Adding gyros to the spacecraft is the most ideal case, since the Kalman filter 
bandwidth is larger than the EQA filter bandwidth (is., the Kalman filter with gyros can sense higher frequency spacecdt 
motions than with the EQA). The utilization of on-board gyros mdy also improve the pointing accuracy, since the 
controller bandwidth may be increased. 
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Image navigation improvement using star trackers 

Sun H. Hur-Diaz and Ahmed A. Kame1 

Space Systems/Loral 
3825 Fabian Way, Palo Alto, CA 94303 

ABSTRACT 

In this paper, the improvement in the Image Navigation and Registration (INR) obtained by using two star 
trackers onboard a GOES satellite is investigated. The star trackers would augment the current INR system to 
eliminate the nonrepeatable errors caused mainly by the Earth Sensor. The focus is on decreasing the spacecraft 
bus attitude error component in the total INR error budget with minimal changes to the current system. 

Keywords: star trackers, image navigation, attitude determination, orbit determination 

1 INTRODUCTION 

The current GOES satellites (GOES-8 at 75' West longitude and GOES-9 a t  135' West longitude) are three- 
axis, body-stabilized spacecraft that  are capable of real-time coverage of the Earth's weather system.' The two 
main instruments, the Imager and the Sounder, operate independently and employ flexible scan controlled mirrors 
that  can cover areas of different sizes. The instrument data are processed on the ground and retransmitted near 
real-time t o  the users via the spacecraft. 

The instrument mirrors are compensated in real-time2 for the orbital and attitude motions of the spacecraft 
via the Image Motion Compensation (IMC) and for the motions of the mirrors themselves via the Mirror Motion 
Compensation (MMC). The latter is autonomous compensation for the spacecraft response to large mirror motions 
and is provided by an onboard software representation of the closed-loop spacecraft response. IMC, on the 
other hand, relies on a 24-hour data  fit on the ground of range measurements from a single ground station and 
measurements of landmark and stars by the instruments themselves. The underlying concept of the IMC system 
is based on the fact that  the instrument line of sight attitude over the next 24 hours is identical to  the current 
24 hours, and the fact that nonrepeatable errors, mainly due to  Earth Sensor (ES) radiance gradients and single- 
chord operations, can be significantly reduced by the Short Span Attitude Adjustments (SSAA) which update 
the IMC parameters using a more recent set of star and landmark measurements. 

Star trackers can provide significant improvement to  the pointing performance of the GOES satellites. The 
improvement in the image navigation accuracy comes from a more accurate knowledge of the spacecraft bus 
attitude to  compensate the mirrors with. Since the star-tracker data is available real-time, its use is essentially 
an augmentation of the autonomous MMC system currently onboard. The irnplcmentation of the star trackers 
would not affect the currcnt IMC procedure. The star trackers will also eliminate SSAAs and simplify ground 
operations. 
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In the rest of this paper, the assumptions made in the current study and the nominal star tracker orientation 
are first discussed in Section 2. Then in Section 3, the design of the filter to reduce the random errors is presented 
followed by a discussion of the nonrandom errors in Section 4. Simulations conducted to evaluate the star tracker 
performance are presented in Section 5.  Finally, summary and conclusions are given in Section 6. 

2 STAR TRACKER ORIENTATION 

Star trackers considered in this study have an 8 O  x 8 O  rectangular field-of-view (FOV). They are capable of 
tracking up to 5 or 6 stars each with a sensitivity to magnitude 6 stars a t  10 Hz date rate or up to magnitude 
7 at 4 H z .  The random component of the centroidal error of a single star is assumed to be 5.33 arcsec (25.8 
p a d )  RMS for the limiting magnitude stars a t  either data rate. The total centroidal error is a combination of the 
noise equivalent angle (NEA), spatially random errors, and boresight stability/misalignment errors. Other errors 
contribute to the estimate of the spacecraft attitude including thermal distortions and orbit knowledge errors. 
For onboard generation of orbit information, the onboard clock error can also be significant. For the GOES INR 
system, the repeatable portion of these errors is removable by the IMC. 

The orientation of the star trackers is defined using three consecutive angles: azimuth (f3) about +y-axis 
measured from the +z-axis, elevation (17) about the resulting +z-axis measured from the +z-axis, and a “roll” 
(7) about the resulting +z-axis which is the star tracker boresight. These angles are illustrated in Fig. 1. The 

YS zs TONADIR 

Figure I: Star tracker alignment angles 

nominal orientation angles of the two star trackers are 

p1 = -43O, pz = 430, 
111 = 5 5 O ,  r)2 = 550. 

The nominal angles are shown in Fig. 2.  This orientation is based on a Earth-face panel mount, a 30 deg Sun 
exclusion angle (SEA), and a 25 deg separation from the Earth panel to  avoid reflections off of the panel. Both 
star trackers are northward pointing to avoid reflections off of thc solar array on the South side. The  elevation 
angle was primarily influenced by the SEA. The minimum elevation angle is given by: 

Vmin = V S U N  + SEA + T M A R G I N ,  

= 
= 55O. 

23.5” + 30’ + 1.5’, 
(3) 
(4) 

(5) 
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Figure 2: Nominal orientation of star trackers 

The margin allocated is 5% of the SEA. For minimum error about the spacecraft pitch axis, the elevation angle 
of the star tracker should be as small as possible. This is seen from contour plots of spacecraft unfiltered attitude 
accuracy as a function of elevation and azimuth separation given in Fig. 3. The contour plots were generated 
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Figure 3: Unfiltered attitude accuracy (la) of two star trackers as a function of r ]  and AD= ,&-PI 

assuming symmetrical placement of the star trackers about the y-z plane of the spacecraft. The roll/pitch/yaw 
accuracies are derived from a nominal snapshot multi-star average of each star tracker of 10/10/200 p a d  (la) 
in the star tracker axes. The plots also indicate that greater the azimuth separation between the two trackers, 
closer the enclosed angle is to 90° (cf. plot 4) and hence higher the accuracy. For the nominal orientation angles 
given in Eqns. 1 and 2, the roll/pitch/yaw accuracies are 8/16/10 p a d  (lo). 

The azimuth orientations were selected primarily to avoid reflections from the spacecraft body into the star 
trackers mounted on the Earth panel. If the Earth-panel restriction is removed, then azimuth angles of OD and 
180' are more ideal. This latter set gives the maximum azimuth separation as well as the best and equivalent roll 
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performance in case one tracker fails. For the present analysis, we assume an Earth panel mount and the nominal 
orientation angles given in Eqns. 1 and 2. 

- 

Scheduled 
MMC High Pass 

Star availability is another consideration in determining the optimum orientation. However, it is not an issue 
for a 4 Hz data  rate with sensitivity to  magnitude 7 stars. The 4 Hz data rate was chosen for the current study. 
The orientation of the star trackers will also be affected by thermal and configuration constraints. These are 
ignored for the current performance analysis. 

Mirrors 

3 FILTERING OF RANDOM NOISE 

b Complementary 
Filter 

The purpose of the filter is to reduce random star tracker-induced noise. Other nonrandom errors due to 
thermal variations and orbit error are not affected by the filter. The design of the filter is determined by the 
acceptable level of the noise floor and the types of disturbances that are to be detected by the star tracker. 

- 

One disturbance of particular interest is the black body calibration (and slew) of the instrument mirrors. 
During a black body calibration, the disturbance can be high as 150 prad in roll. Currently, this disturbance is 
compensated by the MMC where the spacecraft response to the mirror motion is modeled and predicted onboard. 
MMC operates continuously without operator intervention. The frequency range in which MMC operates is 
roughly between 0.001 Hz and 1 Hz. To avoid “double-bookkeeping” of this disturbance by the star tracker, the 
bandwidth of the star tracker filter can be selected to be below 0.001 Hz or above 1 He. At the lower cutoff 
frequency, both the star trackers and the MMC can operate. However, since MMC corrccts only for the mirror 
motions, the ability of the star trackers to detect other disturbances at  higher frequencies is severely limited. At 
the higher cutoff frequency, on the other hand, the MMC may be eliminated, but the star tracker-induced noise 
remains high without much attenuation. In this case, the star tracker introduces more errors t o  the system than 
are currently present. At the cutoff frequency of 1 Hz,  the attenuation at  the 4 Hz data rate is only about: 

With the raw two-star tracker pitch error of 48 (=16x3) prad, the filtered accuracy is only about 34 p a d  (3a). 
The MMC performance, on the other hand, is currently estimated to  be 6 p a d  (3a). 

Since the MMC operates very well, especially in correcting for the rigid body motion of the spacecraft due 
to  mirror slew motions, i t  is not imperative to eliminate it. Rather, i t  can be used in a complementary filter to 
achieve both low background noise and good detection of the mirror slew response. This concept is illustrated 
in Fig. 4. The  star tracker estimate of the spacecraft attitude is fed into the low-pass filter. The MMC signal 
is fed into the complementary high-pass filter. The sum of the two filtered signals is then the best estimate of 

Star Tracker, 
Estimate 

Low Pass Filter -4 
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the spacecraft attitude. The cutoff frequency of the low-pass filter is selected based on the trade between a low 
noise floor and the ability to  detect disturbances other than the mirror motion, especially in the high frequency 
range. Some of these other disturbances include thermal snap, return from ES single chord, thruster unloads, and 
trim tab adjustments. For a preliminary performance assessment, a cutoff frequency of 0.1 H z  was selected for 
ali three axes in a second-order Butterworth filter. Some simulation results of this filter are given in Section 5. 

15.6 4.5 
20.7 7.0 

E/W 
N / S  

4 NONRANDOM ERRORS 

16 
22 

In addition t o  the random errors discussed above, there are nonrandom errors associated with the use of the 
star trackers. These include constant and time-varying star tracker misalignments and onboard orbit knowledge 
error. The misalignments are variations from the nominal alignments as measured on the ground. Thermal 
variations mainly due to the orbital motion of the spacecraft can cause the misalignments to vary with time with 
a period of one sidereal day. These will vary from season to  season but fairly repeatable from day to day. Because 
of the repeatability of the misalignments, it is expected that a significant portion of this error will be removed by 
the IMC. 

Because star trackers are inertial sensors, orbit knowledge is required to  determine the orbit-relative spacecraft 
attitude (roll, pitch, and yaw). The onboard orbit knowledge is obtained from a set of coefficients that are uploaded 
as part of the IMC set. The process involves a ground-based- orbit determination (OD) using range, star, and 
landmark measurements. The OD solution is then propagated using an accurate ephemeris generator. A reduced 
set of orbital elements spanning at least a day is curve-fitted and the corresponding coefficients as well as the epoch 
time are generated. Currently, these coefficients are uploaded on a daily basis. An enhanced set of coefficients 
has been derived with a fit accuracy of less than 10 prad over one week that would allow weekly updates instead 
of daily updates. 

To determine the order of magnitude error of the onboard orbit knowledge, a covariance analysis of the recent 
flight data was performed. The results were then combined with worst case fit error to arrive at  the total error. 
The results are summarized in Table 1. The orbit determination error is the dominant source of the error. Because 

Table 1: Onboard orbit knowledge error, prad (3a) 

I Propagated OD error I 3 dav fit error I RSS 

of high correlation of the uncertainty in the OD solution, the OD error does not grow appreciably, even over one 
week. Therefore, with the improved set of orbital coefficients, comparable orbit knowledge error can be retained 
even over one week. A heuristic analysis of the star and landmark residuals resulted in similar numbers for the 
current total onboard orbit knowledge error. The orbit error will be “seen” by the instruments as attitude error. 
It is expected that part of this error will be removed from the attitude portion of the IMC. 

5 SIMULATIONS 

A star tracker simulator was built in Matlab to  investigate the performance of the star trackers. A block 
diagram of the simulator is shown in Fig. 5. The true spacecraft attitude is provided by a separate simulation 
of the long term response, the short term response, and the response to black body calibrations. The long- 
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Figure 5: Simulation block diagram 

term response ontains resp nses to ontinuously changing solar torque, magnetic torques from measured B-field, 
radiance gradient model from measured data,  ES thermal distortion as measured by the instruments, and daily 
trim t ab  adjustments. The short-term responses can be selected to be responses to  ES noise or ES noise plus any 
one of the following: thermal snap, return from ES single chord, wheel unloads, or trim tab adjustmcnts. The 
black body calibration response is an output of the MMC. Depending on the simulation, these responses can be 
turned on or off. Other true quantities that  are generated are the star tracker orientation and the orbit. The star 
tracker true orientation is the sum of the measured orientation and the misalignments which can be time-varying. 
The spacecraft true orbit is provided by an accurate ephemeris generator and orbit determination and fit errors 
are added to simulate the measured orbit, Z . C . ,  the onboard orbit knowledge. 

The onboard star catalog for thc simulations was built from Sky Catalog 2000. For the results shown, 5 or 
more stars of magnitude 7 and brighter were visible all the time (for a 4 H z  data rate). The star trackers are 
commanded to  acquire and track stars that  are expected to be in the field of view as predicted from the measured 
orientation and measured orbit assuming zero attitude. Thc actual positions of the stars seen by the star trackers 
are determined by the true attitude, true alignment, and true orbit and are modified by any focal length errors 
and star tracker boresight and random centroid errors. The star centroid residuals are computed as the difference 
between the predicted and the measured centroids. Star tracker tuning parameters as well as spacecraft attitude 
are then determined using least-squares from the centroid residuals. Different error sources can be turned off or 
on depending on thc type of performance being evaluated. 

Three sets of simulations were conducted: 1) short tcrm perforrnancc during black body calibration, 2) 
short term performance during other spacecraft disturbances, and 3) long term performance with focal length 
variations and thermal misalignments. The single tracker performance is also briefly discussed. These simulations 
are discussed in the following subsections. Except as noted, the cutoff frequency of the star-tracker filter was set 
a t  0.1 HZ for a nominal noise floor of about 10 prad (30.) in pitch. 
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5.1 Performance under black body calibration 

For analysis of performance under black body calibration, the misalignments, focal length variations, and 
orbital errors were turned off in the simulation. The true attitude was the sum of the long-term, short-term, 
and black body calibration responses provided by an external simulation as described above. No time delays 
were modeled in this simulation. Fig. 6 shows the results of this simulation in four columns of plots. The first 

SIC true roll Unfilt: roll err, s=6.272 LoPass: roll err, s=4.865 4 . . . . . . . . . . . . . . .  

0 

-1 0 

-20 

. . . . . . . . . . . .  

. . . . . . . . . . . . . . . . .  

-200 

5 -300 
0 m 

-400 

14.9 15 1.5.1 14.9 15 15.1 14.9 15 15.1 
SIC true pitch Pitch err, s=13.4 Pitch err, s=3.54 

I ,  I I I 

14.9 15 15.1 14.9 15 15.1 14.9 15 15.1 
SIC true yaw Yaw err, s=8.152 Yaw err, ~ 2 . 4 3  

120 1 j 

Compl: roll err, ~ 4 . 4 5 2  
4 1 , .  . . . . . . . . . . . . . .  

14.9 15 15.1 
Pitch err, s=3.273 

14.9 15 15.1 
Yaw err, s=2.003 

L I I  

14.9 15 15.1 14.9 15 15.1 14.9 15 15.1 
t (UT hours) t (UT hours) t (UT hours) 

14.9 15 15.1 
t (UT hours) 

Figure 6: Star tracker performance under black body calibration 

column shows roll, pitch, and yaw time-histories of the true spacecraft attitude. The second column is the error 
in the star tracker estimate of the spacecraft attitude without any filtering. The  third column shows the estimate 
error with the low-pass filter only. The fourth column shows the estimate error with the complementary filter. 
In general, the pitch performance is the worst of the three axes because of the minimum elevation constraint 
on the star trackers. In roll, the background noise is significantly reduced with the low pass filter only, but the 
error during the rigid body motion can be higher than the error without filtering. The best performance is with 
the complementary filter. Here we get the best of both worlds: low background noise and good detection of the 
mirror slew response. 

5.2 Performance under other short-term disturbances 

Simulations were also conducted to  analyze the performance of the 0.1 Hz filter on other short-term distur- 
bances. These include ES noise only, thermal snap, return from ES single chord, pitch unload, yaw unload, and 
trim tab adjustment. The last five disturbances also include the ES noise. For the last four disturbances, imaging 
is inhibited during the initial 10-minute transient period; therefore, the star tracker performance is based on the 
post transient period. During the ES noise and thermal snap disturbances, imaging is not inhibited, so the star 
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Table 2: Short term spacecraft attitude estimate error with two star trackers, roll/pitch/yaw (prad) 

Disturbance Without Star Tracker (Max) With Star Tracker ( l a )  
ES noise (20 min.) 10/16/5 1.3/3.0/ 1.9 

ES single chord* 145/22/85 2.3/2.9/2.3 
Pitch unload* 9/16/33 1.3/2.9/1.8 

Thermal snap (40 min.) 120/21/85 1.8/3.0/2.0 

Yaw unload* 450/21/390 6.812.916.6 
Trim tab adjust* 50/15/27 1.5/3.1/1.7 

With Star Tracker (Max) 

7/12/7 
511017 

6 /9 /8  
4/8/5 

17/10/14 
5/10/6 

tracker Performance during these disturbances is based on the entire period of the simulation. The simulation 
results are tabulated in Tablc 2.  During nominal operation with ES noise only, the worst roll/pitch/yaw perfor- 
mance is 5/10/7 p a d .  The worst overall performance is after the yaw unload of 17/10/14 prad. The performance 
with the star tracker is significantly better than without. By having separately-tuned filters for each axis, the 
performance can be improved further. 

5.3 Long term performance with misalignments and focal length error 

In this sir~iulation, the true attitude was the long-term response provided by the external simulation as 
described atmvr Orbit error was turned off but a constant bias in each of the star tracker’s focal length scale 
factor as \vel1 a time-varying misalignments of each star tracker were included. The focal length scale factor is 
defined as 

f 
f o  ’ 

c = -  (7) 

where f is the truc focal length and fo is the nominal value. The focal length scale factor variations were set in the 
simulations to be Acl=O.Ol and Ac2=0.02 for Star Tracker 1 and Star Tracker 2, respectively. The misalignments 
were modeled as a bias plus a simple sinusoid for each alignment angle of each star tracker. 

The star tracker misalignments and the spacecraft attitude are not completely observable from the star centroid 
residual measurements. Either the misalignments or the attitude can be solved but not both. The resulting 
solution (from least-squares of multi-star measurements) contains errors due to the other unsolved quantity. For 
example, solving for attitude alone will result in thc attitude solution containing errors due to  the misalignments. 
This is unavoidable. However, when the mirrors are corrected with this attitude solution, the misalignment errors 
will be detected by the IMC. Since the misalignment errors are largely due to thermal variations during the orbit, 
they are expected to be repeatable from day to day. Therefore, most of the misalignments are removable by the 
IMC which is designed to remove repeatable errors in the INR system. 

The  misalignment errors will be “seen” by the instruments as repeatable, low frequency errors. Focal length 
errors, on the other hand, will appear as high frequency errors in the attitude solution. Therefore, i t  is desirable 
to calibrate out the focal length variations. Fortunately, this error is observable. Fig. 7 shows the scale factor 
solution from a simulation. The first column of plots shows the true focal length scalc factor variation in solid 
line and the snapshot least-squares solution in circles for Star Tracker 1 and Star Tracker 2 ,  respectively. The 
second column of plots shows the error in the solution of the scale factor variation t o  bc less than 5 x l W 4 .  With 
a curve-fit to remove the high frequency component, the error can be reduccd to less than 2 x 
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Figure 7: Solution of scale factor variation for Acl=O.Ol and Ac2=0.02 

cale factor calibrated for each star tracker, the normal operation of the star track rs was simulated 
by solving for attitude (containing the misalignment errors) and then curve-fitting the resultant attitude error. 
The curve-fitting process is a very simplified simulation of the IMC process. Fig. 8 shows the results of this 
simulation. The first column of plots shows the actual error in the spacecraft roll, pitch, and yaw estimates 
(dashed line) mainly due to the star tracker misalignments. Overlayed on top are solid curves which are curve-fits 
of the attitude errors. The second column of plots shows the difference between the curve-fit and the actual 
attitude estimate error. What remains is the random star tracker noise with a standard deviation of 6/13/9 prad 
in roll/pitch/yaw axes which would have been reduced by the onboard filter as described in Section 3 .  

5.4 Performance with a single star tracker 

A fully redundant system requires three star trackers with two operating at any one time. Two trackers is 
not a fully redundant system in that the performance with one star tracker is not equivalent to two star trackers. 
However, one tracker failure is not a total system failure; it leads to degraded performance. The multi-star average 
accuracy of one star tracker as a function of orientation is shown in Fig. 9. As in Fig. 3,  the snapshot multi-star 
average of 10/10/200 prad (lu) in the star tracker axes was assumed. For INR, roll accuracy is more important 
than yaw accuracy; therefore, a zero azimuth angle is preferred, if possible, over the nominal orientation given 
by Eqns. 1 and 2. Then with a little bit of averaging, the roll accuracy of the two trackers can be achieved. 
Pitch accuracy, on the other hand, is limited by the minimum elevation angle. A t  55 degrees, the accuracy is 
492 ( ~ 1 6 4 x 3  ) p a d  (3a). To bring this error down to the level of 10 prad obtained with two trackers, the time 
constant of the filter has to be as high as 20 minutes (0.00083 Hz). For long term performance, this time constant 
is acceptable. Short term performance, on the other hand, is greatly compromised. To improve the short term 
performance, other sensors resident in the spacecraft may be employed. 
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6 SUMMARY AND CONCLUSIONS 

The performance of two typical narrow FOV star trackers on a GOES spacecraft was evaluated. The design 
and performance of a complementary filter that works with the MMC currently onboard was presented. Results of 
simulations show excellent improvement in short-term performance over the current system without star trackers 
during typical spacecraft disturbances. Long-term simulations have also shown how the focal length variations 
and the thermal misalignments can be removed through calibration and IMC, respectively. 

Star trackers can significantly reduce the spacecraft bus error component of the total INR error budget by 
eliminating the nonrepeatable errors. With appropriately designed filters, the nonrepeatable errors are observed 
and compensated real-time. Then the errors that remain, most of which IMC can detect and correct, are primarily 
due to the thermal variations of the star trackers and the instruments. Hence, with star trackers, ground operations 
effort can be significantly reduced by eliminating SSAAs. The frequency of the IMC update can also be reduced 
from once a day to  once a week with an enhanced set of orbital coefficients. 

Further work is planned to investigate the performance and operations after an orbit adjustment when the 
onboard orbit knowledge provided by IMC is not very accurate. Also, the improvement of short-term single 
tracker performance using other sensors on the spacecraft is currently being studied. Further tuning of the filters 
is also planned to optimize performance about each axis. 
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Autonomous star trackers for geostationary satellites 

Roelof W. H. van Bezooijen 

Lockheed Martin Advanced Technology Center 
3251 Hanover Street, Palo Alto, California 94304 

ABSTRACT 

An autonomous star tracker (AST) is a "star field in, 3-axis attitude out'' device capable of determining its attitude rapidly 
without requiring any a-priori attitude knowledge. Following attitude acquisition, the AST switches to a track mode where it 
outputs its attitude and rate at typically 5 Hz. The Lockheed Martin Advanced Technology Center has developed the first 
version of a line of reliable, highly accurate, low cost, ASTs. This "AST-201" is to be test flown on a sounding rocket and 
will function as a key attitude sensor aboard NASA's Small Spacecraft Technology Initiative (SSTI) "C1:lrk" spacecraft 
scheduled for launch in 1996. 

The AST is of modular construction and comprises athermalized, radiation hard refractive optics, ii frame-transfer CCD with a 
sensitive area of 512 by 512 pixels, camera electronics, a single board computer, an all-sky guide star database and a highly 
effective sunshade that allows operation to within 25 degrees from the Sun. Initial sLar identification is performed by a 
memory-efficient algorithm that provides an attitude acquisition success rate of better than 99.8S% anywhere in Ule sky. The 
AST achieves its high accuracy through use of a moderate 8.8 by 8.8 degree field of view arid by tracking 27 SLWS on average. 

On geostationary satellites a single AST can provide 3-axis attitude with greater precision, at lower cost, and with higher 
reliability than is possible with a combination of Earth sensors, fine Sun sensors, and a high performance gyro system. In 
addition, ASTs are devoid of angular range limitations, avoid Sun and Moon interference by proper orientation on the 
spacecraft, and enable rapid fault recovery, a capability especially important to geostationary missions where outages are 
usually costly. Two ASTs can provide a geostationary spacecraft with an attitude accuracy of S microradians (1 0) .  The 
paper contains a description of the AST, a summary of the functions enabled or improved by thc device. red-sky AST test 
results, and accuracy statistics for an AST on a geostationary spacecraft, as obtained through realistic simulations. 

Keywords: star tracker, autonomy, attitude determination, pattern recognition, geostationary satellites, spacecraft attitude 
control. 

1. INTRODUCTION 

Lockheed Martin, in anticipation of the need for smart sensors capable of supporting autonomous, long duration space flight 
missions, has been developing a low cost, highly accurate, Autonomous Star Tracker (AST) on an IRAD program beginning 
in 1991. The AST, shown schematically in Fig.1, is basically a "starfield-in, attitude-out" device capable of determining its 
attitude in a few seconds without requiring any a-priori attitude knowlcdge. Following atttitude acquisition, the AST 
transitions to its track mode where it provides its 3-axis attitude at a 5 I-Iz rate. In addition, the device can be used to perform 
attitude updates autonomously. Besides providing the functionality needed for future advanced attitude control and navigation 
systems, ASTs can be used to inmeax the reliability of spacecraft while reducing their mass, power, cost, and operating 
expenses. 

The AST comprises a-thermalized, refractive optics, a frame-transfer CCD, camera electronics, a compact single board 
computer with a 32 bit RISC processor, and an all-sky guide star database. Star identification is performed by a memory- 
efficient and highly robust algorithm that finds the largest group of observed stars matching a group of guide The 
sensitivity of the AST permits it to operate at all sky locations, while it tolerates bright objects in the FOV (e.g.. due to 
Jupiter and space debris) because of the geometrical and brightness constraints imposed by the star identification algorithm. 
The AST is designed to survive sun pointing without the use of a shutter. 

Functions enabled or enhanced by the AST include: rapid attitude acquisition; fast fault recovery; autonomous updating of 
gyro based attitude control and navigation systems; gyroless or low-cost gyro spacecraft attitude control; autonomous 
acquisition of celestial targets by orbiting, sub orbital, airborne, or ground-based astronomy telescopes; precision pointing to 
terrestrial targets from space (GPS assisted); autonomous optial mvigation of pl'anekxy spacccraft; and autonornous p s i  tion 
acquisition (longitude and latitude) of planetary rovers using a zenicli pointed AST. 
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Fig. 1 Schematic of the autonomous star tracker 

ASTs are particularly beneficial to geostationary satellites, where they can replace Earth Sensor Assemblies @SA) and Fine 
Sun Sensors ( F S S ) ,  allow the use of lower performance gyros, improve pointing precision, and enable rapid fault recovery, a 
capability especially important to geostationary missions where outages are costly. Replacement of the Earth and Sun 
sensors and use of lower performance gyros reduces spacecraft cost and improves reliability. The latter benefit, which is 
important for future long duration missions, is due primarily to the fact that ASTs are more reliable than ESAs because of 
the absence of moving parts and a lower number of electronic parts. 

In 1991 and 1992 the IFUD program was used to develop software for generating the guide star database required for the AST. 
In addition, the star identification algorithm, originally developed for a different application while at Stanford University,' 
was refined and optimized for use with the AST. The SKYh4AP3 star catalog is used both for generating the guide star 
database and for describing the sky in the simulations. This catalog was compiled primarily for the purpose of satellite 
attitude determination and provides 622 bytes of information for each of its 248,563 stars. 

The attitude acquisition capability of the AST was demonstrated early in 1994 through correct and rapid (less than 1 sec) 
identification of all 704 true-sky star fields obtained at the Lick Observatory with an uncalibrated proof-of-concept AST 
developed in 1993.4 This device is equipped with a 512 by 1024 pixel frame-transfer CCD and a 50 mm f/1.2 lens that 
provides an effective 6.5 by 13.2 degree field of view. The overlapping fields covered 47% of the sky, including both rich 
and sparse areas. The engineering model (EM) of the AST has been used in 1995 and 1996 to successfully demonstrate 
auitude acquisition and track using both a star field simulator and the real sky. This EM is virtually identical to the ASTs 
that will be flown on two missions later in 1996. 

The AST is described in section 2, a number of its applications are covered in section 3, and the acquisition and track 
operation and performance are reported on in sections 4 and 5. The performance of ASTs on geostationary satellites, as 
predicted by realistic simulations, is presented in section 6, while the conclusions are contained in section 7. 

2. AST DESCRIPTION 

The AST is of a modular design, comprising a baffle or sun shade, optics assembly, sen% head, camera electronics, 
processor, and power supply. The AST version that will be used for the first deep space mission @S-1) of JPL's New 
Millenium Program (NMP) is shown in Fig. 2. The baffle is adapted to meet customer defined Sun I Earth / Moon 
exclusion angles. For DS-1 the solar exclusion angle is 40 degrees, meaning that the AST has to function when the Sun is 
40 or more degrees from the boresight. This can be achieved with a 12.6 cm long baffle. The AST for NASA's SSTI Clark 
spacecraft, being built by CTA Space Systems, has a 32 cm long baffle that provides a 20 degree solar exclusion angle. 

The optical assembly consists of a fused silica window, radiation hard lens elemenb, an aluminum lens barrel, and a 
cylindrical thermal radiation shield that surrounds the barrel and minimizes radiative heat transfer to and from the barrel. 
Boresight stability is ensured by a thermal design that eliminates radial temperature gradienb in the lens barrel. A stress-free 
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mounting method has been adopted for the lens elements in order to maintain centration stability over a large temperature 
range. The optical prescription for the 50 mm fA.2 lens has very low distortion, low color sensitivity and an effective focal 
length that is highly stable versus temperature (changes less than 0.05% over a 50 degree temperature range). In addition, it 
provides a line spread function that allows accurate centroiding without the need for a lookup table. Special materials and 
geometry are used to athermalize the optical system, Le., focus is maintained over a large temperature range. The optics are 
designed to accommodate a field of view (FOV) with a diameter up to 17 degrees. 

Fig. 2 AST for DS-1 Mission 

The sense head consists of a cylindrical aluminum housing for the thermoelectrically cmlcd CCD. The CCD, which is 
operated in the MPP mode for low dark noise, is of a split, frame transfer architecture, has 5 12 by 512 imaging pixels and 4 
output amplifiers. An alignment cube with 5 usable faces measuring 16 by 16 mm each is mounted to the CCD housing. 
The cylindrical section is connected to the sense head bottom plate which also serves as the heat sink for the thermoelectric 
cooler (TEC) and as the top plate for the electronics enclosure. 

The camera electronics consists of analog electronics, drive electronics and interface electronics modules. It is configured as a 
state machine, which maximizes the amount of processing time available to the AST processor. The analog electronics 
module contains a signal chain for each CCD half, while the drive electronics hosts the circuitry for the CCD clock drivers. 
The interface electronics includes the circuitry for the dual 1553 B interface, as well a.. the circuitry for the communication 
interface with the AST processor. It has one connector for an optional redundant square wave synchronization signal input 
plus two 1553 connectors. The AST has partial redundancy because each CCD half has its own output amplifier, its own 
signal chain, comparator, and analog to digital converter. In addition to providing partial redundancy. the split frame 
implementation has the additional benefit of being less sensitive to Charge Transfer Efficiency (CTE) degradation because it 
reduces the number of charge transfers by approximately a factor of two. 

A high performance, low power, R3000 based single board computer developed by Lockheed Martin Missiles and Space 
(LMMS) is employed as the AST processor. It includes 2 Mbyte of EDAC protected S U M  and 1 Mb of EEPROM. Its 
clock rate was reduced from 24 to 12 MHz to reduce its power consumption to less than 4 W. Its dimension of 13.3 by 15.3 
cm defined the form factor of the AST electronics. An almost identical processor is used for the Lockheed Martin Launch 
Vehicle. The processor module has a connector for dual RS422 communication, implying that the AST can be used either 
with a 1553 B or an RS422 communication interface. The power supply module hosts the DC DC converters, the TEC 
controller, the watch dog timer. and the survival heater, if required. Eight bolts are used to attach an end cover plus the 
frames of all five electronics modules to the bottom plate of the CCD housing. 

As may be seen from Fig. 2, three titanium bipod flexures, bolted to the top face of the CCD housing, connect the AST to 
the spacecraft. This solution was adopted for several reasons. First of all, the low thennal conductivity of the bipods 
minimizes the heat flow in the sense head, which contributes to the iso-thermal state of the top f ; u  of the CCD housing to 



which both the lens barrel and the CCD assembly are attached. This iso-thermal state is needed to guarantee boresight 
stability. The bipod flexures also provide for a stress free mount of the AST, which further promotes boresight stability. 
Furthermore, the flexures allow for easy installation of the AST because their flexibility in the radial direction facilitates 
mounting even if the boles in the heads of the bipods do not line up perfectly with the holes in the top face of the CCD 
housing. The baffle, which, depending upon the sun angle variation, typically shows large temperature swings, is isolated 
from the AST and connected to the spacecraft using three identical titanium bipod flexures. 

Instead of the bulkhead type of mounting shown in Fig.2, the AST is usually attached to either a spacecraft bracket or an 
internal AST bracket, which in turn is mounted to the spacecraft. For either solution, the attachment of the bracket to the 
spacecraft will be on the +X side of the AST. By properly sizing the bracket, three radiator plates, one on either side and one 
on top (- X side), can be mounted to the bottom plate of the sense head from which they extend forward to the baffle mount 
plate at the base of the baffle. If the AST is mounted external to the spacecraft bus, as is the case for the Clark AST, these 
radiators are used to passively cool the AST CCD to approximately zero degrees C, thus minimizing AST power 
consumption. If mounted internal to the spacecraft bus, as is the case for the ASTs used for the P59 program, the radiators 
are used to maximize radiative heat transfer between the AST and its cavity, which offsets the low conductive heat transfer 
through the bipods. The radiators of the externally mounted AST are covered with high emissivity, low absorptance fosar 
tape, while the emissivity of the internally mounted AST is maximized by using paint. By enclosing the cavity around the 
optics assembly and CCD housing at the +X si& and by applying a low emissivity coating on all surfaces that can be seen 
by the CCD housing and the thermal radiation shield around the lens barrel, radiative heat transfer to the lens barrel and the 
CCD housing is minimized, which further promotes boresight stability. 

The characteristics of the AST-201 are summarized in Fig. 3. 

Value Comment 

Number of imaging pixels 
Field of view (deg) 
Sensitivity (mv) 
Number of stars tracked 

Capability I Average 
Accuracy at 0 10.2 deg/s rate (arcsec, 1 0)  
Per star, per axis at magnitude limit 
Overall*, "pitch and yaw" 
Overall*, "roll" 

Track mode update rate (Hz) 
Track rate, at reduced performance (&g/s) 
Attitude output format 
Communication interface 
Power 0 , O  I 50 deg C 

Mass, with radiators but without shade (kg) 
Operating temperature (deg C) 
Solar exposure duration 
Number of acquisition guide stars in database 
Number of supplementary guide s m  in database 
Mean time between failures (hr) 

512 x 512 
8.8 x 8.8 
7.5 

50 126.9 

3.9 17.0 
2.3 12.7 

20.3 128.3 
5 
0.8 
Quaternion 
1553 B I RS422 
12 I 16.5 

4.0 

No limit 
6,400 
10,Ooo 
106 

-30 to +50 

AST uses a split, frame transfer CCD 

Ensures all-sky tracking 

Av. number obtained with all-sky simulation 

Does not include alignment uncertainty 
Includes 2 arcsec alignment uncertainty 
Includes 10 arcsec alignment uncertainty 
Can be recluced, if desired 
Loss of full sky coverage at fates > 0.8 degls 
Dir. cosine matrix and Euler angle are options 
Either interface can be accommodated 
TEC usually not needed below 20 deg C; power 
can be reduced when lowering update rate 
3.25 kg lightweighled option is available 

*) Assumes use of 16 tracked stars (average number of stars tracked is 27) 

Fig. 3 AST-201 Characteristics 

In addition to the primary AST output, which includes the 3-axis attitude, the rate about each axis, the number of stars used 
for the attitude computation, and the rms value of the position error of the tracked stars, the AST also provides auxiliary 
output upon request. One of the auxiliary output packets that can be commanded contains the following information for each 
star tracked: star ID, star position about the X and Y axes, star brightness and brightness error, and the position error of the 
tracked star about both axes. The AST can be operated in its default free running mode where the exposure timing is 
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determined by the AST based on the commanded exposure time, or its exposure timing can be controlled by an external 
square wave synchronization input signal provided by e.g., the attitude control system (ACS). If free-running, the AST 
provides timing information from which the ACS can determine when each exposure started and ended. If operated in its 
synchronized mode, the end of each exposure occurs at the rising edge of the synchronization signal, thus minimizing the 
time uncertainty of each exposure. 

3. APPLICATIONS 

3.1 Attitude acquisition 

Conventional attitude acquisition methods are complex, time consuming processes where typically a combination of the Sun, 
the Earth, and the Earth's magnetic field is employed to obtain an initial coarse attitude fix. Next, a star sensor (sometimes 
in combination with a fine Sun sensor) is used to determine the attitude accurately. By contrast, an AST can perform 
accwte attitude acquisition in a few seconds, following stabilization of the spacecraft. 

The Assured Crew Return Vehicle (ACRV) is an example of a spacecraft that would benefit from an AST. Following 
separation from the Space Station, the ACRV must be placed in the correct attitude to perform a collision avoidance bum. 
This maneuver needs to be carried out within 15 minutes, which is hard to accomplish with conventional attitude acquisition 
methods that rely on use of the Earth's magnetic field. The latter method is time consuming because the magnetic field 
vector needs to rotate over an angle sufficiently large to allow adequate 3-axis attitude determination. 

3.2 Fast fault recovery 

The AST enables fast recovery from faults that result in a loss of attitude knowledge. This capability is important for 
spacecraft where outages either are unacceptable, are very costly, or would result in catastrophe if not remedied quickly. JPL's 
Cassini mission to Saturn is just one example of a project where an AST could be used to avert calastrophe. 

For Cassini, the quick fault recovery enabled by an AST would reduce the length of the critical sequences associated with 
Saturn orbit insertion, Titan Probe release, and the Titan fly-by targeting bums needed for gravity assist. This reduction in 
critical sequence length translates directly into a reduced probability of catastrophic failure. 

3.3 Celestial target acquisition 

The observing efficiency of high-precision airborne and orbiting astronomy telescopes can be improved markedly by 
automating celestial target acquisition using an AST that is coboresighted with the telescope. After a slew to a new target, 
the AST identifies the stars in its FOV, determines its attitude and provides this information to the attitude control system. 
The telescope pointing error is then reduced to a level where the Fine Guidance Sensor (FGS) can acquire the guide star(s) 
used for pointing control. 

Relative to an automated acquisition scheme that uses the FGS exclusively1Vs, the addition of an AST eliminates the need for 
ground selection and on-board storage of a significant number of guide stars around each target (in addition to the one(s) 
needed for pointing control). 

SIRTF, SOFIA, and the Kuiper Airborne Observatory (KAO) are examples of programs that would benefit from the presence 
of an AST. Implementation of automated target acquisition would increase the KAO observing time by some 15%. The 
observation time for sounding rocket payloads could be increased by at least 25% when using an AST. 

3.4 Attitude updating 

When used to update the attitude of gyro-based attitude control systems, the AS'T eliminates ground selection and onboard 
storage of guide stars for each update. By operating in the umle mode, the AST provides its attitude every time a request is 
received from the attitude control system. Since there is no penalty for performing frequent updates, the AST can be used 
either to improve accuracy, or to reduce cost by allowing the use of cheaper, lower performance gyros. 
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3.5 Gyroless spacecraft 

ASTs can provide their attitude at rates high enough (e.g., up to 10 Hz) to eliminate the need for gyros on spacecraft in 
certain cases, thus improving reliability, mass, power, and cost. 

3.6 Optical navigation 

Optical navigation is employed by planetary spacecraft to determine their location relative to nearby bodies such as planets, 
satellites, comets, and asteroids. It involves establishing the inertial direction and rotation rate of the vector from the 
spacecraft to the solar system body of interest using multiple images of that body against the stellar background. Being 
performed on the ground, optical navigation is currently hampered by long delay times, making it unacceptable for future 
missions like Rosetta, a joint NASNESA effort for returning a comet nucleus sample. The AST software can be expanded 
to perfoxm detection and inertial direction determination of the solar system bodies used for optical navigation. 

3.7 Precision pointing to terrestrial targets 

Combined with a Global Positioning System (GPS) receiver, the AST enables autonomous, high-precision pointing from 
space to terrestrial targets as required for e.g., secure laser communication and efficient, quick-response surveillance. The 
AST will make it possible to point to targets with better than 10 m accuracy from an altitude of 500 km. 

3.8 Position determination 

A zenith pointed ASTcan be used for autonomous position acquisition of planetary rovers. The AST would be used to 
determine the inertial direction of the local vertical. Given the time of the star field observation and the direction of the local 
vertical. the position of a vehicle on Mars can be computed to an accuracy of a few hundred meters. 

3.9 Attitude determination for geostationary satellites 

High precision geostationary satellites typically measure their attitude about their roll and pitch axes using an Earth Sensor 
Assembly (ESA). In parts of the orbit a Fine Sun Sensor (FSS) is used to determine the yaw angle. In order to obtain 
accurate 3-axis attitude information for the entire orbit, it i.. necessary to propagate the attitude using a high-performance gyro 
system. ASTs can measure the 3-axis attitude of the spacecraft throughout the orbit with increased precision, thus 
eliminating the need for ESAs, FSSs, and high performance gyro systems. In addition, ASTs enable rapid fault recovery, a 
capability especially important to geostationary missions where outages arc typically costly. Replacement of the ESAs and 
FSSs and use of simpler, lower performance gyros not only reduces spacecraft cost but also improves reliability because a) 
the FSSs are eliminated, b) simpler gyros are typically more reliable, and c) ASTs are more reliable than ESAs due to the 
absence of moving parts plus a reduced electronics parts count. Also, ASTs are not hampered by angular range limitations, 
implying that offset pointing can be accomplished easily. Furthermore, ASTs can be oriented on the spacecraft such that, 
unlike ESAs, there is no interference problem with either the Sun or the Moon. 

4. ATTITUDE ACQUISITION 

4.1 Star identification 

An efficient, highly robust star pattern recognition algorithm' was adapted and refined at the Lockheed Martin Advanced 
Technology Center for use with ASTs. The algorithm finds the largest group of observed stars that matches a group of guide 
stars and maximizes its success rate by exploiting the full information contents of a star pattern. The AST acquisition guide 
star database consists of the position and brighrness of the acquisition guide stars plus a sorted list of all acquisition guide 
star pairs that fit in the FOV of the AST. The storage space required for this database is an order of magnitude smaller than 
that of an algorithm based on matching stored guide star triplets.2 This memory efficiency makes it practical to build 
accurate, moderate-FOV ASTs. 

Star identification is a five step process illustrated in Fig. 4. The brightest observed stars, typically from 8 up to 12, are 
used for this process. In step A it is determined which pairs of guide stars match each pair of observed stars, a process that 
results in the formation of "match groups." The example match group shown in Fig. 4 consists of a kernel and three 
members. It was created because first it was found that the pair consisting of guide stars 14 and 26 matched thc pair made up 
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of observed stars 1 and 2. Then the pair consisting of guide stars 14 and 51 was found to match the pair made up of observed 
stars 1 and 4, while, finally, it was found that the pair consisting of guide stars 14 and 3 matched the pair comprising 
observed stars 1 and 7. In step B, s d  match groups are eliminated as they are likely to be spurious. 

Validation of the remaining match groups is performed in step C where it is checked if the angular separation (dashed lines) 
between the members match. If the match group shown in Fig. 4 were validated, an additional 3 match groups with the same 
stars would have been found. The first one would have observed star 7 and guide star 3 a its kernel, the kernel of the second 
one would consist of observed star 4 and guide star 51, while observed star 2 and guide star 26 would form the kernel of the 
third group. Hence, there is a lot of redundancy which is eliminated in step D. Next, it is assumed that the largest remaining 
match group represents a correct match of the observed and guide stars involved. It there are a number of equally sized large 
match groups, the group with the highest match quality is selected as the correct one. If properly implemented, this non- 
iterative identification process provides highly reliable and very rapid star identification. 

A. Generate Match Groups via Star Pair Matching 

Member#L 

1.14 i/ >3- Member # 3 
Observed Star 
Guide Star 

6. Eliminate Small Match Groups (Likely to be Spurious) 
C. Validate Remaining Match Groups 

- - - - - - - -  Validated Distances Member # 1 

- Member # 3 
Observed Star 
Guide Star 

D. Eliminate Redundant Match Groups 
E. Extract Largest Match Group (Select Highest Quality Match Group if Needed) 

Fig. 4 Star identification process 

4.2 Attitude acquisition simulation 

A realistic simulation program was developed to test the attitude acquisition performance of the AST.? This program selects 
guide stars based on a specified density, brightness limit, and criteria for the absence of close neighboring stars. It then 
proceeds to generate the "observable sky," using catalog completeness, catalog reliability, and star brightness error inputs. It 
perturbs the position and brightness of the guide stars among the observable stars by taking into account: a) the position 
uncertainty of the stars as reported by the SKYMAP star catalog, b) the effect of uncompensated proper motion, and c) the 
effect of neighboring stars within a "precision guide star" radius. The latter effect is incorporated conservatively by 



computing the combined centroid location. Additional close neighbors are generated around faint guide stars in a statistically 
correct manner in order to compensate for insufficient catalog depth. In addition, the brightness of all other stars is perturbed 
as well. 

To obtain the predicted acquisition performance of the flight AST with its 6394 acquisition guide stars, the FOV was placed 
on 10,OOO evenly spaced locations on the celestial sphere. For each position, the stars within the 8.8 by 8.8 degree FOV are 
extracted, the position of the guide stars among them is further perturbed to reflect the AST accuracy, and the 10 brightest 
observed stars are then used for identification. 

Using a brightness error of 0.3 magnitude (1 CI), a per star per axis position error of 4.5 arcsec (1 G), a 60 arcsec tolerance on 
guide star separation angle, a 1 magnitude tolerance on guide star brightness, a criterion of having to identify at least 4 stars 
for success, and solution ambiguity resolution through selection of the match group with the highest match quality, an 
acquisition success rate of 99.81% is found. The 19 failures included two cases with only 2 guide stars among the 10 stars 
used for the identification attempt, and eleven cases with only 3 guide stars among the stars used for identification. All of the 
remaining six failure cases had four guide stars among the brightest 10. Four of the six failure cases can be turned into 
successes through a slight modification of the identification algorithm, which would then raise the success rate to 99.85%. 
An AST rotation of 2 degrees about its X or Y axis is sufficient to achieve acquisition for all but one of the 19 failure cases 
where a 4 degree rotation is required. There were only two cases where the number of guide stars among the brightest 10 was 
reduced to less than four due to the 0.3 magnitude star brightness error assumed. As expected, there were no erroneous 
attitude acquisitions. At least 8 stars brighter than magnitude 7 were available for each of the 19 failed acquisition cases, 
implying that star availability is not a problem. Hence, the failure rate can be driven to zero by replacing the currently used 
simple guide star selection algorithm by a more sophisticated version. 

The distribution of the-number of identified stars was as follows: 51,207,469,1144,2166,2891, and 3053 cases with 4.5, 
6 ,7 ,8 ,9 ,  and 10 identified stars respectively. Next, the star position error was increased to 15 arcsec, and, as expected, the 
acquisition success rate dropped slightly from 99.81 to 99.74%. The average time required for acquisition was 1.4 sec using 
a Mac Centris 650, with a maximum of 4.0 sec. 

4.3 Real-sky acquisition demonstrations 

In the beginning of 1994, true-sky demonstrations validated the robust and rapid attitude acquisition capability of the AST 
through correct identification of all 704 star fields obtained at the Lick Observatory with an uncalibrated proof-of-concept 
AST equipped with a 512 by 1024 pixel frame transfer CCD and a 50 mm fh.2 lens that provided a 6.5 by 13.2 degree 
FOV.4 The fields cover 47% of the sky, including both rich areas like the Milky Way, and sparse ones such as the region 
near the Galactic North Pole. Identification and attitude determination was performed using che brightest 10 stars in each 
frame, an all-sky database of 5126 guide stars, a 60 arcsec tolerance on star separation, and a 1 magnitude tolerance on star 
brightness. The FOV area was approximately 11% greater than that of the AST, implying that the guide star density was 
12.5% lower than used for the flight AST (see section 4.2). Simulations predicted a 99.65% success rate versus the 100% 
achieved, which indicates that the simulations tend to be conservative. 

A total of 132 of the 704 star fields were imaged again after removal of a 2 mm BG38 filter used to force an AST spectral 
response close to visual at the cost of a sensitivity reduction by a factor of two. The resulting increase in star brightness 
error caused some deterioration in the distribution of the number of identified stars and contributed lo the failcd identification 
of one of the fields. Based on this mild degradation, it is fully anticipated that the filter can be eliminated when a rather 
simple algorithm is employed to translate star visual magnitude into instrument magnitude using the star color index. The 
integration time of the proof-of-concept AST was reduced from 0.6 to 0.3 seconds following removal of the filter. 

The AST tolerates the presence of bright objects as was demonstrated by a frame containing an image of Jupiter, in addition 
to just 4 identifiable guide stars. Jupiter was loo0 times brighter than one of the 4 identified sms located within 1 degree 
from the planet, while it was 2100 times brighter than the faintest identified star which had a magnitude of 6.2. 

Starting in November, 1995, successful real-sky attitude acquisition has been demonstrated using the AST EM on the roof' of 
one of the LMATC buildings in Palo Alto, California. This unit is fully self contained with all of the software loaded into 
its R3000 based flight computer. It communicates via its RS422 interface with a PC that simulates thc ACS computer. It 
has been shown that the unit has sufficient sensitivity to operate at a 5 I-Iz update frequency. More extensive tests will be 
performed at the Lick Observatory where the viewing is much better. 
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5. TRACK MODE 

5.1 Track operation 

When performing attitude acquisition, the AST f i t  identifies a subset of the 10 brightest stars in its FOV, then computes 
its attitude using the identified stars, and subsequently determines which guide stars should be located inside ils FOV, an 
operation for which it considers both the acquisition guide stars and the supplementary guide stars. It then determines which 
of the observed stars match guide stars inside the FOV. Following this matching process, the attitude computation is refined 
using all matched observed stars, the attitude is reported to the ACS and propagation guide stars are selected. Next, the AST 
transitions to the track mode, takes its first track frame, extracts up to 50 stars and performs an identification operation lo 
determine which of the observed stars match the propagation guide stars, and computes its attitude following identification. 
It then determines which guide stars should be in its FOV, repeats the match operation, refines its attitude using all matched 
stars, outputs its attitude and selects the propagation guide stars. This two step process, which has proven to be extremely 
robust, is repeated for every frame while in the uack mode. 

5.2 Track simulation 

In addition to predicting attitude acquisition performance, the simulation program can also be used to predict the AST track 
performance. For the track simulation, the program selects supplementary guide stars, in addition to the guide stars used for 
acquisition. The track performance is evaluated by having the AST boresight scan along a great circle through both poles 
that is precessed al two degrees per AST revolution. In this way the complete celestial sphere can be scanned in 90 
revolutions. The AST is stepped along the great circle in 0.2 degree intervals, implying a total of 1800 steps per revolution 
for a total of 162.000 positions. At the first of these positions, acquisition is to take place, after which the performance at 
the remaining poinls is evaluated while in the track mode. In case of a track failure, the AST switches lo its acquisition 
mode and attempb acquisition in the next point along the trajectory and switches back to the track mode if acquisition is 
successful. 

With the addition of 10.077 supplementary guide stars, no loss of uack was experienced anywhere in the sky, while, on 
average, 26.87 stars wcre tracked with a minimum of 7 and a maximum of 48. Fig. 5 shows the percentage of cases that fall 
in each of nine number of tracked stars intervals. 

Number of Tracked Stars Range 

7-9 10-14 15-19 20-24 25-29 30-34 34-39 4-44 45-48 

% of Cases in Range: 0.11 1.47 5.06 23.64 40.36 23.48 5.19 0.66 0.03 

Fig. 5 Distribution for the number of tracked stars 

The AST attitude error for the entire sky was found to be 1.1, 1.1, and 18.0 arcsec (1 sigma) about the X, Y. and Z axes 
respectively. For the cases where 16 stars were tracked, the AST altitude error was found to be 1.4, 1.4, and 22.6 arcsec 
about the three axes. This is higher than the 1.1, 1.1, and 18.3 that would result from the 4.5 arcsec, 1 signia error that was 
added per axis for each guide star. This implies that the per star per axis error due to the combined effect of the position 
uncertainty of the stars reported in the SKYMAP star catalog and the assumed effect of neighboring stars within a "precision 
guide star" radius of 310 arcsec is 3.3 arcsec, 1 sigma, a number that seems too large. When we add an alignment uncertainty 
of 2 arcsec about the X and Y axes and 10 arcsec about the 2 axis, the attitude errors increase to 2.4, 2.4, and 24.7 arcsec. 

There were only 42 cases out of the total of 162,000 (0.026%) where the attitude errors were found to be "excessive," defined 
as greater than 6 arcsec about the X andor Y axis and 100 arcsec about the Z axis, which roughly corresponds lo 4.4 sigma. 
The largest errors found about X, Y, and Z were 12.6,8.0, and 134 arcsec. 
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5.3 Real-sky track demonstration 

The EM AST has been used with the real sky to successfully demonstrate the track performance from a rooftop in Palo Alto. 
With the Moon nearly full, stars down to magnitude 7.3 were tracked. More extensive track tests will be executed at the Lick 
Observatory. 

6. AST PERFORMANCE ON GEOSTATIONARY SATELLITES 

Track simulations were executed to assess the performance of an AST on a geostationary satellite. It is assumed that the 
boresight of the AST points along a small circle at a fmed declination as the spacecraft moves along its orbit. The absolute 
value of the declination angle needs to be large enough to avoid the Sun, while it needs to be small enough to avoid 
interference with spacecraft appendages, such as the solar panels, that usually extend in the North South direction. The 
declination ranges of interest are assumed to extend from 46 to 70 degrees in the northern hemisphere and from -46 to -70 
degrees in the southern hemisphere, implying that sun shades with a solar avoidance angle down to 46 - 23.5 = 22.5 degrees 
are being conside&. 

One full orbit simulation run was performed for each of 13 declination bands in the northern hemisphere and for each of 13 
declination bands in the southern hemisphere. For each run, the AST FOV was positioned on 1800 equally spaced locations 
on the declination ring. A brightness error of 0.3 magnitude was assumed, while the guide star positions were corrupted by 
4.5 arcsec per axis (1 a), in addition to the error introduced to account for the position uncertainty reported in the SKYMAP 
star catalog and the effect of close neighbors within a 310 arcsec precision guide star radius. The simulation results are 
tabulated in Fig. 6 

Declination 
(deg) 

70 
68 
66 
64 
62 
60 
58 
56 
54 
52 
50 
48 
46 

-46 
-48 
-50 
-52 
-54 
-56 
-58 
-60 
-62 
-64 
-66 
-68 
-70 

Number of Stars Tracked 

Mean Min Max 

26.66 
27.69 
28.36 
28.41 
29.02 
29.05 
27.92 
27.85 
26.45 
25.74 
26.53 
25.60 
25.54 

27.20 
26.91 
26.61 
25.50 
25.57 
25.35 
25.01 
26.80 
28.30 
28.70 
29.1 1 
27.9 1 
26.59 

15 
18 
18 
17 
18 
15 
17 
17 
15 
14 
17 
14 
15 

16 
16 
14 
13 
1 2  
14 
1 2  
14 
18 
19 
16 
13 
13 

36 
37 
40 
42 
42 
41 
42 
43 
38 
41 
40 
38 
39 

4 5  
41  
41 
36 
36 
38 
38 
41 
38 
42 
44 
44 
40 

Accuracy about X 
( a r m 4  

rms worst 

1.1 
1.1 
1.1 
1.2 
1.1 
1.2 
1.2 
1.3 
1.3 
1.3 
1.2 
1.2 
1.2 

1.1 
1.1 
1.1 
1.2 
1.2 
1.3 
1.2 
1.1 
1.1 
1.1 
1.2 
1.1 
1.1 

4.2 
4.9 
4.6 
4.5 
4.7 
4.1 
6 . 1  
5.6 
4.5 
5.1 
4.3 
4.2 
4.8 

3.8 
3.7 
3.9 
5.4 
4.8 
5.7 
4.4 
4.9 
3.8 
4.0 
4.0 
4.1 
4.9 

Accuracy about Y 
(arcsec) 

Accuracy about Z 
(arcsec) 

rms worst rms worst 

1.1 
1.2 
1.2 
1.2 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.2 

1.1 
1.1 
1.1 
1.1 
1.2 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.2 

3.8 
4.6 
5.0 
3.9 
4.4 
4.3 
4.2 
4.5 
3.8 
4.7 
3.8 
4.3 
4.6 

3.8 
4.5 
4.8 
4.5 
4.7 
4.3 
4.7 
4.5 
5.0 
4.7 
4.1 
4.0 
5 . 8  

17.5 63.0 
17.8 67.3 
18.4 68.0 
18.2 61.9 
17.5 57.9 
18.1 69.4 
17.3 71.0 
18.0 68.9 
18.3 78.8 
19.0 9 4 . 0  
18.2 68.6 
18.8 71.2 
17.6 59.1 

17.0 84.1 
17.1 64.9 
16.9 72.4 
18.0 80.7 
17.3 74.4 
17.7 69.3 
18.8 74.0 
19.3 77.0 
18.4 70.4 
18.7 79.3 
17.7 71.6 
17.9 71.6 
17.4 63.3 

Fig. 6 Track simulation results for ASTs on geostationary satellites 
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From Fig. 6 it may be seen that the AST performance is very good for any declination value in the Northern and Southern 
declination bands. The minimum number of stars tracked ranges from 12 to 19, the maximum ranges from 36 to 45, while 
the average ranges from 25.01 to 29.11. The worst case rms or 1 sigma AST attitude errors about the X. Y and Z axes are 
1.3, 1.2, and 19.3 arcsec respectively, while the corresponding peak values are 6.1, 5.8, and 94.0 arcsec. The alignment 
uncertainty, assumed at 2 arcsec about X and Y and 10 arcsec about 2 (1 sigma), should be added to the errors in Fig. 6 to 
obtain the overall attitude accuracy. This raises the 1 sigma values for the AST attitude error about the X, Y, and 2 axes to 
2.4, 2.3, and 21.7 arcsec for the worst declination angles. Hence, the 3 sigma values are 0.002, 0.002, and 0.018 deg about 
the three axes. If the alignment uncertainty can be calibrated out, the 3 sigma values improve to 0.0014, 0.0014, and 0.016 
deg about the three axes. 

If we mount the AST such that it points toward a declination of 50 or -50 deg, which necessitates a sun shade with a 26.5 
degree solar exclusion angle, the effect of the error about the AST boresight on the spacecraft pointing direction toward Earth 
is equal to 0.018 x sin 50 = 0.014 deg (3 a), while its effect on the angle about the pointing direction toward Earth is less 
than 0.018 x cos 50 = 0.012 deg (3 a). Or, said differently, a single AST is capable of providing a combined spacecraft roll / 
pitch accuracy of 0.014 deg per frame, while providing a spacecraft yaw accuracy of better than 0.012 deg per frame. This is 
superior to the accuracy that is traditionally achieved using ESAs, FSSs, and a high performance gyro system, and will 
satisfy the pointing requirements of most geostationary missions. If the alignment uncertainty can be removed through 
calibration, the spacecraft roll / pitch accuracy provided by the AST improves to 0.012 deg per frerne, while its contribution 
to the spacecraft yaw error reduces to 0.010 deg per frame. 

It should be noted that the above results were obtained with a standard AST not optimized for the geostationary mission. A 
significant improvement in accuracy can be obtained by increasing the number of tracked guide stars. This is achievable by 
increasing the number of supplementary guide stars in the declination band used by the AST. Doubling the guide star density 
in this band raises the number of supplementary guide stars by less than 1O00, a number that can easily be accommodated. 
The larger guide star density may necessitate the use of guide stars fainter than magnitude 7.5, which can be accommodated 
by increasing the exposure time. This would not impact the accuracy because star motion due to orbital rate is limited to 
only 9.6 arcseds, or 0.16 pixeYs. 

In the absence of alignment uncertainty, doubling of the number of tracked stars would improve the AST accuracy by a factor 
of approximately 2"2, thus enabling a single AST to provide satellite pointing knowledge with an accuracy of 0.0085 deg (3 
a) in roll / pitch per frame, and better than 0.0071 deg (3 a) in yaw per frame. If the alignment uncertainty is not calibrated 
out and amounts to 10 arcsec (1 0)  about the AST Z axis, the AST contribution to the S/C roll / pitch accuracy degrades to 
0.01 1 deg (3 a) per frame, while its contribution to the spacecraft yaw accuracy degrades to 0.009 deg (3 a) per frame. 

Use of two ASTs would reduce the AST contribution to the error in satellite pointing knowledge to less than 0.002 deg per 
frame (3 a) , a number expected lo decrease to 0.0018 deg per frame if the guide star density is doubled in the declination band 
swept by the AST. A further reduction to 0.00077 deg can be achieved if the AST alignment uncertainty c'an be calibrated 
out. 

7. CONCLUSIONS 

Used on geostationary satellites, a single AST-201 with an 8.8 by 8.8 deg FOV and a 7.5 magnitude sensitivity, can provide 
a combined (= vector sum) spacecraft roll / pitch accuracy of 0.014 deg (3 a) per frame and a yaw accuracy better than 0.012 
deg (3 a) per frame, as was shown using realistic computer simulations. This per frame accuracy is expected to improve to 
0.01 1 deg for spacecraft roll / pitch and 0.009 deg for spacecraft yaw when the number of guide stars in the declination band 
swept by the AST FOV is doubled. If the AST alignment uncertainty can be removed through calibration, thc per fr'ame 
accuracy in spacecraft roll / pitch provided by a single AST further improves to 0.0085 deg, while in spacecraft yaw it 
improves to 0.0071 deg. 

Even without doubling the guide star density and without removal of the alignment uncertainty, the performance is superior 
to what is traditionally achieved with a combination of Earth Sensor Assemblies (ESAs), Fine Sun Sensors (FSSs) and a 
high performance gyro system. IIence, ASTs can replace ESAs and FSSs and allow the use of a lower performance gyro 
system. Replacement of the ESAs and FSSs and use of simpler, lower performance gyro system not only reduces spacecraft 
cost but also improves reliability because a) the FSSs are eliminated, b) simpler gyros are typically more reliable, and c) 
ASTs are more reliable than ESAs due to the absence of moving parts plus a reduced electronics parts count. I n  addition, 
ASTs are devoid of angular range limitations, avoid Sun and Moon intcrfcrcnce by proper orientation on the spacecraft, and 
cnable rapid fault recovery, a capability espcially important to geostationary missions where outages are typially costly. 
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Use of two ASTs would increase the accuracy in spacecraft pitch, yaw, and roll to 0.002 deg (3 a) per frame, a number 
expected to improve to 0.0018 deg when the guide star density in the declination band swept by the AST FOV is doubled. If 
the alignment uncertainty can be removed by calibration, a further improvement to 0.00077 deg (3 (3) per frame can be 
achieved. 

The computer simulations were validated in 1994 by real-sky testing at the Lick Observatory with a proof-of-concept AST 
having a 6.5 by 13.2 deg FOV. The 704 star fields obtained during that test covered approximately 47% of the sky, and were 
al l  correctly identified. This represented a 100% success rate, which is higher than the 09.65% predicted by the computer 
simulations, indicating that the simulations tend to be conservative. 

Computer simulations predict a 99.81% acquisition success rate for the AST-201. This number was obtained by placing the 
FOV on 10,OOO evenly spaced sky locations. This rate can be improved to 99.85% through implementation of a minor 
modification to the identification algorithm. Since the failures can be attributed primarily to inadequate guide star coverage 
at certain sky locations, rather than star availability, the success rate can be improved significantly through adoption of a 
more sophisticated guide star selection algorithm. 

The robustness of the track algorithm was demonstrated with an all-sky computer simulation where the boresight was moved 
in 0.2 deg steps along a great circle through the poles that was precessed by two degrees per AST revolution. No loss of 
track was experienced, the mean number of stars tracked was 26.87, with a minimum of 7 and a maximum of 48. Only 42 
cases, out of a total of 162,000 FOV position cases, had "excessive" attitude errors, defined as greater than 6 arcsec about X 
and Y, and greater than 100 arcsec about the Z axis of the AST. 
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Stellar attitude determination for geosynchronous missions 
David J. Flynn and Lawrence W. Cassidy 
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100 Wooster Heights Road, Danbury, Connecticut, USA 068 10-7589 

ABSTRACT 
The performance and functionality of star trackers has greatly improved over the past decadc due to technological advances 
in charge-coupled devices (CCDs), microprocessors, and application-specific integrated circuits (ASICs). These 
technological advances have also lowered the cost of star trackers to the range of competing attitude sensors such as horizon 
sensors. 

This study evaluates the attitude reference requirements of a three-axis stabilized geosynchronous satellite (GOES-NEXT) 
and addresses the use of star trackers to replace a traditional attitude determination sensor suite based on horizon sensors and 
digital fine sun sensors (DFSSs). 

Although the GOES-NEXT satellite is used as a specific example in  this study. the results are applicable to other 
geosynchronous remote sensing or communications satellites. 

1. ATTITUDE REFERENCE REQUIREMENTS 
In a nominal geosynchronous satellite orientation, the pitch axis is normal to the orbital plane (which is nominally zero 
inclination), the yaw axis is nadir pointing, and the roll axis is along the velocity vector (see Figure I ) .  At geosynchronous 
altitude, the line-of-sight (LOS) rate of an instrument with its boresight in the orbit plane is 0.25 deghinute.  During 
maneuvers, it is assumed that the LOS rate is less than 0.3 degkecond. 

For the GOES-NEXT mission the single-frame attitude knowledge requirement during normal operation will be 0.03 dcgree. 
3 sigma per axis. This is relatively tight, since a typical communications satellite knowledge requirement is 0.1 degree, 3 
sigma per axis. 

\ '  4 ORBITAL PLANE 

EARTH 
(YAW AXIS) 

Figure 1. Nominal GOES I-M Orientation. 
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2. CURRENT SENSOR SUITE 

2.1 Description 
The primary instruments on the GOES-NEXT satellite will be an imager and a sounder that will be oriented along the yaw 
axis of the spacecraft, Earth pointing, as shown in Figure 2. The satellite’s design currently uses six different attitude sensors. 
Figure 3 shows the orientation of these sensors (Ref. 1). Two sets of coarse analog sun sensors (CASSs) are used to orient the 
spacecraft with respect to the Sun during transfer orbit. 

Redundant digital integrating rate assemblies (DIRAs) comprise a system of three mutually perpendicular rate integrating 
gyros. The DIRAs are used to monitor attitude drift throughout the transfer orbit and during station keeping maneuvers. Due 
to the limited life of the DIRAs, they are turned off during routine operation (Ref. 2). 

Redundant digital sun sensors (DSSs) are oriented to measure pitch and yaw. The DSSs are used during transfer orbit to 
calibrate the DIRAs and during nominal operation to measure yaw. The encoded bits of the DSSs provide 0.125 degree 
quantization and the interpolation bits provide 0.01 2 degree, 3 sigma accuracy. The primary attitude sensors used during 
nominal operation are redundant horizon sensors that measure pitch and roll. At a geosynchronous altitude, the horizon 
sensors provide 0.03 deg, 3 sigma accuracy in  pitch and roll. The orientation of the Sun relative to the solar arrays is 
monitored using two sun analog sensors that are located on the solar array yoke. Also, a magnetometer measures the direction 
and magnitude of the Earth’s magnetic field. 

For the GOES mission the imager is also used to calibrate and correct for systematic attitude errors. By using the imager to 
measure the position of landmarks on the Earth and by over-scanning above the horizon to measure the positions of stars, 
systematic attitude errors can be measured and corrections can be uplinked to the satellite. Reference 3 provides a more 
complete discussion on how the imager is used for image navigation and registration (INR) and image motion compensation 
(IMC). 

EAST (X) 
4 

SOUTH 

EARTH 
SENSORS 

Figure 2. GOES Spacecraft Configuration. 
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Figure 3. GOES-NEXT Attitude and Orbit Control Systcni. 

2.2 Limitations 
The current attitude sensor configuration has several limitations: 

The Sun is only visible to the sun sensors during two thirds of the orbit 

Yaw cannot be directly measured during the 8-hour pcriod around local midnight 

Attitude must be propagated without the benetit of gyro data during this period. because the DIRAs are not on during 
nominal operation (Ref. 2) 

Considerable ground support is required for the current GOES-NEXT attitude determination concept (Kef. I ) .  

No single sensor measures attitude about all three axes simultaneously and continuously throughout the mission. 

0 



3. STAR TRACKER BENEFITS 
A star tracker based attitude determination system provides continuous three-axis attitude estimates over the entire orbit and 
has several other benefits: 

Autonomy - An autonomous all-stellar attitude determination system is now possible, given the demonstrated 
improvements in star trackers and space qualified microprocessors (Ref. 4). The current GOES-NEXT concept requires 
considerable ground support. 

Higher Reliability and Lifetime - Star trackers have no moving parts, unlike scanning horizon sensors, which are subject 
to mechanical failures. Our HD-I003 tracker achieves a mean time between failures (MTBF) of 1 14 years. 

Lower Cost - D I M S  can be eliminated or replaced with lower cost, high reliability, solid-state gyros, because a star 
tracker based system can provide attitude and rate estimates every tenth of a second for LOS rates up to 1 .O degkecond. 
The potential also exists to eliminate horizon sensors and DSSs. 

4. THE HD-1003 STAR TRACKER 

4.1 Description 
The HD-1003 star tracker, developed by Hughes Danbury Optical Systems (HDOS), has been designed to meet the 
requirements of a wide range of potential applications. The HD-1003 is now being produced for NASA’s Small Satellite 
Technology Initiative and will be demonstrated in space in  mid-1996. Based on our experience in developing CCD star 
sensors since 1973, and current CCD, microprocessor, and ASIC technology, reductions in size, weight, power, and cost have 
been achieved while maintaining high accuracy and reliability. 

The HD-1003 star tracker uses a Loral frame transfer CCD array with a 512 x 512 pixel imaging area. The CCD incorporates 
a multiphase pinned (MPP) design to improve dark current and charge transfer efficiency (CTE) performance after exposure 
to radiation encountered in  a space environment. A color corrected, 8 x 8 degree field of view lens is used to provide full 
performance over the range of star colors and thermal environments. 

The HD-I003 is a highly autonomous, flexible, microprocessor-based system. Using flight-proven algorithms, the HD-I 003 
can acquire and track up to six stars in the presence of up to 150 proton-induced transient events per frame (Ref. 6). The 
ability to track up to six stars simultaneously greatly enhances the functional capability of this star tracker. By comparing the 
measured separation between stars and their intensity with data from an onboard star catalog, stars can autonomously be 
identified without prior knowledge of the spacecraft attitude (Ref. 7). Using the measured star orientations, the three-axis 
attitude of the spacecraft with respect to an inertial coordinate system can be estimated using data from a single HD-1003 star 
tracker (Ref. 8). If data from another star tracker or another sensor is available, the data can be combined to improvc 
accuracy. 

Given the high update rate (10 Hz) from the HD-1003, attitude rate about all three axcs can be determined by comparing 
frame-to-frame star image location changes. 

In-flight calibration of multi-star trackers is also easier than with a tracker capable of tracking only one star. Geometric 
distortions due to vibration and thermal environment can be estimated by comparing the measured star patterns with the 
known star patterns. Also, since the attitude of each star tracker with respect to inertial space can be measured independently 
of the other instruments, alignment to science instruments and other attitude sensors can be readily determined. 

Table 1 provides a performance summary of the standard HD-1003 star tracker. The HD-1003 design is highly modular and 
adaptable. For special applications the field of view, sensitivity, and radiation hardening can be modified to meet customer 
requirements. The HD-I003 can also be adapted to output an attitude estimate (e.g., quaternion) using a pre-stored star 
catalog and attitude estimation algorithms. Such a capability is especially useful when the performance of the spacecraft 
guidance and control computer is limited. 

4.2 Stellar attitude determination system 
As discussed earlier, using the data from one or more multi-star trackers, the absolute three-axis attitude of the spacecraft 
with respect to inertial space can be determined. Based on the required accuracy, the permissible outage periods, and the 
required redundancy of the system, we can determine the number of star trackers rcquired, the optimal orientation of the star 
trackers, and the required field of view of the star trackers. 
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For this study we have assumed the following: 

The system will use two standard HD-1003 star trackers 

No simultaneous outage of both trackers is permitted 

The system must meet full performance, 0.03 degree, 3 sigma per axis with two star trackers and reduced performance 
with a single tracker. 

Table 1 

Parameter 

Size (without light shade) 

Requirement 

< 200 cubic inches 

Sensitivity 
Accuracy 
Field of View 
Bright Object Re,jection (half angle) 
- Sun 
- Earth Limb 
- Moon 

< 8 Ib with radiation shieldin2 I 
~~ 

< 11 w 
10 Hz 
6 stars simultaneously 
> 15 years 

> 1 x IO6 hours 
+ 6.0 (KOV spectral class) 
6 arc-sec rms per axis per star 
8 x 8 deg 

> 35 deg 
> 30 deg 

1 >25deg 

Figure 4 shows a top-level block diagram of the our stellar attitude determination system. The two HD- 1003 star trackers 
‘1 this data. autonomously acquire stars i n  their field of view and report the orientation and intensity of the tracked stars. Usin, 

the stars can be identified and the attitude of the spacecraft estimated by the spacecraft guidance computer. For the best 
accuracy the data from both trackers should be used to estimate the spacecraft attitude. The host can also send commands to 
the HD-1003 trackers to break track on stars that cannot be identified or to limit the position and magnitude range in  which a 
star can be acquired. 

4.2.1 Star identification 
To estimate the attitude of the spacecraft using data from the star trackers, thc stars being tracked are first identified. During 
initialization, before an accurate attitude estimate is available, the separation between star pairs and magnitude can be used to 
identify stars. Since the HD-1003 star tracker can track up to six stars simultaneously, star identification can be performed 
without data from other sensors. Autonomous star identification :ilgorithms have been developed to allow initialization 
without special spacecraft rnancuvers (Ref. 7). Star identification can be pcrforrned either in the spacecraft or in the star 
tracker (with modification). 

Once the system has been initialized. an accurate attitude estimate is available and a simple direct position and magnitude 
match can be used to identify new stars. 

4.2.2 
The Sun, Moon, and Earth can all “blind” the star tracker if they are too close to the sensor field of view. Since the z axis of 
the spacecraft is nadir pointing, the star trackers can be oriented to avoid the Earth. The y axis of the spacecraft nominally 
points normal to the equatorial plane. The ecliptic plane, in which the Sun and the Moon lie, is inclined about 23.5 dcg to the 
equatorial plane. If the star sensors are oriented at least 58.5 degrees off the equatorial plane. then the Sun and Moon are 
always further than 35 degrees from the star tracker boresight and no Sun/Moon outage will occur. 

Star tracker outage vs. orientation 
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Figure 4. Star Tracker Based AttitudelAttitude Rate Architecture. 

Depending on the field of view of the sensor and its sensitivity, there may also be outages due to “holes” in  the sky, where no 
acceptable stars are in the sensor field of view. Figure 5 shows the swath of the sky seen by the “North” and “South” star 
trackers. The “North” sensor is pointed 58.5 degrees above the equatorial plane, the “South” sensor is 58.5 degrees below the 
equatorial plane. Figures 6 and 7 show the number of stars i n  the 8 x 8 degree field of view of the sensor as a function of 
azimuth angle over a complete 24-hour orbit. At least one star is in each sensor field of view for 98% of the orbit and in  no 
case do both sensors lack stars at the same time. The mean number of stars in the sensor field of view is greater than six, the 
maximum number of stars HD-I003 can simultaneously track. If 100% star coverage is required for each tracker, then the 
field of view, or sensitivity, of the HD-1003 tracker can be increased. However, these modifications may impact the 
performance of the HD- 1003 and are not addressed here. 

4.2.3 Amlude accuracy vs. orientation 
The accuracy of the estimated attitude about the spacecraft axes is determined by the orientation of the star trackers. Data 
from a single HD-1003 multi-star tracker can be used to estimate the spacecraft attitude in all three axes, however the 
accuracy about the boresight of the sensor is not as accurate as in  the other two axes (Ref. 5). To meet the GOES attitude 
requirements, two HD-1003 star trackers are needed. 

To increase accuracy about a given spacecraft axis, the star tracker boresights must be positioned normal to that axis, or as 
close to normal as possible. As discussed previously, SunMoon outage considerations drive the star tracker boresights to be 
oriented at least 58.5 degrees from the orbital plane. To maximize accuracy about the spacecraft pitch axis, the star tracker 
boresight must be oriented as close to the orbital plane as possible. Based on these two considerations, the two star trackers 
would be oriented 58.5 degrees off the orbital plane. 

For optimal attitude accuracy in  all three axes the star tracker boresights should be oriented 90 degrees apart from one 
another, or as close to 90 degrees as possible. Since we have constrained the boresights to lie on the cones 3 1.5 degrees from 
the orbit normal, the largest effective separation angle possible is 63 degrees, which occurs if both boresights are oriented to 
lie in  a plane that passes through the orbit normal. 
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Figure 6. “South” Sensor: Number of Stars in Field vs Azimuth (Magnitude 5 +6.0). 
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Figure 7. “North” Sensor: Number of Stars in Field vs Azimuth (Magnitude 5 +6.0). 
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Lt is possible to choose how this plane is oriented to optimize either roll or yaw accuracy. Assunling that roll accuracy is more 
critical than yaw accuracy for the GOES mission, the tracker boresights would be oriented in  the Y/Z plane, 58.5 degrees 
from the X/Z plane, both pointing away from the Earth, one nominally pointed South and the other pointed North, as shown 
i n  Figure 8. 

PITCH 

"N 0 R T H  
SENSOR 

\ BORESIGHT 

f23.5" SUNlMOON 
DECLINATION LIMIT 

"SOUTH 
SENSOR 

BORESIGHT 

Figure 8. Star Tracker Orientation. 
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4.2.4 Attifude accuracy 
Given the orientation of the star trackers and the error in star measurements (Figure 9), a covariance analysis was performed 
to determine the error in  the single frame attitude estimate (Ref. 8). To bound the problem, two worst-case conditions were 
analyzed: 

(1) In this case at least one star appears in each sensor field of view (this is true for 98% of the orbit). It was assumed that the 
stars are located at the sensor boresights and have a worst-case error of 6 arc-sec rms per axis. The accuracy for this case 
is as shown in Table 2. Even this worst case, accuracy is a factor of four better than required. 

( 2 )  For 2% of the orbit data will be available from only one sensor. Based on the star availability analysis, when one sensor 
lacks stars, the other will have at least five stars in its field of view. Again, assuming a centroid error of 6 arc-sec rms per 
axis, and assuming that the stars are uniformly distributed over the sensor field of view, the accuracy is as shown in 
Table 3.  During the 2% of'the orbit when data is available from only one sensor, our worst-case analysis predicts that the 
required roll and yaw accuracy are met. Pitch accuracy, however, is 44% larger than permissible. 

1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 

VISUAL MAGNITUDE 

Figure 9. HD-1003 Accuracy vs Magnitude. 

Table 2 
Worst-case Performance Estimate Assuming Two Sensors Operating 

I 
~~ 1 Axis I Worst Case Accuracy: 2 Sensors 

I 
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Axis 

I Roll I 
Worst Case Accuracy: 1 Sensor 

< 0.0022 deg, 3 sigma I 
I Pitch I < 0.0443 des, 3 sigma I 
I Yaw I < 0.0265 deg, 3 sigma I 

To develop statistics on the expected performance of the operational system, a simulation was performed. For 720 samples 
over the orbit (a sample every 2 minutes) the orientation and expected error of’ the tracked stars for each sensor were 
determined. Using this data, a covariance analysis was performed and the error in the attitude estimate was determined for 
each of the 720 samples over the orbit. Figures 10 through 12 show the error for each spacecraft axis over the orbit. Figures 
I3 through 15 show the associated error histograms. As expected, during the 98% of thc orbit, where data is available from 
both sensors, accuracy i n  all three axes meets the requirement with margin. During 2% of the orbit, where a star outage 
occurs in  one of the sensors, error “spikes” can be seen i n  the yaw and pitch estimates. Roll accuracy is insensitive to a sensor 
outage and is more closely correlated to the total number of stars tracked by both sensors sincc both sensor boresights are 
normal to the roll axis. As predicted by the worst-case analysis, throughout the orbit, roll and yaw accuracy remains below 
the 0.03 arc-sec, 3 sigma requirement, and pitch accuracy exceeds this requirement by 20% during 1% of the orbit. Table 4 
shows the results of the orbital simulation. 

The accuracy numbers above are for a single frame attitude estimate. For GOES-NEXT. and other geosynchronous missions 
where the external torques and dynamics of the spacecraft are well behaved, Kalmen filtering can be used to imprctve attitude 
estimates by a factor of two or more (Ref. 4). 

4.3 Rate estimation 
In  addition to providing high accuracy attitude estimates, the HD-1003 can also be used for rate estimation. The HD-1003 
star tracker can track stars moving at up to 0.3 degkecond with full accuracy and up to 1.0 degkecond with degraded 
accuracy. Algorithms have bccn developed to determine rate from star tracker data prior to attitude initialization, without 
gyro inputs (Ref. 9). Since the HD- 1003 based attitude determination system can meet the attitude accuracy requirements 
without gyro inputs and can provide rate estimates up to 1.0 degkecond, a high performance gyro may not be required. If rate 
estimation is required for rates greater than 1 .0 deg/second, a low cost, high reliability, solid-statc gyro may be used. Vendors 
such as Systron-Donner, RockwellDraper, Honeywell. Smith Industries, Delco. and Allied Signal, produce small, 
inexpensive, solid state, 3-axis gyros accurate to several degrees per hour. 

(DEGREES) I n  

0.001 
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Figure 10. Roll Error vs Azimuth (GOES: Magnitude +6.0). 
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Figure 11. Pitch Error vs Azimuth (GOES: Magnitude 5 +6.0). 
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Figure 12. Yaw Error vs Azimuth (GOES: Magnitude 5 +6.0). 
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Figure 13. Roll Error Histogram. 
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Figure 14. Pitch Error Histogram. 
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Axis Mean 3 sigma Median 3 sigma Maximum 3 sigma 

0 

MAX (W 
MIN (a) 
MEAN (uz) 
MEDIAN (uz) 

Minimum 3 sigma 

1 2 3 4 5 
bink sec 

Roll 

Pitch 

Yaw 

la ERROR (ARC-SEC) 

0.0013 deg 0.00 13 deg 0.0019 deg 0.001 1 deg 

0.0034 deg 0.0026 deg 0.0358 deg 0.0020 deg 

0.0021 deg 0.001 6 deg 0.0220 deg 0.0012 deg 

= 0.007345 (DEGREES) 1 0  MAXIMUM YAW ERROR 
= 0.000413 (DEGREES) la MINIMUM YAW ERROR 

= 0.000688 (DEGREES) 10 MEAN YAW ERROR 
= 0.000527 (DEGREES) la MEDIAN YAW ERROR 

Figure 15. Yaw Error Histogram. 

5. SUMMARY 
This paper describes how a stellar attitude determination system based on two HD-1003 multi-star trackers can be used i n  
place of a traditional attitude sensor suite for GOES-NEXT and other geosynchronous missions. Improved performance, 
coverage, and reliability are achieved with reduced weight, power, and size. Cost savings accrue as well due to: 

Lower procurement costs versus a combined suite of analog and digital sun sensors, gyros, horizon sensors, and 
magnetometers. 

Lower integration, alignment, and system-level verification costs. 

Lower rework costs (higher reliability) 
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Addendum 

The following papers were announced for publication in this proceedings but have been 
withdrawn or are unavailable. 

[2812-391 Lightning Mapper 
H. 1. Christian, S. Goodman, NASA Marshall Space Flight Ctr.; E. Howard, 
N O A A  

[2812-5 11 Vicarious calibration of meteorological satellite sensors in the visible and 
near-infrared regions of the spectrum 
C. R. Rao, J. Chen, N. Zhang, NOAA 
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